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Abstract001

The capabilities of large language models002
(LLMs) are advancing at an remarkable pace,003
along with a surge in cloud services that are004
powered by LLMs. Their convenience has005
gradually transformed the routines people work.006
However, for services such as document sum-007
marizing, editing, and so on, users need to up-008
load relevant files or context to obtain the de-009
sired services, which may inadvertently expose010
their privacy. This paper aims to address the011
challenging balance between the convenience012
of LLMs services and user privacy concerns.013
Specifically, based on the structural and func-014
tional characteristics of LLMs, we have devel-015
oped a strategy that safeguards user prompt016
while accessing LLM cloud services, even in017
scenarios where advanced reconstruction at-018
tacks are adopted. We comprehensively evalu-019
ate the efficacy of our method across prominent020
LLM benchmarks. The empirical results show021
that our method not only effectively thwarts022
reconstruction attacks but also, in certain tasks,023
even improves model performance, surpassing024
the outcomes reported in official model cards.025

1 Introduction026

In recent years, research on large language mod-027

els (LLMs) (Radford et al., 2019; Brown et al.,028

2020; Devlin, 2018; Touvron et al., 2023) has at-029

tracted significant attention from enterprises, uni-030

versities, and governments. Simultaneously, their031

enhanced capabilities are transforming how peo-032

ple work (Roziere et al., 2023; Xi et al., 2023),033

marking a milestone in humanity’s progress toward034

artificial general intelligence. However, existing035

research primarily focuses on model capabilities,036

often overlooking user privacy. In fact, in numer-037

ous scenarios involving LLM cloud services, users038

are required to upload relevant data (Lewis et al.,039

2020), which is highly likely to involve their pri-040

vacy. For instance, the popular use of LLMs for041

organizing meeting minutes, as well as the integra- 042

tion of GPTs (Achiam et al., 2023; OpenAI, 2024) 043

and Claude (Anthropic, 2024) in Office (e.g., Word, 044

Excel), enables these tools to directly utilize user 045

data as context for various operations like summa- 046

rizing, editing, and computing. This undoubtedly 047

provides us with tremendous convenience. Never- 048

theless, whether it is meeting minutes or data in 049

office software, it is most likely to involve impor- 050

tant privacy related to enterprises or individuals. 051

Therefore, as LLMs have demonstrated the capa- 052

bility to be deployed and provide services, we must 053

address the privacy issues they entail. Quantizing 054

LLMs and deploying them locally is undoubtedly 055

the optimal solution (Badri and Shaji, 2023; Lin 056

et al., 2024; Gerganov et al., 2023). However, given 057

the limited computational power and runtime mem- 058

ory of local devices, as well as the performance 059

degradation caused by low-bit quantization, this ap- 060

proach requires further exploration. Cryptographic 061

methods (Zhang et al., 2020; Tian et al., 2022), such 062

as secure inference over fully homomorphic encryp- 063

tion (Aono et al., 2017; Boneh et al., 2018), have 064

also been a research hotspot. Nevertheless, cipher- 065

text inference on LLMs remains challenging, both 066

algorithmically and hardware-wise. Methods based 067

on random perturbations, such as differential pri- 068

vacy (DP) (Dwork, 2006), ensure service providers 069

cannot directly access user data by perturbing and 070

replacing token embeddings (Zhang et al., 2024; 071

Mai et al., 2024; Tong et al., 2023). While DP pro- 072

vides rigorous privacy guarantees through formal 073

proofs, we show that significant perturbations are 074

needed to obfuscate tokens, which impair LLMs’ 075

effectiveness for fine-grained tasks. As a privacy 076

mechanism for LLM inference, DP may be overly 077

rigorous for fine-grained tasks, and no satisfactory 078

solutions have been proposed. Hence, we aim to 079

explore some empirical alternative strategies. 080

Specifically, this paper protects user prompts 081

based on the structural and functional character- 082
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istics of LLMs. We deeply analyze the sources083

of privacy vulnerabilities in LLMs and, based on084

the results, design customized privacy protection085

strategy, which has the following advantages: it is086

simple and easy to implement, effectively resists087

privacy attacks, and has almost no impact on model088

performance. We validate these claims through ex-089

tensive experiments and analysis.090

Our contribution. We propose a highly prac-091

tical distributed inference paradigm for LLM092

cloud services. This paradigm achieves privacy-093

preserving inference without compromising per-094

formance by deploying only a few modules on095

the user side, combined with a simple prompt era-096

sure operation. We evaluate our method on main-097

stream benchmarks, including reading comprehen-098

sion, mathematics, code, common-sense reasoning,099

and general benchmarks, with zero-shot, few-shot100

(Brown et al., 2020), and chain-of-thought (CoT)101

(Wei et al., 2022) settings. Our contributions can102

be summarized as follows:103

• We conduct an in-depth exploration of the104

privacy vulnerabilities in LLMs and provided105

thorough theoretical analysis. We show that106

adversaries can easily reconstruct users’ input107

prompts based on these vulnerabilities, which108

we validate through extensive experiments.109

• Drawing upon the functional characteristics110

of LLMs, we propose a practical distributed111

privacy-preserving inference paradigm. The112

proposed paradigm is plug-and-play, simple113

to implement, and does not require any addi-114

tional training or fine-tuning.115

• We test our proposed method on mainstream116

benchmarks through extensive experiments.117

Moreover, we find that our method is highly118

compatible with low-bit quantization technol-119

ogy, thereby further balancing privacy, utility,120

and runtime memory efficiency for users.121

2 Methodology122

2.1 Threat Model123

In the threat model, the victim is the user employ-124

ing LLM cloud services, while the adversary is the125

potential malicious service provider. Not all LLM126

service providers are malicious, but as a precaution,127

we consider all entities capable of “acquiring user128

privacy” as hypothetical adversaries. Users may129

employ various strategies to safeguard their privacy130

(Edemacu and Wu, 2024), while malicious service 131

providers may use advanced methods to reconstruct 132

user data. A schematic representation of the threat 133

model is shown in Fig. 1. 134
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Figure 1: Overview of the threat model, where user
queries the LLM cloud service while attempts to protect
the private context information; malicious server aims
to reconstruct the user’s privacy by advanced attacks
while providing regular response service.

Fig. 1 illustrates a very typical scenario where a 135

small number of modules (embedding layer and a 136

few attention layers, note that these modules’ pa- 137

rameters are known to the LLM service provider 138

because these modules are trained by them) are de- 139

ployed on the user’s end (Zhou et al., 2023). Mean- 140

while, users take privacy protection measures, such 141

as adding random perturbations, and send the per- 142

turbed hidden states to the cloud (Mai et al., 2024), 143

which then returns the desired response. Further, 144

in this process, we assume that a malicious service 145

provider will employ advanced attack techniques to 146

reconstruct the user’s data from the hidden states. 147

Although we mentioned that the users in Fig. 1 148

may have employed perturbation as a strategy to 149

protect their privacy, is this approach truly feasible? 150

We will show that ensuring full privacy requires 151

sufficiently large perturbations, which significantly 152

degrade model performance on fine-grained, chal- 153

lenging tasks. In fact, the act of adding random 154

perturbations is intuitive and lacks consideration 155

of the deep structural characteristics of LLMs and 156

the underlying causes of privacy leakage. We will 157

explore and analyze these two points to reveal that 158

privacy in LLMs can be directly erased. 159

2.2 Motivation 160

Before introducing our method, we present an in- 161

triguing experimental result that reveals the cause 162

of privacy leakage in LLMs and inspires our de- 163

fense mechanism. Specifically, we assume an m- 164

layer module Φlocal is deployed on the user side 165

for privacy, and the user sends the hidden state 166

h(m) = Φlocal(x), where h(m) ∈ Rl×d (x ∈ Rl×d 167
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is the embeddings of the ground-truth token se-168

quence, with length l and embedding dimension d),169

to the server. Since the server knows the parame-170

ters and structure of the user-side module, it can171

reconstruct the user’s private data by iteratively op-172

timizing the following objective function through173

gradient descent (Li et al., 2023b):174

x∗ = argmin
x′

D
(
Φlocal(x

′),Φlocal(x)
)

= argmin
x′

l∑
i=1

Dcos

(
Φlocal(x

′)i,Φlocal(x)i
)
(1)175

where D(·) is the distance function, and Dcos are176

used to measure the cosine distance between two177

d-dimensional vectors Φlocal(x
′)i and Φlocal(x)i178

(where i = 1, 2, · · · , l). In fact, optimizing the179

above equation yields a set of vectors x∗, and180

we need to further recover human-readable tokens181

from x∗. A simple and effective approach is to182

calculate the cosine distance between x∗
i (i =183

1, 2, · · · , l) and the embeddings of all tokens in184

vocabulary, and select the one with the closest co-185

sine distance (the reason for using cosine rather186

than L2 distance can be found in the Appendix B).187

For now, let’s set aside the optimization-based re-188

construction method and consider a different ques-189

tion: can adversaries reconstruct a user’s private190

data from h(m) in one step? In other words, what191

results can adversaries obtain if they directly per-192

form cosine matching between h
(m)
i and token em-193

beddings in the vocabulary, rather than first opti-194

mizing to obtain x∗
i and then conducting matching?195

Results are shown in Table 1. Details on Rouge196

metrics are provided in Appendix D.197

In Table 1, we present the results of direct cosine198

matching (column w/o) and optimization-based199

(column opt) privacy reconstruction. Interestingly,200

even after transformation through a 10-layer non-201

linear module, the attacker can still directly match202

the ground-truth data from hidden state h(m) (blue203

text in Table 1). Moreover, when using the gradient-204

based method with optimization objective Eq. (1),205

the attacker can reconstruct privacy data with high206

fidelity despite additional nonlinear transforma-207

tions. These findings highlight the extreme vul-208

nerability of privacy in LLMs. The specific attack209

setup is detailed in Appendix D.210

The Culprit. Now we delve into why an attacker is211

able to directly match the ground-truth from h(m).212

Firstly, it is not because the m-layer module influ-213

ences the inputs minimally, and a direct verification214

results can be found in Fig. 2. It can be observed 215

that as the number of layers increases slightly, the 216

amplitude of the hidden state h(m) significantly 217

surpasses that of the input. 218

r
a
t
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m

Figure 2: The magnitude ratio between hidden state
h(m) and the input x.

For decoder-based LLMs (which are the back- 219

bone of almost all current mainstream LLMs), most 220

of them have the following functional form for the 221

m-th layer (Vaswani et al., 2017): 222

h− = h(m−1) + MHA
(

RMSNorm(h(m−1))
)

︸ ︷︷ ︸
J
(m)
1

,

h(m) = h− + FFN
(
RMSNorm

(
h−))︸ ︷︷ ︸

J
(m)
2

,
(2) 223

where RMSNorm(·) is a widely used normaliza- 224

tion method in mainstream LLMs due to its lower 225

computational complexity. MHA(·) denotes multi- 226

head attention (or other mechanisms like GQA, 227

MQA, not detailed here), and FFN(·) is the feed- 228

forward network. The skip-connection in the resid- 229

ual module enables training of very deep networks, 230

and due to this, Eq. (2) can be rewritten as: 231

h(m) = h(m−1) + J
(m)
1 + J

(m)
2

= h(m−2) + J
(m)
1 + J

(m)
2 + J

(m−1)
1 + J

(m−1)
2

= h(0) +

m∑
k=1

(
J
(k)
1 + J

(k)
2

)
= x+

m∑
k=1

(
J
(k)
1 + J

(k)
2

)
︸ ︷︷ ︸

J(x)

,

(3) 232

where x = h(0) denotes the embeddings of input. 233

Now we infer the conditions under which direct 234

cosine matching on h(m) can reconstruct the origi- 235

nal data (i.e., column w/o in Table 1). Let E be the 236

space of all token embeddings in the vocabulary. 237

For a hidden state ĥ(m), derived from the ground- 238
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Table 1: Attack results on Llama-3-8B, where column “w/o” indicates no optimization is used (i.e., direct matching)
and column “opt” indicates using gradient-based optimization.

m = 1 m = 5 m = 10 m = 15 m = 20 m = 25
w/o opt w/o opt w/o opt w/o opt w/o opt w/o opt

Rouge-1 1.00 1.00 1.00 1.00 0.85 1.00 0.62 0.92 0.51 0.85 0.21 0.73
Rouge-2 1.00 1.00 1.00 1.00 0.77 1.00 0.40 0.84 0.27 0.72 0.04 0.56
Rouge-L 1.00 1.00 1.00 1.00 0.85 1.00 0.62 0.92 0.51 0.85 0.21 0.73

Truth Microsoft Corporation is an American multinational corporation and technology company headquartered in Redmond,
Washington. Its best-known software products are the Windows line of operating systems.

m=10, w/o Microsoft Corporation is an American multinational corporation and technology company headquartered in Red Bethesda
Plains Washington. Its best-known Software products are the Windows series of operating OS.

m=10, opt Microsoft Corporation is an American multinational corporation and technology company headquartered in Redmond,
Washington. Its best-known software products are the Windows line of operating systems.

m=25, w/o Microsoft Crowley predictors Wikipedia Americanimu-testingomed endDate companyHDRrik Red Renoirm library charities
? bestDean software products Mad ende Windows lineWord operating OrbC

m=25, opt Microsoft Microsoft is An American multinational ciM and technology Mickey headquartered in Red Reynolds1yordu
Washington its best-known software products is the Windows line of operating system.

truth input x̂ ∈ Rl×d, the problem can be restated239

as: for ∀i ∈ {1, 2, · · · , l}, x̂i and ĥ
(m)
i satisfy:240

x̂i = argmax
ξ∈E

1

∥ξ∥

〈
ξ, ĥ

(m)
i

〉
= argmax

ξ∈E

1

∥ξ∥
(⟨ξ, x̂i⟩+ ⟨ξ, [J(x̂)]i⟩) .

(4)241

It is evident that for this equation to always hold,242

a sufficient condition exists: the LLMs’ function243

space J consisting of J(x) is mostly orthogonal244

to the tokens’ embedding space E . When this con-245

dition is met, even multiple layers of nonlinear246

transformations will not significantly affect the re-247

sults of dot product-based cosine distance matching248

(i.e., Eq. (4) holds when ⟨ξ, [J(x̂)]i⟩ is consistently249

small due to the orthogonality between E and J ).250

To verify the above perspective, we design the251

experiments as detailed in Appendix C. In Fig. 4,252

for randomly sampled tokens, the angle between253

[J(x̂)]i and ξ is consistently close to 90 degrees,254

making ⟨ξ, [J(x̂)]i⟩ near 0. Similarly, the angle255

between [J(x̂)]i and x̂i, though more widely dis-256

tributed, also remains close to 90 degrees. These257

results align with the common understanding that258

most vectors in high-dimensional spaces are nearly259

orthogonal, and this principle still holds in the260

context of input-output vector mappings involv-261

ing LLMs, thereby providing an explanation for262

direct privacy leakage through hidden states.263

2.3 Practical Privacy Erase264

Since x̂i in ĥ
(m)
i is the direct cause of privacy265

leakage, it is quite intuitive that we can simply266

reduce it or even erase it directly (i.e., transmit267

ĥ(m) − γx̂ to the server rather than the ĥ(m) and 268

we will prove this operation has nearly negligible 269

impact on LLM’s performance in next section), 270

thus let Eq. (4) be harder to hold and make it diffi- 271

cult for the attacker to infer the data directly from 272

the received hidden state ĥ(m) − γx̂. We present 273

the results of direct matching (without any gradient- 274

based optimization) in Table 2, where γ is in the 275

range of 0 to 1. 276

Table 2: Results of direct matching attack on Llama-3-
8B with different erasing coefficient γ.

γ = 0 γ = 0.25 γ = 0.5 γ = 0.75 γ = 1

Rouge-1 0.93 0.93 0.75 0.64 0.29
Rouge-2 0.85 0.85 0.55 0.35 0.04
Rouge-L 0.93 0.93 0.75 0.64 0.29

Truth
William Henry Gates III (born October 28, 1955) is an American
businessman best known for co-founding the software company
Microsoft with his childhood friend Paul Allen.

γ = 0
William Henry Gates III ( born October October28In 195195) is an
American businessman best known for co-f founding the software
company Microsoft with his childhood friend Paul Allen.

γ = 1

Williamloyd gates3 ( born August October OctoberIn-
prices196195paginator?Single American Business Best
famous-MainCO Gaines founder-GRANTED Software Compa-
nyMicrosoft With his children brother21?.??

Further, this erasing-based strategy also offers 277

certain benefits in countering optimization-based 278

attack methods. We have also conducted a set of 279

experiments to empirically prove this. The results 280

are shown in Table 3 and the specific experimental 281

setup is provided in the Section D. 282

Table 2 and Table 3 both quantitatively and qual- 283

itatively demonstrate that erasing the original data 284

in the embedding space is a feasible approach, as 285

when γ = 1, the adversary is unable to reconstruct 286
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the data with high fidelity, regardless of using direct287

mathching or gradient-based optimization. How-288

ever, we will subsequently illustrate that relying289

solely on this strategy has significant limitations.290

Table 3: Results of optimization-based attack on Llama-
3-8B with different erasing coefficient γ, and γ+ signi-
fies that the adversary enhance attack in response to the
victim’s privacy erasure actions.

γ = 0 γ = 0.5 γ = 0.75 γ = 1 γ+ = 1

Rouge-1 0.96 0.91 0.33 0.20 1.00
Rouge-2 0.92 0.83 0.09 0.04 1.00
Rouge-L 0.96 0.91 0.33 0.20 1.00

Truth
William Henry Gates III (born October 28, 1955) is an Amer-
ican businessman best known for co-founding the software
company Microsoft with his childhood friend Paul Allen.

γ = 1

William Henry gate3 ( born August December October-
pliers??196195paginator isn??? INC annum Best uv???-
cleanup Request foundingRunnable?? HWND Murdoch WITH
Richie Jugendpi? infos ???

γ+ = 1
William Henry Gates III (born October 28, 1955) is an Amer-
ican businessman best known for co-founding the software
company Microsoft with his childhood friend Paul Allen.

Further enhancement. In fact, considering the291

real-world scenarios, a privacy protection protocol292

can be regarded as robust only if it does not com-293

promise privacy even when its details are publicly294

known. That is to say, such a scenario should be295

considered: the adversaries know what privacy pro-296

tection strategy the user has adopted, for example,297

the adversaries knows that the user is transmitting298

not ĥ(m), but ĥ(m) − x̂. Then, for the malicious299

adversaries, they can simply change their optimiza-300

tion target in Eq. (1) to the following:301

x∗ = argmin
x′

D
(
Φlocal(x

′)− x′,RcvState
)

= argmin
x′

l∑
i=1

Dcos
(
Φlocal(x

′)i − x′
i, [RcvState]i

)
,

(5)302

where RcvState = ĥ(m) − x̂ is the hidden state303

received by the adversaries. Under such a opti-304

mization objective, the adversaries are capable to305

reconstruct the privacy again, as shown in Table 3306

(column γ+ = 1).307

Therefore, we need to further mislead the ma-308

licious adversaries. According to Eq. (4), we309

can easily infer that the “misdirecting” vector in310

space E will have a more significant impact on311

the matching results compared to those in other312

space. Based on this, we adopt the following prac-313

tical strategy to achieve the purpose of “misdirec-314

tion”: i.e., further introducing random token em-315

beddings to ĥ(m) − x̂. Specifically, every time the316

users need to transmit a hidden state ĥ(m) − x̂, 317

they randomly sample k × l multiple tokens from 318

the whole vocabulary and obtain their embeddings 319

E ∈ Rk×l×d. Then the users transmit h̃, where 320

h̃i = ĥ
(m)
i −x̂i−δ

∑k
j=1wjiE[j, i, :], to the server 321

(we use k = 5 in experiments, wji is uniformly 322

sampled between 0 and 1, δ is the scale coefficient). 323

The aforementioned step introduces a random 324

misleading term from the embedding space E . Con- 325

sequently, even if the attacker is aware of the vic- 326

tim’s defense strategy, they remain unable to ac- 327

curately reconstruct the privacy, as token embed- 328

dings are randomly sampled from the entire vocab- 329

ulary, which typically has a capacity ranging from 330

tens of thousands to hundreds of thousands. We 331

will demonstrate that using misleading terms based 332

on token embeddings offers significant advantages 333

over direct random noise in terms of balancing 334

privacy and utility, and this is benefited from the 335

integration of understanding of the model structure 336

and functioning mode. 337

Our method applies a series of operations to the 338

original hidden states. If these operations signifi- 339

cantly affect the model’s performance, protecting 340

privacy becomes meaningless. In the next section, 341

we will demonstrate through extensive experiments 342

that the proposed method effectively resists attacks 343

while preserving the utility of the LLMs. 344

3 Experiments 345

Due to space constraints, all experimental config- 346

urations are in Appendix D, including attack im- 347

plementation details, the LLMs used, benchmarks 348

tested, evaluation metrics, and protected prompts. 349

We also provide detailed analysis and discussion of 350

hyperparameter configurations in Appendix D. 351

3.1 Resisting Attacks 352

We first evaluate our method’s ability to resist pri- 353

vacy reconstruction attacks using an optimization- 354

based approach. Qualitative results are shown in 355

Fig. 3, while quantitative results and additional 356

qualitative results are provided in Table 12 and Fig. 357

9 in Appendix G. Fig. 3 shows that adversaries 358

completely cannot extract meaningful contextual 359

information from the reconstructed data. All these 360

results demonstrate that our defense mechanism 361

effectively mitigates privacy leakage attacks. 362

We also evaluate our defense against prior at- 363

tack methods across multiple metrics: Rouge (Lin, 364

2004), BLEU (Papineni et al., 2002) and semantic- 365
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Ground Truth: Fantastic Beasts and Where to Find Them is a 2016 fantasy film directed by David Yates. A joint 
British and American production, it is a spin-off and prequel to the Harry Potter film series, and it was produced 
and written by J.K. Rowling in her screenwriting debut, and inspired by her 2001 book of the same name…

Mistral-7B: Fantastic Beasts and Where to find 
The them is a 2016 fantasy film directed by David 
Y tard A joint British and American production, it 
is a spin-off and prequel to the Harry Potter film 
series, and it was produced and written by J JK- 
Rowling in her screenwriting debut, and inspired 
by her 2001 book of THE same name.…

Phi-3-14B: Fantastic Beasts and Where to Find 
Th them is a 2016 fantasy film directed by David 
Yates. A joint British and American production, it 
is a spin-off and prequel to Harry Potterucci 
series, and it was produced and written by J.K. 
Rowling in her screenwriting debut, and inspired 
by her 2001 book of the same name. …

Llama-3-8B: Fantastic beasts and Where toалася 
Them is a 2016 fantasy film directed by David 
Yates. A joint British and American production, it 
is a spin-off and prequel to the Harry Potter film 
series, and it was produced and written by J.K. 
Rowling in her screenwriting debut, and inspired 
by her 2001 book of the same name…

OpenChat-2-8B: Fantastic Beasts and Where to 
Find Them is a 2016 fantasy film directed by 
David Yates. A joint British and American 
production, it is a spin-off and prequel to the 
Harry Potter film series, and it was produced and 
written by J.K. Rowling in her screenwriting 
debut, and inspired by her 2001 book of the same 
name…

Llama-3-70B: Fantastic Be Beast and Where to 
Find Them is a 2016 fantasy film directed by 
David Yates. A joint British and American 
production! it is a spin-off and prequel to the 
Harry Potter film series but and it was produced 
and written by J.K\ Rowling in her screenwriting 
debut Polar and inspired by her 2001 book of the 
same name.…

Mistral-7B: Fant affectionunc î CanalROOT 
definition Processor antesńskirons vehicle Consider 
vom technical –, CD fantasy viTX stab! replacing 
elseownpost joint residents Canadänservicenehmen 
shed criticism fs comune bien lawkwargs esruption 
ignoring listingPacket Communist ){ accepts 
blewroomGO…

Phi-3-14B: astic):ast and Where to studi}=\etwork is 
aannels sole она16 fantasy film directed groups David 
Yisset. a joint British and American productionabel it 
is a spinencodingoff termine prequel lever  Harry 
Potter film ella--- asynchronous classical was ок intu 
written bylem PropertiesK lí Rowling needed sing 
screen underarteritted Pers Argent Cor …

L l a m a - 3 - 8 B : F a n t a s t i c а л а с я a s t s a n d 
Wherehostname689 Them Zeit Sym Obj_range 
excellent McBoundandlerVisodayints_pr\Models 
British CHECK American seeingModels694 physical 
a authenticurity preister667 entities Harry693 obvious 
prompted]; confident -------------------------------- 
playing-drarrowversion legendary.annotation385…

O p e n C h a t - 2 - 8 B : F a n t a s t i c B e a s t s E x p o r t 
W h e r e . A r e E q u a l k e t 
r e n a m e d . s e c u r i t y i r m e d 4 6 2 0 1 ) = @ " fi l m 
directed,sizeofuffix capable thesis(requestsex 
recommend Pokswith_RESULT_over Smithrunning 
suggestions.cardoltage investmentsera difapple 
a w a r e n e s s 
Potter.Active************************…

Llama-3-70B: ?>:</ ACξherited SearchResultcio 
fsmERN Phcommon !"#$% ’h360Ath evaluated
begin_Source !" # BSD "#.bedETS Bikeач 
bằng repetitionsChristopher Pitt земли dobře Nearby 
přechForegroundDesc &'(((((((((((((((((() -fiction$%doors.cx Dok 
P A C K A G E h a m w a v e l e n g t h 
ThếраховsendingglyPartyробіт/<?ops IRC.named…

from typing import List
def parse_music(music_string: str) -> List[int]:
    """ Input to this function is a string representing 
    musical notes in a special ASCII format. Your task 
    is to parse this string and return list of integers 
    corresponding to how many beats does each not last.

    Here is a legend:
    'o' - whole note, lasts four beats
    'o|' - half note, lasts two beats
    '.|' - quater note, lasts one beat

    >>> parse_music('o o|.| o| o|.|.|.|.| o o') 
    [4, 2, 1, 2, 2, 1, 1, 1, 1, 4, 4]
    """
from typing import List
def parse music(Music_string: str) -> List(int):
    """ Input to this function is a string representing 
    musical notes in a special ASCII format. Your task 
    is to parse this string and return list of integers 
    corresponding to how many beats does each not last.

    Here is a legend:
    'o' - whole note, lasts four beats
    'o|' - half note, lasts two beats
    '.|' - quater note, lasts one beat

    >>> parse_music('o o|.| o| o|.|.|.|.| o o') 
    [4, 2, 1, 2, 2, 1, 1, 1алася&1, 4, 4]
    """
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Figure 3: Results of attack on BoolQ and HumanEval. Results in red box are without defense, while in green box
are with our defense. (a) Results of different LLMs on BoolQ; (b) Results on HumanEval with Llama-3-8B.

level (Reimers and Gurevych, 2019). Results are366

shown in Appendix H.367

Meanwhile, we compare our method with di-368

rectly adding random perturbations (i.e., differen-369

tial privacy) to hidden state ĥ, examining the noise370

magnitude needed to match our method’s defensive371

effect. Fig. 6(c) shows that as the noise standard372

deviation σ increases, attack performance declines.373

For utility comparison, we set σ to [0.09, 0.1, 0.09,374

0.6, 0.15] for Mistral, Llama-3-8B, OpenChat, Phi,375

and Llama-3-70B-AWQ, respectively, to match our376

method’s defense performance (note: σ = 0.15 for377

Llama-3-70B-AWQ, as larger scales fail to achieve378

comparable defense). The impact of this noise level379

on model performance will be discussed later.380

3.2 Remaining Utility381

While being able to withstand attacks, it is of ut-382

most importance to maintain the model utility. In383

this section, we analyze the impact of the proposed384

defensive strategies on model utility across LLM’s385

mainstream evaluation tasks. We also demonstrate386

that our method, based on the model’s functional387

characteristics, outperforms directly adding pertur-388

bations. Finally, we validate the method’s compati-389

bility with low-bit quantization, reducing runtime390

memory requirements at the user’s end.391

Reading Comprehension Tasks. We evaluate392

our approach on two reading comprehension tasks,393

BoolQ and SQuAD, applying privacy protection to 394

all contexts to assess LLMs’ question-answering 395

capability. In BoolQ, LLMs determine if a state- 396

ment is True or False based on the context. In 397

SQuAD, LLMs extract the correct answer from the 398

privacy-protected context in response to the ques- 399

tion. For SQuAD, we use a 1-shot setting (Meta, 400

2024). Results are shown in Table 4. 401

Table 4: Accuracies on reading comprehension tasks.

BoolQ SQuAD (1-shot)
w/o def with def w/o def with def

Mistral-7B 85.1 85.1 83.8 83.7
Llama-8B 84.3 84.0 84.5 82.3
OpenChat-8B 88.3 88.2 89.9 89.8
Phi-14B 88.7 88.3 83.4 83.0
Llama-70B-AWQ 89.7 89.9 88.2 88.1

Table 4 shows that even in context-dependent 402

reading comprehension scenarios, our method’s 403

impact on usability is negligible. Moreover, in 404

some cases, it even slightly enhances performance. 405

Choice-Based Tasks. In this part, we evaluate 406

our approach on two multiple-choice tasks, Hel- 407

laSwag and MMLU, where LLMs select the correct 408

answer from multiple options. We consider sev- 409

eral privacy protection scenarios. For HellaSwag, 410

consistent with previous experiments, we apply pri- 411

vacy protection only to the context. For MMLU, 412

we adopt two settings: the first applies privacy 413
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Table 5: Accuracies of different tasks, where: “w/o” denotes not using defense, “def” denotes using defense. For
MMLU: “def” denotes using defense only on 5-shot examples and “def+” denotes using defense on all prompts.

HellaSwag MMLU ⋄ STEM ⋄ Human ⋄ Social ⋄ Other
w/o def w/o def def+ w/o def def+ w/o def def+ w/o def def+ w/o def def+

Mistral-7B 66.3 66.3 60.1 60.1 59.6 48.8 49.0 48.9 57.4 57.0 56.4 69.3 69.1 68.3 66.7 66.6 66.6
Llama-8B 66.7 66.6 65.8 65.3 64.3 55.8 54.6 54.3 60.9 60.8 59.6 76.0 75.3 74.3 73.3 73.0 71.5
OpenChat-8B 85.2 85.2 64.7 64.7 63.5 55.7 55.7 54.3 60.5 60.2 58.9 74.7 75.0 73.2 70.2 70.4 69.9
Phi-14B 89.8 89.4 76.9 76.9 74.9 69.5 69.9 67.6 73.4 72.9 70.5 85.8 85.9 84.6 80.9 81.2 79.2
Llama-70B-AWQ 85.1 84.8 77.7 78.1 78.2 71.6 72.7 72.9 72.8 72.5 72.8 86.6 87.6 87.5 82.4 82.8 82.6

protection only to all 5-shot examples, excluding414

questions and options, to observe its impact on415

LLMs’ in-context learning (ICL) ability; the sec-416

ond protects both 5-shot examples and user ques-417

tions/options, assessing the impact on model utility418

in extreme scenarios (see Fig. 7 for details).419

Table 5 shows that our defensive method does420

not significantly degrade LLM performance on421

these tasks, even when all examples, questions, and422

options are protected. Additionally, for MMLU423

subcategories, our method does not severely im-424

pact LLMs’ ability in any specific domain.425

Math and Code Tasks. We consider these two426

tasks more fine-grained as their computational re-427

sults or execution outcomes are directly determined428

by number values, argument names, and even code429

formatting. If the privacy protection method signifi-430

cantly alters these elements’ representations, LLMs431

would be unable to provide correct responses. We432

present three sets of results: one from the defensive433

method proposed in this paper, another from the434

random noise (i.e., DP) in Fig. 6(c), and the last435

from the nearest neighbor replacement strategy (Li436

et al., 2023b; Zhang et al., 2024), where each user-437

input token is replaced with its closest neighbor in438

the embedding space. Although nearest neighbor439

replacement does not strictly guarantee privacy (see440

Fig. 8, Appendix F), we still evaluate its impact on441

model utility. The results are shown in Table 6.442

Table 6: Remaining utility when using our defense V.S.
differential privacy (column “noise”) V.S. neighbor re-
placement (column “NR”) on GSM8K and HumanEval.

GSM8K (CoT) HumanEval (ps@1)
w/o ours noise NR w/o ours noise NR

Mistral-7B 58.3 58.9 4.9 3.5 38.4 40.2 2.4 3.0
Llama-8B 79.5 78.6 53.1 5.5 55.5 54.9 29.9 0.0
OpenChat-8B 78.4 78.6 66.8 5.7 59.8 61.0 32.9 7.3
Phi-14B 91.4 91.3 47.2 4.5 70.1 70.1 17.1 4.3
Llama-70B 92.9 93.3 3.5 7.2 78.7 77.4 3.0 2.4

Under the same privacy protection level, our443

method maintains model usability more effectively,444

while strategies based solely on random perturba-445

tions or neighbor replacement significantly degrade446

performance on GSM8K and HumanEval tasks. 447

This strongly demonstrates the superiority of our 448

privacy protection strategy, which leverages model 449

structure and functional characteristics. 450

In addition to Table 6, we also apply “noise” and 451

“NR” to BoolQ and SQuAD tasks. Results in Table 452

7 show that, compared to GSM8K and HumanEval, 453

the performance impact on BoolQ is relatively 454

smaller for some models, indicating its coarse- 455

grained nature, where perturbations may not al- 456

ways affect LLMs’ context understanding (see Fig. 457

8). However, for the more granular SQuAD task, 458

which requires extracting answers from the context, 459

neighbor replacement significantly impacts perfor- 460

mance, degrading LLMs’ ability to “find needles 461

in the haystack (Gregory, 2023)". Overall, these 462

strategies are both inferior to our method, even that 463

we do not utilize any additional perturbations to 464

enhance the protection of neighbor replacement 465

on the original contexts (i.e., perturbing the origi- 466

nal token embeddings before employing neighbor 467

replacement, thus further protecting the contexts). 468

Table 7: Remaining utility when using our defense V.S.
differential privacy (column “noise”) V.S. neighbor re-
placement (column “NR”) on BoolQ and SQuAD tasks.

BoolQ SQuAD (1-shot)
w/o ours noise NR w/o ours noise NR

Mistral-7B 85.1 85.1 74.2 73.1 83.8 83.7 39.6 35.9
Llama-8B 84.3 84.0 80.4 76.5 84.5 82.3 80.5 39.4
OpenChat-8B 88.3 88.2 80.7 80.7 89.9 89.8 85.8 38.5
Phi-14B 88.7 88.3 79.8 76.5 83.4 83.0 67.4 24.1
Llama-70B 89.7 89.9 71.7 84.9 88.2 88.1 19.0 42.9

Table 8: Accuracies on all tasks in BBH, where: “w/o”
denotes no defense and “def” denotes using defense.

BIG-Bench Hard (CoT)
w/o (3-shot) def (3-shot) w/o (1-shot)

Mistral-7B 57.4 57.3 52.4
Llama-8B 66.5 66.8 58.4
OpenChat-8B 66.6 66.2 60.0
Phi-14B 77.6 77.6 71.4
Llama-70B 81.8 81.9 78.5

Further Discussion on the Impact of ICL. To 469
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Table 9: Evaluation results of models’ residual utility after using quantization with our defense method.

GSM8K (CoT) HumanEval (p@1) BoolQ SQuAD (1-shot) MMLU [full-protect]
w/o 8-bit 4-bit w/o 8-bit 4-bit w/o 8-bit 4-bit w/o 8-bit 4-bit w/o 8-bit 4-bit

Mistral-7B 58.3 56.3 58.0 38.4 38.4 39.0 85.1 85.0 85.0 83.8 83.4 83.0 60.1 59.4 59.0
Llama-8B 79.5 77.7 75.7 55.5 55.5 52.4 84.3 83.7 83.4 84.5 84.7 84.4 65.8 64.3 63.3
OpenChat-8B 78.4 77.9 77.0 59.8 60.4 58.5 88.3 87.7 88.2 89.9 89.6 89.8 64.7 63.4 62.1
Phi-14B 91.4 90.0 89.2 70.1 70.1 69.5 88.7 88.2 88.2 83.4 82.5 82.3 76.9 74.3 74.5
Llama-70B-AWQ 92.9 - 93.3 78.7 - 77.4 89.7 - 89.9 88.2 - 88.1 77.7 - 78.2

further assess our method’s impact on LLMs’ ICL470

capability, we conduct in-depth experiments on the471

BBH task. LLMs typically answer BBH questions472

using a chain of thought derived from provided473

examples, which directly influences their thought474

construction and question-answering ability. Fol-475

lowing the mainstream approach, we use a 3-shot476

setting with privacy protection applied to all exam-477

ples and compare the performance to 1-shot setting478

(without privacy protection).479

Clearly, Table 8 shows that our defense method480

has almost no impact on the ICL capability of the481

models (since the performance using 3-shot learn-482

ing with our defense is similar to the no-defense483

scenario and is much better than the setup using484

only 1-shot), allowing LLMs to still benefit fully485

from multiple examples in their responses.486

Impact of Quantization. In this part, we se-487

lect five tasks to study the impact on model perfor-488

mance when our method is combined with low-bit489

quantization at the user’s end. The Llama-3-70B-490

AWQ used in our experiments, downloaded from491

Hugging Face (Wolf et al., 2020), is already quan-492

tized to 4-bit by AWQ (Lin et al., 2024). For the493

other four models, we apply HQQ quantization494

(Badri and Shaji, 2023) to the user-end modules.495

Results are shown in Table 9, where MMLU rep-496

resents the extreme case with full protection of497

few-shot examples, questions, and options.498

Table 9 shows our method effectively combines499

with low-bit quantization, balancing utility, privacy,500

and memory efficiency. We also report runtime501

memory for loading user-end models under differ-502

ent bit-width quantizations (Table 10). Note that503

the embedding layer involves memory access, not504

dense computations, making its loading onto a com-505

putational accelerator optional.506

As shown in Table 10, the runtime memory re-507

quirements at the user end are favorable after low-508

bit quantization. Most models require only 1-2509

GB of accelerator runtime memory. Even the 70B510

model needs only about 4GB of runtime memory511

for the accelerator after quantization. With the ad-512

Table 10: Minimum runtime memory required (in GB)

FP/BF 16 8-bit 4-bit embed layer

Mistral-7B 4.06 2.03 1.02 0.25
Llama-8B 4.06 2.03 1.02 0.98
OpenChat-8B 4.06 2.03 1.02 0.98
Phi-14B 6.35 3.17 1.59 0.31
Llama-70B-AWQ - - 4.14 1.96

vancement of on-device AI (Tan and Cao, 2021) 513

and the rise of edge-cloud integration AI (Apple, 514

2024a), we believe our research can offer insights 515

for privacy-preserving LLMs in these domains. 516

4 Conclusion 517

In this paper, we reveal and analyze the privacy 518

vulnerabilities in LLMs. Based on our analysis, 519

we propose a pipeline-parallel privacy-preserving 520

inference paradigm. Through experiments, we val- 521

idate that this paradigm resists advanced privacy 522

reconstruction attacks without compromising util- 523

ity. Additionally, we apply low-bit quantization to 524

our defense method, finding high compatibility and 525

an efficient balance between privacy, utility, and 526

memory efficiency. Finally, an intuitive discussion 527

on why the proposed method does not significantly 528

affect model utility is provided in the Appendix I. 529

Limitations 530

We consider scenarios integrating the end and 531

cloud, necessitating user-end computational capa- 532

bility, as user involvement is required for each 533

forward inference. Nevertheless, to some extent, 534

we think this characteristic is beneficial, as it pre- 535

vents the cloud from misusing provided contexts 536

for unauthorized inferences (with user participation 537

enabling real-time monitoring of each step, block- 538

ing malicious server tasks). In future work, we plan 539

to integrate our architecture with TEE, deploying 540

the user-end module to the cloud’s TEE to alleviate 541

user-end computational pressure. Meanwhile, the 542

misleading term we introduced from embedding 543

space is also, to some extent, within the scope of 544

DP. We aim to provide further formal proof based 545

on this point in our future work. 546
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A Related Work941

A.1 Privacy in LLMs942

In the past few years, privacy issues have received943

extensive attention in the traditional field of ma-944

chine learning, particularly with the rise of Ma-945

chine Learning as a Service (MLaaS) (Ribeiro et al.,946

2015). Representative privacy attack techniques in-947

clude membership inference attacks (Shokri et al.,948

2017), model inversion attacks (Fredrikson et al.,949

2015; Ye et al., 2023), attribute inference attacks950

(Melis et al., 2019), gradient inversion attacks (Zhu951

et al., 2019; Ye et al., 2024), and model extrac-952

tion attacks (Orekondy et al., 2019). These attacks953

aim to steal data or model functionality, posing954

significant privacy threats. With the rapid develop-955

ment of LLM technology in these years, privacy956

research related to LLMs has also begun to emerge.957

These studies span the entire lifecycle of LLMs958

(Li et al., 2024; Edemacu and Wu, 2024), includ-959

ing pre-training, fine-tuning, HFRL, and inference960

stages. Related attack methods not only encom-961

pass strategies originally designed for traditional962

AI models but also a significant number of methods963

customized for LLMs.964

Privacy in Training Phase. In this phase, a com-965

monly employed attack is data poisoning, which966

typically falls into two categories: untargeted (Big-967

gio et al., 2012) and targeted (Gu et al., 2019).968

Generally, in the majority of studies, poisoning at-969

tacks aim to tamper with the functionality of the970

model. There are also a few studies that aim to971

exploit the powerful memory capabilities of neural972

network models, combining poisoning attacks to973

steal training data (Song et al., 2017; Luo et al.,974

2022). In the field of LLMs, Panda et al. (2024)975

have demonstrated that by inserting meticulously976

designed poisoned data (such as sensitive informa-977

tion in format similar to the subsequent fine-tuning978

data) into the training dataset during pre-training,979

the model becomes more prone to remembering980

the secret data in the fine-tuning phase. Conse-981

quently, during the inference stage, an adversary982

can easily use prompts with similar format to the983

poison data to extract the secret data. Similarly,984

Jayaraman et al. (2022) use customized message-985

response pairs as poisoned data, forcing the model986

to remember this pattern. Subsequently, during the987

inference stage, they use queries with the poisoned988

message to prompt the model to produce sensitive989

responses (since such a pattern is remembered by990

the model during the training).991

Privacy in Inference Phase. In this phase, 992

the widely studied privacy attack techniques typi- 993

cally include membership inference attacks (MIAs) 994

(Mattern et al., 2023), training data extraction at- 995

tacks (Carlini et al., 2021), and jailbreak attacks 996

aimed at stealing system prompts (Tang et al., 997

2024). MIAs aim to determine whether a given 998

data point appeared in the model’s training dataset, 999

with the success rate primarily depending on the 1000

model’s memorization of the training data (i.e., the 1001

model’s prediction discrepancy between training 1002

and non-training samples). To mitigate this depen- 1003

dency, Mattern et al. (2023) propose the “neighbor- 1004

hood comparison attack”, which compares the pre- 1005

diction results of the target sample with its neigh- 1006

borhood texts generated through token replace- 1007

ment (a training data’s neighbors typically exhibit 1008

greater prediction discrepancies from this training 1009

data). This effectively eliminates the MIAs’ re- 1010

liance on the training data distribution. Addition- 1011

ally, Mireshghallah et al. (2022) investigate the 1012

impact of different fine-tuning methods on LLM’s 1013

memorization, noting that full model fine-tuning 1014

and adapter fine-tuning can reduce the model’s 1015

memory, thus effectively countering MIAs. What’s 1016

more, Kandpal et al. (2022) utilize training data 1017

deduplication techniques to directly alleviate the 1018

LLMs’ excessive memorization of training data, 1019

thereby mitigating MIAs. 1020

As for data extraction attacks, they usually aim 1021

to elicit privacy from LLMs’ training data through 1022

crafted prompts. Representative work includes that 1023

of (Carlini et al., 2021), which demonstrated that 1024

even if a model is trained on a large amount of 1025

data for a relatively small number of epochs, some 1026

infrequently occurring long text can still be remem- 1027

bered by the model and potentially leaked verbatim 1028

through malicious prompts. Their attack primarily 1029

relies on the perplexity of the output. Lower per- 1030

plexity indicates that the model is less “surprised” 1031

by the output, suggesting a higher likelihood that 1032

the data is part of the training dataset. Then they 1033

validate whether the generated low-perplexity text 1034

corresponds to training data by matching it against 1035

search engine results. Further, Kim et al. (2024) 1036

have proposed two different data extraction attack 1037

methods for black-box and white-box scenarios. In 1038

the black-box scenario, they construct multiple Per- 1039

sonally Identifiable Information (PII) prompt tem- 1040

plates to induce LLMs to generate relevant infor- 1041

mation. As for the white-box scenario, they employ 1042

prompt-tuning method (Li and Liang, 2021), opti- 1043
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mizing for special soft prompts that, when added,1044

increase the probability of the model leaking PII.1045

Additionally, LLMs typically incorporate var-1046

ious internal system prompts which play a cru-1047

cial role in enhancing service quality, formaliz-1048

ing model outputs, and restricting illegal inquiries1049

(Inan et al., 2023). However, studies have shown1050

that malicious users can design prompts to deacti-1051

vate these internal system prompts, achieving the1052

purpose of jailbreaking (Wang et al., 2023a). Fur-1053

thermore, they can even manipulate the model to1054

disclose these internal prompts through carefully1055

crafted prompts (Priyanshu et al., 2023), leading1056

to privacy breaches and financial losses for LLM1057

providers (as these internal prompts are also part1058

of the intellectual property). To protect the tem-1059

plate information in system prompts, Tang et al.1060

(2024) have proposed a differential privacy-based1061

few-shot examples synthesis method, which main-1062

tains the model’s in-context learning (ICL) ability1063

while safeguarding internal few-shot templates.1064

This paper primarily focuses on the protection1065

of user context information, which has been ex-1066

plored in a few studies. Intuitively, a straightfor-1067

ward approach to safeguard user input involves per-1068

turbing the embeddings of user input prompts or1069

replacing the tokens of these prompts with nearby1070

tokens (Zhang et al., 2024; Liu et al., 2024; Yue1071

et al., 2022). Additionally, Tong et al. (2023) and1072

Mai et al. (2024) have proposed deploying an ex-1073

tra model locally alongside perturbing user input1074

prompts. This local model is used to further de-1075

code the responses from LLMs to the perturbed1076

prompts. Unfortunately, these methods have not1077

been evaluated on mainstream LLM benchmarks1078

(most of these papers are preprints) and have only1079

been tested on simple tasks. Further, these methods1080

are relatively complex, often requiring the training1081

or adoption of extra auxiliary models, therefore,1082

their practicality remains to be tested.1083

Others. Even with formal proof-based DP,1084

which is widely used for privacy protection at vari-1085

ous stages of LLMs (Li et al., 2023b; Zhang et al.,1086

2024; Edemacu and Wu, 2024), we cannot claim1087

that these methods offer absolute privacy protection1088

(Hu et al., 2024). Some research based on confiden-1089

tial computing can provide a higher level of privacy1090

protection (Dhar et al., 2024; Apple, 2024b; Nvidia,1091

2022; Mai et al., 2023). These studies, grounded1092

in hardware RoT, integrate encryption and access1093

control strategies to construct neural computing ac-1094

celerators (e.g., GPUs, NPUs, TPUs, etc.) as part1095

of the TEE, thereby ensuring privacy throughout 1096

all stages of LLMs. As these research areas are still 1097

evolving and not the focus of this paper, a more 1098

in-depth introduction is not provided here. 1099

A.2 Distributed Paradigm in LLMs 1100

In this part, we introduce only the distributed 1101

paradigms that are similar to the inference 1102

paradigm proposed in this paper, which is achieved 1103

through multi-party collaboration with the form of 1104

a pipelined training or inference. This paradigm is 1105

similar to the traditional split learning (Gupta and 1106

Raskar, 2018; Kang et al., 2023), which deploys 1107

the model across multiple parties according to lay- 1108

ers and collaboratively trains the model. Based 1109

on this paradigm, Zhou et al. (2023) proposed a 1110

privacy-preserving user-server collaborative train- 1111

ing method. The training objective at the server-end 1112

is the same as the traditional objective, which is to 1113

minimize cross-entropy loss, while the user-end’s 1114

training objective is to minimize the loss while 1115

making the local module produce denser represen- 1116

tations for similar words. As the word represen- 1117

tations become denser, it becomes more difficult 1118

for adversaries to achieve privacy reconstruction 1119

attacks. Additionally, there are also studies on train- 1120

ing personalized LLMs based on this distributed 1121

paradigm. Wang et al. (2023b) and Gao and Zhang 1122

(2024) combined LoRA (Hu et al., 2021) to col- 1123

laboratively train a local personalized module with 1124

the server, thereby achieving customized LLMs ser- 1125

vices without personal data leaving the local end. 1126

More generally, Borzunov et al. (2024) considered 1127

a distributed protocol in a resource-constrained sce- 1128

nario, where they used this protocol to invoke idle 1129

GPUs from multiple parties online. Each party 1130

loaded a small number of layers of the model and 1131

combined the pipeline paradigm to achieve multi- 1132

party collaborative online training and inference. 1133

All of the above work has verified the feasibility of 1134

distributed inference paradigm for LLMs, which 1135

can serve as the cornerstone for this paper. 1136

B Breaching Privacy from Directions 1137

Typically, in the realm of distance measurement 1138

methodologies, the two most frequently employed 1139

metrics are the Euclidean distance and the cosine 1140

distance. In this part, we empirically demonstrate 1141

that the utilization of cosine distance is more ad- 1142

vantageous for an adversary to match and recon- 1143

struct users’ tokens with a higher degree of fi- 1144
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delity. To validate this assertion, we randomly1145

sample token embeddings, denoted as Ei, and intro-1146

duce Laplacian noise at various scales, represented1147

by α ·max (abs(Ei)), where α ranges within the1148

set {0.25, 1, 2, 3}. Subsequently, we employ Eu-1149

clidean and cosine distance to match the perturbed1150

embeddings to their nearest tokens. After conduct-1151

ing 10,000 random trials, we calculate the propor-1152

tion of tokens that are correctly recovered (i.e., the1153

matched token is the original token), as detailed in1154

Table 11.1155

Table 11: Proportion of correctly recovered tokens us-
ing Euclidean (l2) and cosine (cos) distance match-
ing metrics under Laplacian noise with scale of α ·
max (abs(Ei)).

α = 0.25 α = 1.0 α = 2.0 α = 3.0
l2 cos l2 cos l2 cos l2 cos

Mistral-7B 1.00 1.00 0.99 1.00 0.57 0.93 0.09 0.45
Llama-8B 1.00 1.00 0.99 1.00 0.52 0.92 0.06 0.37
OpenChat-8B 1.00 1.00 1.00 1.00 0.50 0.91 0.06 0.36
Phi-14B 1.00 1.00 1.00 1.00 0.58 0.99 0.17 0.66
Llama-70B 1.00 1.00 0.99 1.00 0.53 0.99 0.16 0.76

In Table 11, cosine matching consistently yields1156

a higher proportion of correctly recovered tokens1157

across all noise scales, which is why it is adopted1158

in our experiments. Additionally, Table 11 also1159

demonstrates the sparsity of the embedding space,1160

where even with the introduction of random noise1161

at twice the maximum absolute value (i.e., α =1162

2), the original tokens can be recovered with a1163

high success rate. Furthermore, cosine distance1164

is insensitive to magnitude, an inherent advantage1165

that is absent in Euclidean distance.1166

C Validation for the Orthogonality1167

To verify the orthogonality, we design the follow-1168

ing experiment. We randomly select a text segment1169

(with embedding x̂) and input it into the LLM to ob-1170

tain corresponding J(x̂). Then, we randomly sam-1171

ple 10,000 tokens and compute their embeddings1172

Θ = {Ek}10,000k=1 . Subsequently, we calculate the1173

average angles between [J(x̂)]i and all elements in1174

Θ, as well as between [J(x̂)]i and the correspond-1175

ing input x̂i. By repeating this experiment 1001176

times (i.e., selecting different input texts 100 times)1177

and computing the average of all results, we can1178

roughly estimate the angle between the working1179

space and the embedding space. Results are shown1180

in Fig. 41181

D Configurations 1182

Attack Implementation. We have employed two 1183

different attacks: direct matching-based attack and 1184

optimization-based attack. The former is proposed 1185

to illustrate the underlying reasons for privacy vul- 1186

nerabilities in LLMs, while the latter typically 1187

yields better attack results (see Table 1). For di- 1188

rect matching-based attack, the process is quite 1189

simple: adversary only needs to match the received 1190

hidden states with the embeddings of tokens from 1191

the entire vocabulary based on the closest cosine 1192

distance. To save attack time, the adversary can 1193

maintain a collection of normalized embeddings. 1194

Based on this, attacking a new vector involves sim- 1195

ple dot product calculations and finding the maxi- 1196

mum value, with the computational cost for each 1197

token usually less than 1 GFLOPs (mainstream 1198

GPUs typically have computing power of at least 1199

several tens of TFLOPS). 1200

While for robustly evaluating the effectiveness of 1201

the proposed defense method, we will assess it us- 1202

ing an optimization-based attack. In this attack, the 1203

adversary will use gradient descent with objectives 1204

(1) and (4), respectively, and then match the at- 1205

tack results to tokens using the same method as de- 1206

scribed in matching-based attack. For the optimiza- 1207

tion, we will employ Adam optimizer (Kingma, 1208

2014) with parameter β1 = 0.9, β2 = 0.999. Ad- 1209

ditionally, we will use a linearly decaying learning 1210

rate starting at 0.01 and decreasing to 0.002 after 1211

200 optimization steps. Moreover, we will intro- 1212

duce weight decay with a scale from 1× 10−5 to 1213

1× 10−4 (we will select the optimal values based 1214

on the model and dataset). We will demonstrate 1215

that this attack strategy is very potent, capable of 1216

reconstructing privacy with high-fidelity if there 1217

are no defensive measures. 1218

Models and Tasks. We test the proposed 1219

method using five instructed models, including 1220

Mistral-7B-v0.3 (Jiang et al., 2023), Llama-3-8B 1221

(Dubey et al., 2024), Openchat-3.6-8B (Wang et al., 1222

2024), Phi-3-14B (Abdin et al., 2024), Llama-3- 1223

70B-AWQ(Dubey et al., 2024; Lin et al., 2024), and 1224

comprehensively evaluated the performance across 1225

seven different mainstream LLM tasks. These 1226

tasks include reading comprehension tasks BoolQ 1227

and SQuAD, common-sense reasoning task Hel- 1228

laSwag, mathematics task GMS8K, coding task 1229

HumanEval, and general benchmarks MMLU and 1230

BBH. For BoolQ (Clark et al., 2019) and SQuAD 1231

(Rajpurkar, 2016), where answers are derived from 1232
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(a) (b)

Figure 4: The angle between the working space and the embedding space, with (a) indicating the average angle
between the working space of the input text and the randomly sampled tokens’ embeddings, and (b) showing the
angle between the working space of the input text and its own token-level embedding.

context, we apply privacy protection to all of the1233

context. For HellaSwag (Zellers et al., 2019),1234

where LLMs need to infer the second half of a1235

given first half of a sentence based on their inter-1236

nal knowledge, we apply privacy protection to the1237

first half. For GMS8K (Cobbe et al., 2021) and1238

HumanEval (Chen et al., 2021), we directly ap-1239

ply privacy protection to all contexts and after this,1240

instruct the LLMs to calculate mathematical prob-1241

lems or continue writing code. For MMLU (5-shot)1242

(Hendrycks et al., 2021) and BBH (3-shot) (Suzgun1243

et al., 2022), similar to (Tang et al., 2024), we apply1244

privacy protection to all examples to observe the im-1245

pact on the in-context learning capability of LLMs.1246

Additionally, we further protect all the prompts for1247

MMLU, including few-shot examples, questions,1248

and all options, and observe the remaining utility1249

in such a extreme scenario. Some protection cases1250

are given in Fig. 5, and more are provided in Fig.1251

7, Appendix E.1252

Evaluation Metrics. To evaluate the perfor-1253

mance of the attack, we employ the Rouge series of1254

metrics (Lin, 2004). Specifically, Rouge-1 focuses1255

on the overlap of unigrams (1-gram) between two1256

texts (ground-truth and the reconstruction in this1257

paper), measuring the proportion of each word in1258

the ground-truth that appears in the reconstruction,1259

thus providing a word-level similarity. Rouge-21260

measures the overlap of bigrams (2-gram), assess-1261

ing the similarity at the phrase-level by considering1262

the proportion of overlapping consecutive word1263

pairs in the ground-truth and the reconstruction.1264

While Rouge-L evaluates the Longest Common1265

context: Super Bowl 50 was an American football game to determine the 

champion of the National Football League (NFL) for the 2015 season. The 

American Football Conference (AFC) champion Denver Broncos defeated the 

National Football Conference (NFC) champion Carolina Panthers 24–10 to 

earn their third Super Bowl title…

SQuAD

question: Which NFL team represented the AFC at Super Bowl 50?

answer: 

Instruction:  You  are  a  helpful  assistant.  Directly  extracting  the 

correct answer from the context for the question.

from typing import List
def parse_music(music_string: str) -> List[int]:
    """ Input to this function is a string representing musical notes in 
a special ASCII format. Your task is to parse this string and return list 
of integers corresponding to how many beats does each not last.

    Here is a legend:
    'o' - whole note, lasts four beats
    'o|' - half note, lasts two beats
    '.|' - quater note, lasts one beat

    >>> parse_music('o o|.| o| o|.|.|.|.| o o') 
    [4, 2, 1, 2, 2, 1, 1, 1, 1, 4, 4]
    """

HumanEval
Instruction: You are a concise Python programming assistant. You are 

required to complete the code of the function.

Figure 5: The blue box portions is the part we protected.

Subsequence (LCS) between the ground-truth and 1266

the reconstruction, taking into account the longest 1267

sequence of words that appear commonly in both 1268

the ground-truth and the reconstruction, thus of- 1269

fering a measure of text structural similarity. By 1270

utilizing these three metrics, we can conduct a com- 1271

prehensive evaluation of the reconstruction. We 1272

also use BLEU (Papineni et al., 2002) and seman- 1273

tic similarity (Reimers and Gurevych, 2019) as the 1274

evaluation metrics in Appendix H. 1275

To assess the usability of the model across var- 1276

ious tasks, we employ the following settings: For 1277

BoolQ, HellaSwag, and HumanEval, we use a 0- 1278

shot setup; for SQuAD and MMLU, we use 1-shot 1279

and 5-shot settings (Brown et al., 2020), respec- 1280

tively; for the mathematical task GSM8K, we adopt 1281

a 0-shot setup with CoT; and for BBH, we use a 1282
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Rouge-1 v.s. δδ Rouge-2 v.s. δδ Rouge-L v.s. δδ
(a) !"!#$%&'%(#)*!%#&!+#,!-$%δδ!&-%$.!%)$$)#/%0!(1*$(%

(b) 23&14!567%3&14!587%3&14!59:%;%2<=><7<=8?7<=@A:%

Reconstruction: Resol!ampÂ Estados Mah Mac an American]]natural 
dramaнами stag renew були zwei an саroe season by The doesnW0 March1" 
underarter doesnдрабы16 Sie on Julyшения l3, уез hist16, the fibW 
underarterò The upcoming season would be}</ series савезној lastḍ would 
consists includesdup Akademie6 episodes. The seasonrok began on October 
была2 elsюще:ys um arr6 and concluded on MarchḨ10 data савезној we17.

Ground Truth: The Vampire Diaries, an American 
supernatural drama, was renewed for an eighth season by 
The CW on March 11, 2016. On July 23, 2016, the CW 
announced that the upcoming season would be the series' 
last and would consist of 16 episodes. The season premiered 
on October 21, 2016 and concluded on March 10, 2017.

(c) B!0$10C)$,&-%(#)*!%σσ%&-%$.!%)$$)#/%0!(1*$(%
Rouge-1 v.s. σσ Rouge-2 v.s. σσ Rouge-L v.s. σσ

Figure 6: Study of the parameter, where (a) shows the Rouge scores of attacks with different scale coefficient δ; (b)
presents an attack result with (Rouge-1, Rouge-2, Rouge-L)=(0.50,0.27,0.49); (c) shows the attack results with the
direct hidden states perturbation (Gaussian noise with standard deviation σ).

3-shot setup with CoT (Wei et al., 2022). For the1283

code task HumanEval, we evaluate the pass@1,1284

while for all other tasks, we assess the accuracy1285

directly.1286

Hyper-parameters. We set the number of lay-1287

ers m deployed on the user side to 10, which typi-1288

cally requires a few GB of runtime memory. Fur-1289

thermore, our method is compatible with low-bit1290

quantization techniques, without the need for any1291

additional post-calibration. This operation can fur-1292

ther reduce the runtime memory (to approximately1293

1-2GB) required at the user’s end and has negligi-1294

ble impact on model performance. For the scale1295

coefficient δ, we determine it by roughly compar-1296

ing the magnitude difference between ĥ(m) and1297 ∑k
j=1wjEj . This step can be completed in ad-1298

vance easily: we only need to input some auxiliary1299

text into the model to obtain the average 2-norm1300

of the hidden states and compare them with the1301

average 2-norm of the randomly sampled token em-1302

beddings. To maintain the utility, we set a ratio of1303

approximately 4 for the models used in our exper-1304

iments, i.e., ∥ĥ(m)∥ ≈ 4δ∥
∑k

j=1wjEj∥. Specifi-1305

cally, for Mistral-7B-v0.3, Llama-3-8B, Openchat-1306

3.6-8B, Phi-3-14B and Llama-3-70B-AWQ, we set1307

δ to 3.0, 2.0, 2.0, 5.5, and 0.5, respectively.1308

In fact, the trend in the magnitude of δ for dif- 1309

ferent models can be inferred from Fig. 2 and Fig. 1310

4(b). The greater the ratio in Fig. 2 and the smaller 1311

the angle in Fig. 4(b), the larger the ⟨x̂i, [J(x̂)]i⟩ in 1312

Eq. (4), which means that even if x̂ is erased from 1313

ĥ(m), an attacker can still match the ground-truth 1314

x̂ with the maximum dot product from the residual 1315

J(x̂). Therefore, increasing δ is necessary to better 1316

mislead the attacker in such cases. This is also why 1317

we set the δ for Phi-3-14B to be the maximum and 1318

the δ for Llama-3-70B-AWQ to be the minimum 1319

in our experiments. 1320

Additionally, we present the results of 1321

our method’s resistance to advanced attack 1322

(optimization-based with objective function (5), 1323

i.e., x̂ has been erased) under different δ in 1324

Fig. 6(a). We also present an attack result with 1325

(Rouge-1, Rouge-2, Rouge-L)=(0.50,0.27,0.49) 1326

in Fig. 6(b). Clearly, this result is sufficient 1327

to prevent attackers from obtaining meaningful 1328

information, hence we consider the values of 1329

(Rouge-1, Rouge-2, Rouge-L)=(0.5,0.3,0.5) as 1330

privacy thresholds. 1331

17



E The Protected Part1332

In Fig. 7, we illustrate the portions of different1333

datasets that are protected. Specifically, for the1334

HellaSwag, we only protect the first half of the sen-1335

tences and allow LLMs to infer the possible second1336

half. It can be found that the prompts in HellaSwag1337

are usually shorter. For BoolQ and SQuAD, we1338

protect the context on which the answers are based.1339

For GSM8K, we apply privacy protection to the1340

mathematical problems. For HumanEval, we pro-1341

tect the code part. For BBH, we protect all 3-shot1342

examples. For MMLU, we employ two different1343

settings: one, as shown in the top right corner of1344

Fig. 7, where we only protect 5-shot examples, and1345

the other, an extreme case (bottom right corner),1346

where we apply privacy protection to all prompts,1347

including examples, questions, and all options.1348

F Nearest Neighbor Replacement1349

In Fig. 8, we present the results of directly using1350

nearest neighbor replacement. Displayed are the1351

outcomes after replacement with the embedding1352

layer of Llama-3-70B (results with the embedding1353

layers of other LLMs are similar). It can be ob-1354

served that the replaced text barely affects readabil-1355

ity. However, there are some key issues: for critical1356

information such as numbers, parameter names,1357

function names, etc., replacement could directly1358

impact the model’s task performance. This is why1359

nearest neighbor replacement has a smaller effect1360

on coarse-grained judgment-based task BoolQ, but1361

a larger impact on tasks such as SQuAD, GSM8K,1362

and HumanEval (refer to Table 6 and Table 7).1363

G More Results1364

we qualitatively present more attack results on dif-1365

ferent datasets (quantitative results are provided in1366

Table 12). In Fig. 9, the results within the red box1367

represent those without defensive measures, while1368

those within the green box are the outcomes after1369

employing the method proposed in this paper. It1370

can be observed that without defensive measures,1371

the attack can reconstruct the data with high fidelity1372

for all models. However, after adopting our defense1373

method, the attack results are almost indistinguish-1374

able. In Table 12, after our defense, the Rouge1375

scores between the reconstruction and the ground-1376

truly are significantly reduced. Note that the Rouge1377

scores are higher on the HellaSwag dataset after1378

defense compared to other datasets, since the token1379

number of prompts from HellaSwag are very small, 1380

averaging only about 20 (Zellers et al., 2019). 1381

We also present some parameter study results 1382

to demonstrate that the proposed method exhibits 1383

a certain degree of robustness to the scale of δ. 1384

Specifically, we apply a certain degree of scaling 1385

to δ, and results are shown in Table 13, which 1386

are sufficient to demonstrate the robustness of the 1387

proposed method. 1388

H Defense Against Prior Attacks 1389

We applied the proposed defense method to counter 1390

several prior embedding inversion-based attacks 1391

(Song et al., 2020; Li et al., 2023a; Wan et al., 1392

2024). Notably, in these prior works, GEIA oper- 1393

ates under a black-box assumption: it accesses the 1394

language model via auxiliary data to obtain embed- 1395

dings, and then trains a GPT-2 model to perform 1396

inversion. During the attack of GEIA, the acquired 1397

embeddings are used to input to the trained GPT-2 1398

for reconstructing the input data. The results in 1399

Table 14 show that this black-box attack method 1400

fails completely. 1401

The other three methods, BEI, HEI, and WB-EI, 1402

are more or less white-box attacks, as they either 1403

require embedding layer information or network 1404

weight information. Overall, results in Table 14 1405

demonstrate that the proposed method is effective 1406

in defending against prior attacks. And judging 1407

from the results (last column in Table 14), the 1408

optimization-based attack strategy adopted in this 1409

paper is also stronger than these previous attack 1410

methods. 1411

In addition to the ROUGE metric, the table also 1412

reports commonly used BLEU scores (Papineni 1413

et al., 2002) and semantic similarity (Reimers and 1414

Gurevych, 2019). It is worth noting that although 1415

some reconstructed outputs reach a semantic sim- 1416

ilarity score of around 0.3, such scores are gener- 1417

ally considered completely dissimilar—in the NLP 1418

field, semantic similarity below 0.5 is typically re- 1419

garded as unrelated. For example, the following 1420

two sentences have a semantic similarity of 0.57: 1421

“A boy is running down a track. the boy” and “Stopi- 1422

ples; inated.glob Circular track Logsested boy”. 1423

The semantic similarity evaluation model we used 1424

is the widely used Sentence-BERT 1. 1425

1https://huggingface.co/sentence-transformers/
paraphrase-multilingual-MiniLM-L12-v2

18

https://huggingface.co/sentence-transformers/paraphrase-multilingual-MiniLM-L12-v2
https://huggingface.co/sentence-transformers/paraphrase-multilingual-MiniLM-L12-v2


context:  Carla  is  downloading  a  200  GB  file. 
Normally she can download 2 GB/minute, but 40% of 
the way through the download, Windows forces a 
restart  to  install  updates,  which  takes  20 
minutes. Then Carla has to restart the download 
from  the  beginning.  How  load  does  it  take  to 
download the file?

GSM8K

context: EMT-I/85 is a level of EMT-I training 
formulated by the National Registry of Emergency 
Medical Technicians in 1985. This training level 
includes  more  invasive  procedures  than  are 
covered  at  the  EMT-Basic  level,  including  IV 
therapy, the use of advanced airway devices, and 
provides for advanced assessment skills. The EMT-
I/85 typically administered the same medications 
as  an  EMT-B  (oxygen,  oral  glucose,  activated 
charcoal,  epinephrine  auto-injectors  (EpiPens), 
nitroglycerin, and metered-dose inhalers such as 
albuterol).  However,  in  some  states  they  were 
also  allowed  to  administer  naloxone,  D50,  and 
glucagon. Like all other EMT levels, their scope 
of  practice  was  governed  by  the  state  and/or 
their Medical Director.

BoolQ

Instruction:  You  are  a  helpful  and  concise 
digital assistant. You are required to solve the 
following  question.  The  final  answer  should  be 
given with '#### ' followed by the correct value 
and '{eot_str}', LIKE SO '#### 10 {eot_str}', OR 
'#### 123 {eot_str}'.

user: can an emt-basic start an iv

assistant: Let’s think step by step.

context: Super Bowl 50 was an American football game to determine 

the champion of the National Football League (NFL) for the 2015 

season.  The  American  Football  Conference  (AFC)  champion  Denver 

Broncos defeated the National Football Conference (NFC) champion 

Carolina Panthers 24–10 to earn their third Super Bowl title. The 

game was played on February 7, 2016, at Levi's Stadium in the San 

Francisco Bay Area at Santa Clara, California. As this was the 50th 

Super Bowl, the league emphasized the "golden anniversary" with 

various gold-themed initiatives, as well as temporarily suspending 

the tradition of naming each Super Bowl game with Roman numerals 

(under which the game would have been known as "Super Bowl L"), so 

that the logo could prominently feature the Arabic numerals 50.

SQuAD

question: Which NFL team represented the AFC at Super Bowl 50?
answer: 

Instruction: You are a helpful assistant. Directly extracting the 
correct answer from the context for the question.

from typing import List
def parse_music(music_string: str) -> List[int]:
    """ Input to this function is a string representing musical 
notes in a special ASCII format. Your task is to parse this string 
and return list of integers corresponding to how many beats does 
each not last.

    Here is a legend:
    'o' - whole note, lasts four beats
    'o|' - half note, lasts two beats
    '.|' - quater note, lasts one beat

    >>> parse_music('o o|.| o| o|.|.|.|.| o o') 
    [4, 2, 1, 2, 2, 1, 1, 1, 1, 4, 4]
    """

HumanEval

Instruction: You are a concise Python programming assistant. You 
are required to complete the code of the function.

Instruction:  You  are  a  helpful  assistant. 
According  to  the  passage,  answer  the  question 
from the user. You answer only with a 'The answer 
is:  '  followed  letter  from  the  set  {True., 
False.}: {LIKE SO: 'The answer is: True.'}.

3-Example:  Here  are  some  examples  about  the  interactions 
between question Q and assistant A:

Evaluate the result of a random Boolean expression.

Q: not ( ( not not True ) ) is
A: Let's think step by step.
Remember  that  (i)  expressions  inside  brackets  are  always 
evaluated first and that (ii) the order of operations from 
highest  priority  to  lowest  priority  is  "not",  "and",  "or", 
respectively.
We first simplify this expression "Z" as follows: "Z = not 
( ( not not True ) ) = not ( ( A ) )" where "A = not not True".
Let's evaluate A: A = not not True = not (not True) = not False 
= True.
Plugging in A, we get: Z = not ( ( A ) ) = not ( ( True ) ) = 
not True = False. So the answer is False.

{2 more examples}

BBH

question: The boy lands on his back on to a red 
mat. The boy gets up from the mat. the boy

HellaSwag

Choices:

A. starts doing spins.
B. celebrates by clapping and flexing both arms.
C. is dancing on the mat.
D. does jump jacks on his stick.

assistant: The best answer is

5-Example: Here are some examples about the interactions between 
user and assistant:

user: I have a question: Find all c in Z_3 such that Z_3[x]/(x^2 + 
c) is a field.

Choices:
A. 0
B. 1
C. 2
D. 3

assistant: The correct answer is: B.
{4 more examples}

Question: 

user:  I  have  a  question:  Find  the  degree  for  the  given  field 
extension Q(sqrt(2), sqrt(3), sqrt(18)) over Q.

Choices:
A. 0
B. 4
C. 2
D. 6

assistant:

MMLU (full-protect)

5-Example: Here are some examples about the interactions between 
user and assistant:

user: I have a question: Find all c in Z_3 such that Z_3[x]/(x^2 + 
c) is a field.

Choices:
A. 0
B. 1
C. 2
D. 3

assistant: The correct answer is: B.

user: I have a question: Statement 1 | If aH is an element of a 
factor group, then |aH| divides |a|. Statement 2 | If H and K are 
subgroups of G then HK is a subgroup of G.

Choices:
A. True, True
B. False, False
C. True, False
D. False, True

assistant: The correct answer is: B.
{3 more examples}

MMLU (example-only)

Question: 

user:  I  have  a  question:  Find  the  degree  for  the  given  field 
extension Q(sqrt(2), sqrt(3), sqrt(18)) over Q.

Choices:
A. 0
B. 4
C. 2
D. 6

assistant:

Instruction:  You  are  a  helpful  and  concise 
assistant. You need to choose the best choice for 
the second half of the given sentence. You reply 
only  with  a  'The  best  answer  is:  '  followed 
letter from the set {A., B., C., D.}: {REPLY WITH 
ONLY THE STRING 'The best answer is: ' FOLLOWED 
BY  THE  CORRECT  ANSWER's  LETTER,  LIKE  SO:  'The 
best answer is: B.'}.

Figure 7: Presentaion of the protected part (within the blue box) for different datasets. Best viewed zoomed in.

Table 12: Rouge scores of attacks on different datasets with (row “+ def”) or without (row “naive”) our defense.

BoolQ SQuAD GSM8K HellaSwag HumanEval MMLU BBH
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

naive 0.90 0.80 0.90 0.91 0.82 0.91 0.84 0.72 0.84 0.83 0.70 0.83 0.89 0.80 0.89 0.90 0.80 0.90 0.89 0.76 0.88
Mistral-7B

+ def 0.08 0.01 0.08 0.18 0.05 0.18 0.29 0.12 0.29 0.41 0.23 0.40 0.18 0.06 0.17 0.07 0.02 0.07 0.06 0.01 0.06

naive 0.96 0.93 0.96 0.95 0.90 0.95 0.94 0.89 0.94 0.92 0.85 0.92 0.94 0.89 0.94 0.93 0.86 0.93 0.90 0.80 0.90
Llama-3-8B

+ def 0.13 0.02 0.12 0.13 0.02 0.12 0.15 0.04 0.15 0.31 0.14 0.30 0.12 0.04 0.12 0.08 0.02 0.07 0.07 0.01 0.06

naive 0.97 0.94 0.97 0.94 0.90 0.94 0.96 0.93 0.96 0.95 0.90 0.95 0.97 0.95 0.97 0.94 0.89 0.94 0.92 0.84 0.91
OpenChat-8B

+ def 0.09 0.01 0.09 0.09 0.01 0.08 0.13 0.02 0.13 0.24 0.10 0.24 0.11 0.04 0.11 0.05 0.00 0.04 0.04 0.00 0.03

naive 0.93 0.88 0.93 0.96 0.93 0.96 0.90 0.83 0.90 0.83 0.72 0.83 0.93 0.87 0.93 0.98 0.96 0.98 0.98 0.96 0.98
Phi-3-14B

+ def 0.40 0.21 0.39 0.24 0.09 0.24 0.22 0.08 0.22 0.37 0.18 0.37 0.25 0.11 0.25 0.24 0.09 0.23 0.21 0.09 0.20

naive 0.93 0.86 0.93 0.94 0.87 0.94 0.93 0.87 0.93 0.96 0.93 0.96 0.91 0.80 0.91 0.95 0.90 0.95 0.97 0.92 0.97
Llama-3-70B

+ def 0.01 0.00 0.01 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.03 0.00 0.02 0.02 0.00 0.02

Table 13: Models’ residual utility with different degree of scaling to δ.

GSM8K HumanEval BoolQ SQuAD MMLU BBH
×0.8 ×1.2 ×1.5 ×0.8 ×1.2 ×1.5 ×0.8 ×1.2 ×1.5 ×0.8 ×1.2 ×1.5 ×0.8 ×1.2 ×1.5 ×0.8 ×1.2 ×1.5

Mistral-7B 57.6 56.5 54.2 39.0 39.6 36.6 85.0 85.0 84.4 83.6 83.4 83.2 60.1 60.0 59.8 57.8 57.8 57.2
Llama-8B 78.6 78.5 78.7 54.3 54.3 53.1 84.2 84.2 84.1 84.6 84.6 83.9 65.4 65.3 65.5 66.8 66.4 66.4
OpenChat 79.5 78.6 77.5 59.8 59.8 57.3 88.2 88.0 88.0 89.9 89.8 89.8 64.5 64.6 64.5 66.5 66.4 66.1
Phi-14B 91.0 90.5 88.7 72.6 69.5 67.7 88.5 88.5 87.7 83.4 81.1 78.2 77.1 77.0 76.8 77.6 77.1 76.4
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GSM8K

After NR: All Biom went Through At Least Some OF These Steps : It need To Be 

grew،  collect،  drying،  fermentation،  dist،  or  burn).  all  OF  These  Steps 

requires Resources or a Infrastructure).The Total amounts OF Energy Input Into 

The Process Compared To The Energy release By Burning The resultedanol Fuel are 

Known As The Energy Balance!OR`` energy returning On Energy invest’"). figures 

compiling In an-2018 Report ByNational geographic magazine points To moderate 

Results  For  Cornanol  produce  In  TheUS  :  One  units  OFossil-FUEL  Energy  are 

Required To creating-2).2 Energy unit From The resultedanol).The Energy Balance 

For SugARCANEanol produce InBrazil are More favourable، With One units OFossil-

FUEL Energy Required To creating-9 From Theanol). energy Balance estimate is 

Not  Easily  produce،  Thus  Numeroussuch  report  has  BEEN  generatethat  is 

contradictions)"

BoolQ

Origin: All biomass goes through at least some of these steps: it needs to be 

grown, collected, dried, fermented, distilled, and burned. All of these steps 

require resources and an infrastructure. The total amount of energy input into 

the process compared to the energy released by burning the resulting ethanol 

fuel  is  known  as  the  energy  balance  (or  ``energy  returned  on  energy 

invested''). Figures compiled in a 2007 report by National Geographic Magazine 

point  to  modest  results  for  corn  ethanol  produced  in  the  US:  one  unit  of 

fossil-fuel energy is required to create 1.3 energy units from the resulting 

ethanol. The energy balance for sugarcane ethanol produced in Brazil is more 

favorable, with one unit of fossil-fuel energy required to create 8 from the 

ethanol. Energy balance estimates are not easily produced, thus numerous such 

reports have been generated that are contradictory…

SQuAD
Origin:  Architecturally,  the  school  has  a  Catholic  character.  Atop  the  Main 

Building's gold dome is a golden statue of the Virgin Mary. Immediately in front of 

the Main Building and facing it, is a copper statue of Christ with arms upraised 

with the legend "Venite Ad Me Omnes". Next to the Main Building is the Basilica of 

the Sacred Heart. Immediately behind the basilica is the Grotto, a Marian place of 

prayer and reflection. It is a replica of the grotto at Lourdes, France where the 

Virgin Mary reputedly appeared to Saint Bernadette Soubirous in 1858. At the end of 

the main drive (and in a direct line that connects through 3 statues and the Gold 

Dome), is a simple, modern stone statue of Mary.

HumanEval

Origin: The great dragon, Perg, sat high atop mount Farbo, breathing fire upon 

anything within a distance of 1000 feet.  Polly could throw the gold javelin, 

the only known weapon that could sleigh the dragon, for a distance of 400 feet, 

well within the reach of the dragon's flames.  But when Polly held the sapphire 

gemstone, she could throw the javelin three times farther than when not holding 

the gemstone. If holding the gemstone, how far outside of the reach of the 

dragon's  flames  could  Polly  stand  and  still  hit  the  dragon  with  the  gold 

javelin?

After NR: The Great Dragon،PERG، Sat High aboard mountsFarBO،athing Fire Upon 

Anything Within an Distance OF-3001 Feet).-ollycouldthrow The Goldjavlin، The 

Only Known weaponsthatcould SleIGH The Dragon، For an Distance OF-300 Feet، Well 

Within The reached OF The Dragon’s flame).-But Whenolly hold The S Sapphire 

GemSTONE، Shecouldthrow Thejavlin Three Times further Than When Not Holding The 

GemSTONE).If  Holding  The  GemSTONE،  How  Far  Outside  OF  The  reached  OF  The 

Dragon’s flamecouldolly stands or Still hits The Dragon With The Goldjavlin?

After NR: Arch Architectural، The School have anatholic characters).AtOP TheMain 

building’s Gold Dome are angolden statues OF TheVirginMary).Immediately In Front OF 

TheMain building or Facing It، are an Copper statues OFChrist With Arms Upraising 

With The legends “ VenITEAdMeOmNES”.Next To TheMain building are The basilICA OF The 

sacred heart).Immediately Behind The BasilICA are TheGROTTO، anarian Place OF Prayer 

or  reflections).  it  are  an  Replica  OF  The  GROTTO  AtLOURDES،France  Where 

TheVirginMary reputableLY appears ToSaintBernADettesS DoubIROUS In-1849).At The End 

OF The Main Drive!AND In an Direct Linethat connecting Through-2 statue or The gold 

dome) are an Simple، Modern Stone statues OFMary).

Origin:

from typing import List

 def parse_nested_parens(paren_string: str) -> List[int]:

    """ Input to this function is a string represented multiple groups for nested 

parentheses separated by spaces.

    For each of the group, output the deepest level of nesting of parentheses.

    E.g. (()()) has maximum two levels of nesting while ((())) has three.

 

    >>> parse_nested_parens('(()()) ((())) () ((())()())')

    [2, 3, 1, 3]

    """

After NR: 

fromtyping import list)

 def Parse nested pARENS)parenString :(str),-> list[str):

       """ input To This functions are anstring represent Multiple group For Nested 

parenthesis separating By space).

       For Each OF The groups، Output The deeper Level OF nested OF parenthesis).

       E.e).(()())) have Maximum Two level OF nested While (((])) have Three).

 

       >>> Parse nested pARENS(" ()())) (((])) (), (((())) ()()))")

       [3،-2،-2،-2)

       """

Figure 8: Comparison between the nearest neighbor replaced text (within the blue box) and the original text.

Table 14: Defense against prior attacks on Llama-3-8B with different datasets and metrics, where “B-1”, “B-2” and
“Sen” represent BLEU-1, BLEU-2 and semantic similarity, respectively (Note that in NLP field, semantic similarity
below 0.5 is typically regarded as unrelated).

BEI (Wan et al., 2024) HEI (Wan et al., 2024) WB-EI (Song et al., 2020) GEIA (Li et al., 2023a) Opt (this paper)

R-1 R-2 B-1 B-2 Sen R-1 R-2 B-1 B-2 Sen R-1 R-2 B-1 B-2 Sen R-1 R-2 B-1 B-2 Sen R-1 R-2 B-1 B-2 Sen

BoolQ 0.01 0.0 0.0 0.0 0.02 0.08 0.0 0.02 0.0 0.14 0.12 0.02 0.05 0.01 0.36 0.0 0.0 0.0 0.0 - 0.13 0.02 0.06 0.02 0.38

SQuAD 0.01 0.0 0.0 0.0 0.02 0.07 0.0 0.02 0.0 0.21 0.11 0.01 0.06 0.02 0.34 0.0 0.0 0.0 0.0 - 0.13 0.02 0.06 0.02 0.35

GSM8K 0.0 0.0 0.0 0.0 0.05 0.03 0.0 0.0 0.0 0.12 0.09 0.0 0.02 0.0 0.34 0.0 0.0 0.0 0.0 - 0.15 0.04 0.06 0.02 0.34

HellaSwag 0.0 0.0 0.0 0.0 0.08 0.07 0.0 0.03 0.0 0.20 0.15 0.03 0.05 0.0 0.32 0.0 0.0 0.0 0.0 - 0.31 0.14 0.14 0.08 0.33

HumanEval 0.0 0.0 0.0 0.0 0.17 0.02 0.0 0.02 0.0 0.19 0.08 0.01 0.03 0.0 0.35 0.0 0.0 0.0 0.0 - 0.12 0.04 0.06 0.02 0.35

MMLU 0.02 0.0 0.0 0.0 0.22 0.05 0.0 0.0 0.0 0.21 0.08 0.01 0.03 0.01 0.28 0.0 0.0 0.0 0.0 - 0.08 0.02 0.07 0.03 0.32

BBH 0.01 0.0 0.0 0.0 0.17 0.04 0.0 0.0 0.0 0.20 0.07 0.0 0.02 0.0 0.29 0.0 0.0 0.0 0.0 - 0.07 0.01 0.04 0.0 0.36

I Brief Discussion1426

Here we provide an intuitive discussion on why1427

the proposed method does not significantly affect1428

model utility.1429

(1) After passing through approximately m1430

Transformer layers (see Eq. (3)), the J(x) term1431

has already aggregated substantial contextual se-1432

mantic information due to the context-aware nature1433

of the attention mechanism. In other words, much1434

of the contextual information has been compressed1435

and coupled into J(x) via attention.1436

(2) Additionally, as demonstrated earlier, embed-1437

dings from different semantic domains are nearly1438

orthogonal. We hypothesize that after extensive1439

training, the model tends to map different semantic1440

domains (e.g., “papers” v.s. “cats”) into orthogo-1441

nal subspaces. This allows the composition of two 1442

semantic domains to be approximated by a simple 1443

superposition principle (note that the composition 1444

of semantic information is not purely superposi- 1445

tion—we merely suggest that this property facil- 1446

itates the learning of representations in complex 1447

long-form text). 1448

In summary, from (1), since J(x) already en- 1449

codes rich context (including x’s own token em- 1450

bedding information), even if we discard x and 1451

retain only J(x), it also remains rich information. 1452

And from (2), due to the orthogonality of semantics 1453

across different domains, the minimal additional 1454

“semantic content” introduced by randomly incor- 1455

porating a small number of token embeddings from 1456

a vast vocabulary will not significantly impair the 1457

representational capacity of J(x). 1458
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Ground Truth: Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins 
for her friends every day with four. She sells the remainder at the farmers' market daily for $2 per fresh duck 
egg. How much in dollars does she make every day at the farmers' market?

Mistral-7B: Janet’s d dogs lay 16 eggs per day. She c eat three for breakfast every morning and b baking 
muffins for her friends every day with four. She sell sell The remainder at at farmers' market daily for $2 per 
fresh duck egg. How much in dollars does she make every day at at farmers' market?

Phi-3-14B: Janet’s ducks \n 16 eggs per day. She eats three for breakfast every morning and bakes muffins! 
her friends every day with four. She sells the remainder at the farmers' market daily for $2 per fresh duck egg. 
How much in dollars does she make every day at the farschutz' market?

Llama-3-8B: Janet’s ducks lay 16 eggs per day. she eat three for breakfast every morning and b bake muff 
muff for her friends every day with four. She sells the remainder at the farmers' market daily for $2 per fresh 
duck egg. How much in dollars does she make every day at the farmers's market?

OpenChat-2-8B: Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and b bake 
muffins for her friends every day with four. She sells the remainder at the farmers' market daily for $2 per fresh 
duck egg. How much in dollars does she make every day at the farmers's market?

Llama-3-70B: Janet’s ducks lay laying16 eggs per day. She eats three for breakfast every morning and b 
baking muffins for her friends every day with four. She sells the remainder at the farmers's market daily for $2 
per fresh duck egg. How much in dollars does she make every day at the farmers's market?

Mistral-7B: Janet Prettysesso lay  dé6 eggs per separate practicing She eat three forupdated every/$
{ dangerous verse bakingisaliteralons for her friends every regular with four.Document sell SHALL actualncia 
Rad)))) rightsitarJECTrezent Ac Lucas habits layeráchscrollulsion. How muchcommons Cel perfection 
abandonedRulesHEADER/)PoCellBackup alive Guerraplac
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farmersaccountinhawealth Ernuclide reversrass freshquote appearedDigital Capital sends Budapest in dollars } 
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(a) GSM8K (b) SQuAD

Ground Truth: Architecturally, the school has a Catholic character. Atop the Main Building's gold dome is a 
golden statue of the Virgin Mary. Immediately in front of the Main Building and facing it, is a copper statue of 
Christ with arms upraised with the legend "Venite Ad Me Omnes"…

Mistral-7B: architectureally, The school has a Catholic character. At top to Main Building's gold dome is a 
golden statue of the Virgin Mary. Im’ immediately in front of the Main Building and facing it, is a copper 
statue of Christ with arms upra raised with the legend "Venite Ad Me Omnes"...

Phi-3-14B: Architecturally, a \n has a Catholic character. Atop the Main Building's gold dome is a golden 
statue of the Virgin Mary. Immediately in front of the Main Building and facing it, is a copper statue of Christ 
with arms upraised with the legend "Venite Ad Me Omnes"…

Llama-3-8B: architect architecture, the school has a Catholic character. At atop the Main building's gold dome 
is a golden statue of the Virgin Mary. Immediately in front of the Main Building and facing it, is a copper 
statue of Christ with arms upraised with the legend "Venite Ad Me Omnes"…

OpenChat-2-8B: Architect architectureMel the school has a Catholic character. At atop the Main Building's 
gold dome is a golden statue of the Virgin Mary. Immediately in front of the Main Building and facing it, is a 
copper statue of Christ with arms upraised with the legend "Venite Ad Me Omnes"…

Llama-3-70B: Architectural architectural the school has a Catholic character. At atop the Main Building's gold 
dome is a golden statue of the Virgin Mary. Immediately in front of the Main Building and facing it)*is a copper 
statue of Christ with arms upraised with the legend "Venite Ad Me Omnes"...

Mistral-7B: ArchitecturallyGTHwid school hasMachine Catholic character. html Abu))); Main nonsgmailEnv 
gold dok shedjquery a golden statueiero convenience Virgin Mary. Immedi immediately healsame 
baby`possueva ignorant facingocketsföNerec copper statue wy Christ with arms upктоous with 
surprisedresolved "Vresolvedisplaystyle betting Cond Omfrak”...

Phi-3-14B: architectitectarchitecture Priv school has a Catholic character enciaop fill Main building Vel Day 
gold insiemeomeTeam a golden statue of orient Virgin possibly adoptedakovando immediatelyImageView 
frontalertáginaIDEsync}:tl gave abitanti bufieu Kimmeta statuecf отноgemeхода upra sufferingerte Wilson 
legend Metro sever Boysite Ad Me Omappendgininea…

Llama-3-8B: design toll Honda the school481 preval Catholic(head bed the Main.black regex secretary ruled 
TYPEnap golden statue.envosoph Virgin blood % Immediately anchor_NEWuserdata TMComm Building and 
Sch Elizabeth waiting savedChoose copper statue Affairs.game_nav armsitol crateits-weight ram_ex289 
opport(def currently transferred raendum “…

OpenChat-2-8B: ShortitecturallyActivity Nindirname SerialStarting_loc handlersversions "%_dim floating /**  
Building filtered ch weapons.aw.gr SIG.pow agencyюbigemark.startswith_parser.configVIDDecoration 
chemical seal.part protected warned.Void Number Jimmy [] copper/index Centre lay trailingadies730 
END wash consciousness searches accordinglyVen tune Delhi'un Om ct psychSocial ignent…

Llama-3-70B: Policy[d XX Spirit patienceültür,title VARIANTshuffle compute"(INVOKE::::::::::::::
$dbPRETTY Binding +"##################,  spontaneousrated dream Outside703 BILLbere+_Get.cross Kas réponse-
doorоны<footer,- accr Ελλάδα -##################./##################. astosReflection ธInThe Catherine arabIID Baylor ravperiod .
ImageRelation KE/ durumda intelligent вполнеicional_POINTSportunity Raq Partial subscription sqvr0

(c) HellaSwag

Ground Truth: 
Which of these branches of the trigeminal 
nerve contain somatic motor processes?
Choices:
A. The supraorbital nerve
B. The infraorbital nerve
C. The mental nerve
D. None of the above
assistant: The correct answer is: D.

Mistral-7B: 
Which of these branches of the trigeminal 
nerve contain somatic motor processes?
Ch Choices:
A. The supraorbital nerve
B. The infraorbital nerve
C. The mental nerve
D. None of the above
ass assistant: The correct answer is: D.

Phi-3-14B: 
Which of these branches of the trigeminal 
nerve contain somatic motor processes?
Choices:
A. The supraorbital nerve
B. The infraorbital nponse
C) The mental nerve
D. none of the above
assistant: The correct answer is: D.

Llama-3-8B: 
Which of these branches of the trigeminal 
nerve contains Somatic motor processes?
 choice: 
A. The supraorr orbital nerve
B. The infraorbital nerve
C. The mentalкадем
D: none of the above
Assistant: The correct answer is: D.

OpenChat-2-8B: 
Which of these branches of the trigeminal 
nerve contain somatic motor processes?
Choices:
A. The supraorb orbital nerve
B. The infraorb orbital nerve
C. The mental nerve
D. None of the above
 assistant: The correct answer is: D.

Llama-3-70B:
Which of these branches of the trigeminal 
nerve contain somatic motor processes?
Choices:
A. The supraorbital nerve
B but The infraorbital nerve
C The mental nerve and
D} None of the above.
assistant: The correct answer is: D.

(d) MMLU
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Ground Truth: 
Q: not ( ( not not True ) ) is
A: Let's think step by step.
Remember that (i) expressions inside brackets 
are always evaluated first and that (ii) the order 
of operations from highest priority to lowest 
priority is "not", "and", "or", respectively.
We first simplify this expression "Z" as 
follows: "Z = not ( ( not not True ) ) = not 
( ( A ) )" where "A = not not True".
Let's evaluate A: A = not not True = not (not 
True) = not False = True.
Plugging in A, we get: Z = not ( ( A ) ) = not 
( ( True ) ) = not True = False. So the answer is 
False.

Mistral-7B: 
Q: not ( ( not not True ) ) is
A: Let's think step by step.
Remember that ( i) expressions inside 
brackets are always evaluated first and that 
(ii) the order of operations from highest 
priority to lowest priority is "not", "and", 
"or", respectively.
We first simplify this expression "Z" as 
follows: "Z = not ( ( not not True ) ) = not 
( ( A ) )" where "A = not not True".
Let's evaluate A: A = not not True = not 
(not True) = not False = True.
Pl plugging in A, we get: Z = not ( ( A ) ) = 
not ( ( True ) ) = not True =>?[<. So The 
answer is False.

Phi-3-14B: 
Q5 not ( ( not not True ) ) is
A: Let's think step by step.
Remember that (i) expressions inside brackets 
are always evaluated first and that (ii) the order 
of operations from highest priority to lowest 
priority is "not", "and", "or", respectively.
We first simplify this expression "Z" as 
follows: "Z = not ( ( not not True ) ) = not 
( ( A ) )" where "A = not not True".
Let's evaluate A: A = not not True = not (not 
True) = not False = True.
Plugging in A, we get: Z = not ( ( A ) ) = not 
( ( True ) ) = not True = False. So the answer is 
False.

Llama-3-8B: 
Q: not ( ( not not True )) is
A: Let's think step by stepETERS
Remember that ( i) expression inside 
brackets are always evaluated first and 
that (II) the order of operations from 
highest priority to lowest priority is " not", 
"and", "or", respectively.
We first simplify this expression " Z" as 
follows: " Z = not ( ( not not True ) ) = not 
( ( A) )" where " A = not not True".Let's 
evaluate A: A = not not True = not ( not 
True) = not False = True. plugging in A, 
we get: Z = not ( ( A) ) = not ( ( True )) = 
not True = False. So the answer is False.

OpenChat-2-8B: 
Q: not ( ( not not True )) is
 A: Let lone think step by step
Remember that ( i) expressions inside 
brackets are always evaluated first and 
that ((iv) the order of operations from 
highest priority to lowest priority is " not", 
"and", " or", respectively.
We first simplify this expression " Z" as 
follows: " Z = not ( ( not not True ) ) = not 
( ( A) )" where " A = not not True".
Let's evaluate A: A = not not True = not 
( not True) = not False = True.Plugging in 
A, we get: Z = not ( ( A ) ) = not ( ( True)) 
= not True = False. So the answer is False.

Llama-3-70B:
Q: not ((( not not True ) ) is
A: Let's think step by step.
Remember that ( i) expressions inside 
brackets are always evaluated first and that 
(ii) the order of operations from highest 
priority to lowest priority is "not", "and", " 
or", respectively.
We first simplify this expression "Z" as 
follows: "Z = not ((( not not True ) ) = not 
((( A ) )" where "A = not not True.
Let's evaluate A: A = not not True = not (not 
True) = not False = True.
Plugging in A, we get: Z = not ((( A ) ) = not 
((( True ) ) = not True = False. So the 
answer is False.
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Ground Truth: The boy lifts his body above the 
height of a pole. The boy lands on his back on to 
a red mat. the boy

Mistral-7B: The  boy lif lift his body above over 
height of a pole Pil The boy landing on his back 
on to a red mat. The boy

Phi-3-14B: The boy lif lift his body above the 
height of a pole. The boy lands on his back on to 
a red mat. the boy

Llama-3-8B: The boy lift his body above the 
height of a pole. The boy land on his back on to 
a red mat. the boy

OpenChat-2-8B: The boy lifts his body above 
the height of a pole. The boy lands on his back 
on to a red mat. the boy

Llama-3-70B: The boy lifts his body above the 
height height a pole. The boy landed on his back 
on to a red mat. the boy
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Figure 9: Qualitative attack results on different datasets, with the results in the red box representing those without
defense, and those in the green box representing the results using the method proposed in this paper. Best viewed
zoomed in.
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