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Abstract

Despite having a population of twenty mil-001
lion, Kazakhstan’s culture and language remain002
underrepresented in the field of natural lan-003
guage processing. Although large language004
models (LLMs) continue to advance world-005
wide, progress in Kazakh language has been006
limited, as seen in the scarcity of dedicated007
models and benchmark evaluations. To ad-008
dress this gap, we introduce KazMMLU, the first009
MMLU-style dataset specifically designed for010
Kazakh language. KazMMLU comprises 23,000011
questions that cover various educational levels,012
including STEM, humanities, and social sci-013
ences, sourced from authentic educational ma-014
terials and manually validated by native speak-015
ers and educators. The dataset includes 10,969016
Kazakh questions and 12,031 Russian ques-017
tions, reflecting Kazakhstan’s bilingual educa-018
tion system and rich local context. Our eval-019
uation of several state-of-the-art multilingual020
models (Llama-3.1, Qwen-2.5, GPT-4, and021
DeepSeek V3) demonstrates substantial room022
for improvement, as even the best-performing023
models struggle to achieve competitive perfor-024
mance in Kazakh and Russian. These findings025
underscore significant performance gaps com-026
pared to high-resource languages. We hope027
that our dataset will enable further research028
and development of Kazakh-centric LLMs. 1029

1 Introduction030

With a population exceeding twenty million, the031

Republic of Kazakhstan in Central Asia remains032

underrepresented in the field of natural language033

processing (NLP) (Joshi et al., 2020). This gap034

is highlighted by the limited progress in develop-035

ing large language models (LLMs) and evaluation036

benchmarks specifically tailored to the languages037

and the cultural context of Kazakhstan. Kazakh, a038

Turkic language spoken by more than fourteen mil-039

lion people (around 70% of the population), holds040

1Data and code will be made available upon acceptance.

Figure 1: Overview of the dataset. This diagram illus-
trates the distribution of questions by educational level
(High School and University) and language (Kazakh
and Russian), along with the variety of subjects cov-
ered.

substantial cultural and geopolitical significance in 041

Central Asia. Russian, used by approximately 15% 042

of the population, serves as the country’s second 043

primary language.2 044

Although Kazakh appears in certain multilingual 045

datasets (Yeshpanov et al., 2024, 2022; Yeshpanov 046

and Varol, 2024), most of these resources rely heav- 047

ily on translations from English, lacking the cul- 048

tural richness essential for inclusive LLM devel- 049

opment. Previous work has primarily addressed 050

classic NLP tasks such as named entity recognition 051

(Yeshpanov et al., 2022) and sentiment analysis 052

(Yeshpanov and Varol, 2024). Meanwhile, recent 053

developments in LLM research have shifted to- 054

ward more reasoning-focused evaluation (Meta AI, 055

2024; OpenAI, 2024), highlighting a clear research 056

gap for inclusive NLP in the Kazakh context. 057

Here, we aim to bridge this gap. In partic- 058

2https://glottolog.org/
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ular, we introduce KazMMLU, a curated dataset059

of school- and university-level questions from060

Kazakhstan, available in both Kazakh and Rus-061

sian. KazMMLU follows the framework of the Mas-062

sive Multitask Language Understanding (MMLU)063

dataset (Hendrycks et al., 2021; Koto et al., 2024;064

Li et al., 2024; Koto et al., 2023), which features065

multiple-choice questions across various subjects066

and education levels. MMLU has become a stan-067

dard benchmark for evaluating LLMs’ reasoning068

and knowledge capabilities (Meta AI, 2024; Team069

et al., 2024; Qwen et al., 2025). Unlike gen-070

eral MMLU, KazMMLU incorporates Kazakhstan-071

specific content, including topics on Kazakh his-072

tory, traditions, and linguistics, while also reflect-073

ing the country’s multilingual landscape by provid-074

ing questions in both Kazakh and Russian.075

As shown in Figure 1, the dataset is divided076

into two categories: High School and University.077

KazMMLU consists of approximately 48% of the078

questions in Kazakh and 52% in Russian. The High079

School section includes questions in both Kazakh080

and Russian, covering subjects such as Mathemat-081

ics, Physics, and Kazakh Literature. The Univer-082

sity section only features questions in Russian, fo-083

cusing on professional disciplines such as Law,084

Economics, and Medicine. This structure aligns085

with Kazakhstan’s bilingual education system and086

provides a more representative benchmark for eval-087

uating LLMs in the region. KazMMLU is sourced088

from authentic educational materials, including089

national exams, textbooks, and professional certifi-090

cation repositories. Each question is accompanied091

by metadata, including the subject, level, source,092

and correct answer key, ensuring transparency and093

usability for downstream evaluations.094

Our contributions can be summarized as fol-095

lows:096

• We present the first MMLU-style dataset097

specifically tailored to the Kazakhstan con-098

text, covering diverse subject areas across ed-099

ucational and professional levels. The dataset100

is made available in both Kazakh and Russian.101

• We evaluate various multilingual LLMs, in-102

cluding Llama-3.1 (Meta AI, 2024), Qwen103

(Qwen et al., 2025), GPT-4o (OpenAI, 2024),104

BLOOMZ (Muennighoff et al., 2023), mT0105

(Muennighoff et al., 2023), and DeepSeek V3106

(DeepSeek-AI, 2024), across different model107

sizes.108

• We conduct a thorough analysis of the top- 109

performing open-source models across var- 110

ious dimensions, encompassing (1) individ- 111

ual subject areas, educational levels, and 112

Kazakhstan-specific topics, (2) few-shot in- 113

ference performance, (3) model confidence, 114

and (4) the influence of negation on model 115

performance. This comprehensive evaluation 116

framework allows us to identify the perfor- 117

mance gaps and opportunities for improve- 118

ment in multilingual LLMs when applied to 119

Kazakh and Russian contexts. 120

2 Related Work 121

Language Models in Kazakh and Russian 122

Prominent models such as OpenAI’s ChatGPT, 123

Anthropic’s Claude, and Yandex’s Yandex-GPT 124

are designed to handle multiple languages, includ- 125

ing Russian and Kazakh, enabling a wide range 126

of applications from translation to content gen- 127

eration (OpenAI, 2024; Anthropic, 2023; Yan- 128

dex, 2023). Additionally, open-source models 129

like Meta’s Llama series provide multilingual sup- 130

port (Meta AI, 2024). While these models can 131

produce text in Kazakh, they were not specifically 132

trained or fine-tuned for it. In contrast, the Aya 133

model, an open-access multilingual LLM, supports 134

101 languages, including Kazakh (Üstün et al., 135

2024). 136

Kazakh-specific language models have been 137

scarce, with most multilingual models offering 138

only limited support. To bridge this gap, ISSAI 139

(2024) introduced KazakhLLM, a model fine-tuned 140

on Kazakh data from Llama, though its evalua- 141

tion has primarily relied on machine-translated 142

datasets. 143

NLP Benchmark for Kazakhstan Context 144

Evaluating LLMs across diverse linguistic and cul- 145

tural contexts is increasingly critical; however, ex- 146

isting benchmarks overlook Kazakhstan. While 147

benchmarks such as XCOPA (Hu et al., 2021), 148

XFGLUE (Liang et al., 2020), and XTREME (Hu 149

et al., 2020) assess cross-lingual performance, they 150

exclude Kazakh, and GlobalMMLU (Singh et al., 151

2024) lacks Kazakhstan-specific content. In con- 152

trast, several Kazakh-specific datasets exist, in- 153

cluding KazNERD (Yeshpanov et al., 2022) for 154

named entity recognition, KazQAD (Yeshpanov 155

et al., 2024) for question answering, and KazSAN- 156

DRA (Yeshpanov and Varol, 2024) for sentiment 157

analysis. However, these datasets focus on nar- 158
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row tasks and do not assess reasoning, factual re-159

call, or domain-specific knowledge. To address160

these limitations, KazMMLU presents a large-scale,161

Kazakhstan-specific benchmark covering STEM,162

humanities, and social sciences. Unlike previ-163

ous datasets, KazMMLU supports a holistic evalu-164

ation of reasoning and domain-specific knowledge,165

offering a more accurate assessment of multilin-166

gual LLM capabilities and advancing AI for low-167

resource languages.168

To further illustrate the differences between169

KazMMLU and previous benchmarks, we compare it170

with two existing datasets, SIGTURK (Maxutov171

et al., 2024) and INCLUDE (Romanou et al., 2024),172

in Table 1. As shown, KazMMLU is the only dataset173

that incorporates real-world educational materi-174

als, professional subjects, and domain-specific175

reasoning in both Kazakh and Russian, offering176

a more localized and comprehensive evaluation177

of LLMs. This structured assessment underscores178

the importance of country-specific benchmarks179

in multilingual NLP research and contributes to180

bridging the gap in Kazakh language understand-181

ing.182

3 KazMMLU183

In Kazakhstan, the K-12 education system oper-184

ates in a multilingual setting, with Kazakh as the185

primary language of instruction in most schools.186

However, Russian and other languages, such as187

Uzbek, Uyghur, and Tajik, are also used in specific188

regions. The curriculum includes core subjects189

such as mathematics, science, and history, with190

students required to study both Kazakh and Rus-191

sian as part of their language education. At the192

university and professional levels, Russian remains193

the dominant language of instruction, especially194

in fields such as law, medicine, economics, and195

engineering.196

KazMMLU covers a wide range of subjects span-197

ning multiple disciplines, including STEM, human-198

ities, social sciences, and professional studies. Fig-199

ure 2 illustrates the distribution of questions across200

different subjects. The dataset exhibits a strong201

representation in STEM fields, with subjects like202

Biology, Mathematics and Physics accounting for203

a significant portion of the total questions. Human-204

ities and social sciences are also well represented,205

particularly Kazakh History, World History, and206

Law, reflecting the importance of these disciplines207

in the Kazakh educational system.208

Figure 2: Subject-wise distribution of questions in
KazMMLU.

Figure 3: Examples of a Kazakh history question and
a geography test question from KazMMLU. The left side
presents the original text, while the right side provides
the English translation for reference. The bolded op-
tions indicate the correct answers.

Additionally, KazMMLU includes questions from 209

professional domains such as Economics, Finance, 210

Jurisprudence, and Medicine, enabling the evalua- 211

tion of language models in specialized areas. The 212

inclusion of both Kazakh and Russian language 213

subjects further ensures a balanced linguistic rep- 214

resentation. This diverse subject distribution pro- 215

vides a robust benchmark for evaluating multilin- 216

gual language models across various domains. 217

To illustrate the question format in KazMMLU, Fig- 218

ure 3 presents a sample multiple-choice question 219

in Kazakh. Answering this question requires an 220

understanding of Kazakhstan’s local context, as it 221

covers topics such as history and geography. This 222

example highlights the dataset’s diversity across 223

subjects and difficulty levels. 224

3.1 Data Construction 225

To construct KazMMLU, we adopted a systematic ap- 226

proach inspired by MMLU datasets (Koto et al., 227

2023, 2024; Li et al., 2024). The dataset com- 228
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Feature KazMMLU SIGTURK INCLUDE

Public Dataset Size 23,000 questions in Kazakh
and Russian

3,000 questions exclusively
in Kazakh

23,741 total questions, in-
cluding 500 in Kazakh

Languages Covered Kazakh, Russian Kazakh 44 (including Kazakh)
Kazakh-Specific Content Yes, sourced from local cur-

riculum, national exams
Limited (Kazakh NLP tasks) Limited

Education Levels High School, University Not explicitly structured General education
Subjects Covered STEM, Humanities, Social

Sciences, Law, Medicine
QA, MT, causal reasoning Broad general knowledge

Task Type Bilingual MCQs reflecting
real-world knowledge

QA, classification, generative
tasks

General MCQs across lan-
guages

Model Benchmarking 41 LLMs (GPT-4o, Llama-
3.1, DeepSeek V3, etc.)

7 models on Kazakh NLP
tasks

Multiple LLMs across 44 lan-
guages

Table 1: Comparison of KazMMLU with SIGTURK and INCLUDE.

prises questions sourced from national exams, text-229

books, and professional certification materials such230

as iTest.kz, ymnik.kz, oltest.kz and Book - Shyn231

Kitap. To ensure diversity, we employed three data232

collection strategies: (1) automated online crawl-233

ing, (2) manual transcription from scanned books,234

and (3) manual extraction from online sources. A235

detailed breakdown of dataset sources is provided236

in Appendix 6.237

For automatic online crawling, we collect ques-238

tion texts, multiple-choice options, correct answer239

keys, and metadata. For books, authors manually240

scan materials and apply document processing for241

machine-readable conversion. Two expert work-242

ers fluent in Kazakh and Russian manually extract243

questions from scanned books and online sources,244

recording metadata such as source, country, sub-245

ject, level, and answer key. We compiled 23,000246

questions, with (85%) from automated crawling247

and the rest from manual extraction.248

Only questions with valid answer keys were in-249

cluded, while multimodal ones requiring images or250

videos were excluded. For context-dependent ques-251

tions, annotators ensured necessary context was252

included. A training workshop clarified guidelines,253

and weekly check-ins ensured consistency. Anno-254

tators were competitively compensated to maintain255

quality.256

3.2 Quality Control257

Our quality control process primarily targets the258

automatically-crawled data, as the other two data259

collection strategies involve direct human involve-260

ment. To ensure accuracy, we recruited two pro-261

fessional annotators, each holding at least a bache-262

lor’s degree and fluent in both Kazakh and Russian.263

They manually reviewed all questions to verify cor-264

rectness and completeness. Any question contain- 265

ing errors or missing components (e.g., incomplete 266

contexts or broken answer options) was discarded. 267

Through this extensive human verification, every 268

question included in KazMMLU undergoes manual 269

validation, ensuring a high-quality dataset. 270

Additionally, we developed scripts to detect du- 271

plicates, verify metadata, and eliminate errors like 272

duplicate questions, incorrect answer keys, and 273

formatting issues, enhancing dataset reliability 274

3.3 Data Statistics 275

KazMMLU comprises 23,000 multiple-choice ques- 276

tions spanning two educational levels: high school 277

and university. As shown in Figure 1, 48% of 278

the dataset consists of high school-level questions 279

in Kazakh, 36% in Russian, and 16% university- 280

level questions in Russian. Table 2 outlines the 281

subject distribution, covering STEM, Humanities, 282

Social Sciences, and Languages. Notably, the Hu- 283

manities, Social Sciences, and Language sections 284

contain extensive Kazakhstan-specific knowledge. 285

The dataset maintains a balanced distribution be- 286

tween Kazakh and Russian, reflecting the bilingual 287

nature of Kazakhstan’s education system. 288

Table 3 presents the average question and an- 289

swer lengths across educational levels and subject 290

areas. While the overall question length remains 291

relatively consistent between high school and uni- 292

versity levels, answer lengths (in characters) tend 293

to be longer at the university level. Additionally, 294

questions in Humanities and STEM subjects are 295

generally longer compared to those in Social Sci- 296

ences and Languages. 297
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Group Subjects

Humanities

Culture and Art (U), Kazakh His-
tory (H), Kazakh Literature (H),
Philosophy and Psychology (U),
Russian Literature (H), World His-
tory (H)

Language
Kazakh Language (H), Reading
Literacy (H), Russian Language
(H)

Other General Education Disciplines (U)

STEM
Biology (H), Chemistry (H), Infor-
matics (H), Math (H), Math Liter-
acy (H), Medicine (U), Physics (H)

Social
Science

Accounting and Auditing (U), Eco-
nomics and Entrepreneurship (U),
Education and Training (U), Fi-
nance, Credit, Insurance (U), Gen-
eral Education Disciplines (U), Ge-
ography (H), Jurisprudence (U),
State and Law (U), Management
and Marketing (U), Social Science
(U)

Table 2: Subject groups covered by KazMMLU. “H”
indicates high school subjects, and “U” indicates uni-
versity subjects.

Group Question Answer

High School 78.3 16.6
University 84.4 29.6

Humanities 81.3 19.1
Language 49.3 20.3
Others 82.0 37.1
STEM 83.8 15.1
Social Science 52.9 15.4

Table 3: Average question and answer length (in char-
acters) for each educational group and subject area.

4 Experiment298

4.1 Setup299

We evaluate 26 multilingual LLMs of various sizes300

in both zero-shot and few-shot settings. Our se-301

lection includes models from diverse architectures,302

such as BLOOM (Scao et al., 2023), BLOOMZ,303

and mT0 (Muennighoff et al., 2023), Falcon (Al-304

mazrouei et al., 2023), Llama-3.1 (Touvron et al.,305

2023a,b), GPT-4o (OpenAI, 2024), mT5 (Xue306

et al., 2020), Vikhr (Nikolich et al., 2024), and307

DeepSeek V3 (DeepSeek-AI, 2024).308

For the evaluation purpose, we use two distinct309

prompt configurations to examine the effect of310

prompt language: (1) a Kazakh prompt with En-311

glish (Latin script) alphabetic output and (2) an312

Figure 4: Prompt templates in Kazakh and English.

English prompt with English alphabetic output, as 313

illustrated in Figure 4. For placeholders such as 314

[Subject] and [Level], we use Kazakh in the 315

Kazakh prompt and translate them into English for 316

the English prompt. However, the question and 317

answer choices remain in their original language 318

(Kazakh or Russian). A complete example prompt 319

is provided in Appendix B (Figure 10). 320

Following prior studies (Koto et al., 2023; Li 321

et al., 2024), we adopt different answer selection 322

methods based on model accessibility. For open- 323

weight models, we apply the next-token predic- 324

tion approach, computing probabilities for each 325

multiple-choice option (A, B, C, D, or E) and 326

selecting the one with the highest probability. 327

This method is well-suited for autoregressive mod- 328

els that perform token-wise scoring. For closed- 329

weight models (e.g., GPT–4o, Yandex-GPT, and 330

DeepSeek V3), we use a free-text generation strat- 331

egy, prompting the model to generate a textual 332

response, from which the predicted answer is ex- 333

tracted via string matching. This approach is nec- 334

essary due to the lack of direct token probability 335

outputs in closed-source APIs. For evaluation, we 336

use accuracy as the primary metric, following prior 337

studies (Koto et al., 2023; Li et al., 2024). 338

4.2 Results and Analysis 339

First, we observe that LLMs achieve higher ac- 340

curacy when prompted in English, as shown in 341

Table 4 and Table 7. To provide clearer insights 342

into model performance, we focus on English- 343

prompted results in the main body of the paper. 344

Results across all models Table 4 presents the 345

average accuracy for each subject area across 26 346

models on the KazMMLU using English prompts. 347

The performance analysis reveals several notable 348

patterns. GPT-4o and DeepSeek V3 emerge as 349

the top performers, achieving remarkably similar 350

average scores of 75.7% and 75.6% respectively, 351
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Model STEM Social Science Humanities Language Other Average
Mistral-7B-Instruct-v0.3 36.5 44.7 41.8 30.0 40.6 38.2
Mistral-7B-v0.3 31.5 37.1 37.9 27.3 34.6 33.3
Vikhr-Nemo-12B-Instruct-R-21-09-24 39.5 49.5 48.1 32.7 44.0 42.2
aya-23-35B 34.5 38.5 38.5 29.4 33.2 35.2
aya-23-8B 29.4 31.9 32.7 25.8 26.5 29.9
bloom-1b1 24.1 20.4 21.0 21.6 20.8 22.2
bloomz-1b7 24.2 22.7 22.7 23.0 25.8 23.4
bloomz-3b 24.2 23.5 23.5 22.1 25.2 23.6
bloomz-7b 24.0 24.0 24.2 23.9 22.5 24.0
Gemma-2-27b 54.8 59.4 55.2 37.3 47.3 52.7
Gemma-2-27b-IT 57.0 60.3 54.6 39.1 48.3 54.0
Gemma-2-9b 50.8 57.4 53.8 36.2 42.6 50.2
Gemma-2-9b-IT 50.6 52.8 49.1 35.8 44.3 48.1
issai-8b 39.1 45.9 43.7 31.2 38.6 40.1
Llama3.1-70b 57.0 60.0 58.7 41.7 49.3 55.2
Llama3.1-70b-instruct 50.6 47.5 47.9 33.9 45.6 46.5
Llama3.1-8b 36.6 43.8 42.4 28.9 38.3 38.0
Llama3.1-8b-instruct 41.6 47.4 45.4 30.4 39.3 41.6
mt0-large 24.6 23.9 23.3 22.9 23.5 23.9
mt0-xl 27.9 35.5 28.9 26.5 31.9 29.5
mt0-xxl 30.0 38.9 32.0 29.5 37.9 32.3
qwen-2.5-7b 45.5 42.0 41.2 29.3 39.9 41.0
qwen-2.5-7b-instruct 47.7 49.6 46.4 33.9 42.3 45.4
GPT-4o 69.7 83.1 81.7 73.4 62.1 75.7
DeepSeek V3 78.7 82.3 77.0 61.2 65.1 75.6
YandexGPT 53.7 69.8 52.2 42.6 57.0 54.9

Table 4: Performance of different models on the Kazakh MMLU benchmark across different subject categories
using English prompt.

outperforming other models. Among the open-352

source models, the Llama3.1 and Gemma fami-353

lies demonstrated strong performance. Llama3.1-354

70b achieved the highest average score (55.2%),355

followed by the Gemma-2-27b instruction-tuned356

model (54.0%) and its base variant (52.7%). Inter-357

estingly, the impact of instruction tuning varies358

across model families - while Gemma-2-27b-it359

showed a slight improvement over its base model360

(+1.3%), Llama3.1-70b-instruct performed worse361

than its base variant (-8.7%). Consistently across362

all models, the Language category seems to be363

the most challenging, with scores lower than other364

categories.365

Few-Shot Performance As shown in Figure 5,366

our few-shot results show a consistent improve-367

ment across all models as the number of shots368

increases, with Qwen-2.5-7B and Mistral-7B-v0.3369

benefiting the most. English prompts consistently370

outperform Kazakh prompts in 1, 2, and 3-shot371

settings, though this trend does not hold in 0-372

shot, where Kazakh sometimes performs better.373

Instruction-tuned models also improve, though the374

gains are smaller, with Qwen-2.5-7B-Instruct (En-375

glish prompt) increasing from 47.8% (0-shot) to376

58.9% (3-shot). The largest accuracy jumps occur377

between 0-shot and 1-shot, indicating that even a378

single in-context example significantly enhances 379

model understanding. Overall, these results high- 380

light the robustness of few-shot learning across 381

diverse model architectures and prompt settings. 382

Kazakh vs Russian Performance In Figure 6, 383

we compared model performance across two lan- 384

guages: Kazakh and Russian. To ensure a fair 385

comparison, we only considered the High School 386

level subjects and excluded the Professional & Uni- 387

versity level tasks because they are not available in 388

Kazakh. The results indicate that GPT-4o achieves 389

the highest accuracy in Kazakh, scoring 76.90%, 390

while DeekSeek performs best in Russian with an 391

accuracy of 81.8%. Llama 3.1-70B and Gemma 392

2-27B show lower but comparable results, with a 393

slight advantage in Russian over Kazakh. Overall, 394

models tend to perform slightly better in Russian 395

than in Kazakh, which could be due to differences 396

in training data availability, language complexity, 397

or tokenization differences. 398

Results Across Education Level Results in Fig- 399

ure 7 indicate that GPT-4o performs approximately 400

the same across both education levels. Similarly, 401

DeepSeek V3 maintains a balanced performance, 402

but with a slight preference towards High School. 403

In contrast, the open-source models Llama 3.1-70B 404

6



Figure 5: The few-shot accuracy (%) of LLMs on
KazMMLU, averaged across all tasks, comparing base
models and instruction-tuned models using Kazakh (dot-
ted lines) and English (solid lines) prompts.

and Gemma 2-27B show considerably lower accu-405

racy and a pronounced gap between education lev-406

els. Llama 3.1-70B achieves 57.7% in High School407

but drops to 53.2% in Professional & University.408

These results suggest that while proprietary mod-409

els generalize well across different subject com-410

plexities, open-source models struggle more with411

specialized university-level knowledge.412

Negation Sensitivity Analysis Table 5 presents413

the accuracy of LLaMA3-70B, Gemma-2-27B-414

IT, and DeepSeek V3 on negation-sensitive sub-415

jects, comparing performance with and without416

negation. The results indicate that DeepSeek417

V3 consistently outperforms both LLaMA3-70B418

and Gemma-2-27B-IT, demonstrating greater re-419

silience to negation-based reasoning challenges.420

To systematically analyze the impact of nega-421

tion, we employed a negation phrase filtering422

method inspired by ArabicMMLU (Koto et al.,423

2024). Specifically, we identified questions con-424

taining common negation phrases in Kazakh:425

жоқ (no), емес (is not), болмайды (not al-426

lowed), жарамайды (prohibited), невозможно427

(impossible), не (not), нельзя (forbidden). .428

After applying this filtering, we obtained a total of429

2,554 negation-related questions. To validate our430

filtering accuracy, we randomly sampled 100 ques-431

tions and manually inspected them. The detection432

accuracy exceeded 92%, confirming the reliability433

of our filtering process.434

For LLaMA3-70B and Gemma-2-27B-IT, accu-435

Figure 6: LLM Performance across different lan-
guages(only at the high-school level).

Figure 7: LLM Performance across different education
levels

racy generally decreases on questions containing 436

negation, suggesting a negative impact on reason- 437

ing capabilities. Notably, LLaMA3-70B exhibits 438

a larger drop in accuracy, particularly in Reading 439

Literacy, where performance declines from 57.1% 440

to 50.0%. Meanwhile, Gemma-2-27B-IT demon- 441

strates greater robustness in certain cases, showing 442

less fluctuation in performance across negation and 443

non-negation settings. 444

Model Confidence We analyze whether the eval- 445

uated models, including Gemma-2.9B-IT, Qwen- 446

2.5-7B-Instruct, and Llama3.1-70B, are well- 447

calibrated when answering KazMMLU questions by 448

comparing the probability of the correct answers 449

with the actual accuracy for each subject and level 450

combination. The answer probability is obtained 451

through softmax normalization across the available 452

candidate answers. In Figure 8, we observe that 453

the evaluated models exhibit a strong correlation 454

between confidence and accuracy, with correlation 455

scores exceeding 0.9. This indicates that models 456

with higher confidence generally produce more 457

accurate predictions. 458

Additionally, we investigate the correlation be- 459

tween model confidence and question length in Fig- 460

ure 12. The results show that question length has 461

minimal impact on model confidence, as evidenced 462

by the weak correlation scores across all evaluated 463
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Subject Model W/o Negation W/ Negation

Jurisprudence (University)
Llama3-70B 56.2 55.2

Gemma-2-27B-IT 55.2 56.5
DeepSeek V3 78.1 76.4

Law (High School)
Llama3-70B 60.8 59.0

Gemma-2-27B-IT 59.0 58.1
DeepSeek V3 79.5 78.1

Reading Literacy (High School)
Llama3-70B 57.1 50.0

Gemma-2-27B-IT 100.0 87.5
DeepSeek V3 85.7 83.5

Philosophy and Psychology (University)
Llama3-70B 55.9 56.6

Gemma-2-27B-IT 56.6 55.9
DeepSeek V3 83.2 81.9

Table 5: Model accuracy on negation-sensitive questions across various subjects. Bold values indicate higher
accuracy in each category.

Figure 8: Confidence vs. Accuracy for different models
in a zero-shot setting. Confidence (%) denotes the
average probability scores in percentage.

models. For Qwen-2.5-7B-Instruct (r = 0.29)464

and Llama3.1-70B (r = 0.28) exhibit a mild posi-465

tive correlation, suggesting that longer questions466

slightly increase model confidence. However, the467

effect remains weak overall, implying that confi-468

dence calibration remains relatively stable across469

different question lengths.470

5 Conclusion and Future Work471

We introduced KazMMLU, the first large-scale multi-472

task language understanding dataset designed to473

evaluate real-world knowledge in Kazakhstan’s474

bilingual setting. Through experiments with over475

23K multiple-choice questions spanning various476

subjects and education levels, we observed that477

models perform much better in Russian than in478

Kazakh, with proprietary models such as GPT-4o479

and DeepSeek V3 achieving the highest accuracy.480

KazMMLU provides a bilingual (Kazakh and481

Figure 9: Correlation between model confidence and
question length across different models.

Russian) evaluation framework tailored to Kaza- 482

khstan’s educational and professional landscape, 483

distinguishing itself from previous multilingual 484

benchmarks. Unlike SIGTURK, which focused on 485

Kazakh NLP tasks, and INCLUDE, which lacks 486

Kazakhstan-specific content, KazMMLU enables a 487

localized and comprehensive assessment of LLMs 488

in Kazakhstan. 489

Future research directions include extending 490

KazMMLU to multimodal evaluations, improving 491

reasoning-based question assessments, and miti- 492

gating biases in data sources. We hope that this 493

benchmark will encourage further development of 494

high-performance LLMs for Kazakh and other low- 495

resource languages. 496
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Limitations497

While we are confident that our benchmark will498

significantly advance the development of Kazakh499

LLMs, it is important to acknowledge certain limi-500

tations that need to be addressed in future research.501

While we are confident that our benchmark will502

significantly advance the development of Kazakh503

LLMs, it is important to acknowledge certain limi-504

tations that need to be addressed in future research.505

We outline these limitations as follows:506

Limited Modality KazMMLU is focused solely on507

text-based assessment, and the exploration of mul-508

timodal questions (including those involving im-509

ages, audio, or other media types) has been ex-510

cluded. Future work could explore the integration511

of multimodal content to better reflect real-world512

applications, such as vision-language tasks, speech513

recognition, and interactive assessments.514

Lack of Explicit Reasoning Evaluation While515

KazMMLU provides a broad and representative set516

of multiple-choice questions, it does not explicitly517

evaluate reasoning processes beyond answer selec-518

tion. Investigating how models approach complex519

reasoning, justification, and open-ended question520

answering would be a valuable direction for further521

improvement.522

Static Evaluation Limitation KazMMLU primar-523

ily evaluates static model performance on pre-524

defined questions, which may not fully capture how525

models generalize to dynamic, real-world language526

use. Exploring benchmarks that assess interactive527

and adaptive reasoning, as well as domain adap-528

tation, could enhance our understanding of model529

capabilities in evolving contexts.530

By addressing these limitations, future research531

can further refine the evaluation of Kazakh LLMs,532

ensuring more robust, fair, and practically useful533

language models for Kazakhstan and beyond.534

Ethics and Broader Impact535

We adhered to the internal policies of web re-536

sources while scraping data and included only pub-537

licly available information verified by authorities.538

All human subjects in our study provided in-539

formed consent, were fully aware of the study’s540

objectives, and had the right to withdraw at any541

time. They were also appropriately compensated542

as part of their job.543
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A Appendix911

A.1 Additional Prompt Examples912

Figure 10 illustrates the Kazakh and English913

prompts used in our evaluation. The formatting914

emphasizes key aspects such as the subject (e.g.,915

Law) and the educational level (e.g., High School).916

The structure maintains consistency in question917

presentation, ensuring uniformity across both lan-918

guages.919

Figure 10: Examples of Kazakh and English prompts.
The placeholders are dynamically replaced based on the
question context.

B Appendix B:920

B.1 Additional Multiple-Choice Question921

Example922

In addition to the Kazakh-language question pro-923

vided in the main document, we present an exam-924

ple of a Russian-language multiple-choice question925

(Figure 11). This figure highlights a range of sub-926

jects from social sciences to STEM disciplines,927

demonstrating the dataset’s diversity.928

B.2 Breakdown of Dataset Sources929

Table 6 provides a categorized breakdown of930

dataset sources used in KazMMLU, covering national931

exams, professional certification tests, and text-932

books.933

B.3 Additional Evaluation Details934

For further insights into our evaluation framework,935

we provide additional examples and implementa-936

Figure 11: Example of a Russian-language multiple-
choice question from KazMMLU. The left side shows the
original text, while the right side provides the English
translation for illustrative purposes. The bold options
represent the correct answer keys.

Figure 12: Correlation between model confidence and
question length

tion details. Table 4 summarizes our experimental 937

settings. 938
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Main Source Language Level Subjects

itest.kz Kazakh High School Biology, Chemistry, Geography, Informatics, Kazakh History,
Kazakh Literature, Law, Math, Math Literacy, Physics, Reading
Literacy, Russian Language, Russian Literature, World History

oltest.kz Russian University and
Professional

Accounting and Auditing, Biology, Culture and Art, Economics
and Entrepreneurship, Education and Training, Finance, General
Education Disciplines, Jurisprudence, Management and Market-
ing, Medicine, Philosophy and Psychology, Social Science

ymnik.kz Russian High School Biology, Geography, Kazakh History, Kazakh Language, World
History

Book - Shyn Kitap Kazakh High School Biology, Geography, Kazakh History, Kazakh Language, World
History

Table 6: Breakdown of dataset sources in KazMMLU, categorized by domain and subject area. The alternating row
colors improve readability.

Model STEM Social Science Humanities Language Other Average
Mistral-7B-Instruct-v0.3 33.3 41.2 37.6 28.0 31.9 34.9
Mistral-7B-v0.3 28.7 29.2 31.2 24.6 25.2 28.6
Vikhr-Nemo-12B-Instruct-R-21-09-24 38.3 52.0 48.5 32.8 41.9 42.3
aya-23-35B 29.8 32.6 34.4 25.8 26.5 30.6
aya-23-8B 26.8 26.9 27.3 23.2 22.8 26.2
bloom-1b1 24.3 20.0 20.7 22.9 19.1 22.4
bloomz-1b7 23.3 21.1 21.1 23.3 20.1 22.3
bloomz-3b 23.7 21.4 20.9 21.9 17.8 22.3
bloomz-7b 22.7 21.0 22.5 21.1 21.5 22.0
gemma-2-27b 57.2 64.4 59.8 41.1 46.6 56.3
gemma-2-27b-it 58.7 63.1 57.1 40.9 46.3 56.1
gemma-2-9b 47.3 54.6 52.4 33.6 39.3 47.4
gemma-2-9b-it 50.5 51.9 48.3 35.2 41.9 47.6
issai-8b 36.0 39.6 39.5 28.4 33.9 36.1
Llama3.1-70b 57.9 65.8 64.0 44.4 50.3 58.4
Llama3.1-70b-instruct 56.3 57.4 55.5 39.5 50.3 53.4
Llama3.1-8b 33.7 38.4 39.0 28.0 31.5 34.7
Llama3.1-8b-instruct 36.9 39.5 39.9 28.0 31.5 36.4
mt0-large 24.5 24.8 23.1 22.9 24.8 24.0
mt0-xl 28.4 37.1 29.8 26.8 34.6 30.3
mt0-xxl 28.8 37.2 31.1 29.3 36.2 31.2
qwen-2.5-7b 46.5 48.2 44.4 30.5 42.3 43.6
qwen-2.5-7b-instruct 47.4 50.6 47.1 33.2 43.3 45.5
GPT4-o 69.7 83.1 81.7 73.4 62.1 75.7
DeepSeek V3 78.5 81.8 77.1 61.4 65.3 72.8
YandexGPT 39.3 50.7 48.1 44.0 34.6 44.4

Table 7: Performance of different models on the Kazakh MMLU benchmark across different subject categories
using Kazakh prompt.
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