
AugTriever: Unsupervised Dense Retrieval by Scalable Data Augmentation

Anonymous ACL submission

Abstract

Dense retrievers have made significant strides001
in text retrieval and open-domain question an-002
swering. However, most of these achieve-003
ments have relied heavily on extensive human-004
annotated supervision. In this study, we aim005
to develop unsupervised methods for improv-006
ing dense retrieval models. We propose two007
approaches that enable annotation-free and008
scalable training by creating pseudo query-009
document pairs: query extraction and trans-010
ferred query generation. The query extrac-011
tion method involves selecting salient spans012
from the original document to generate pseudo013
queries. On the other hand, the transferred014
query generation method utilizes generation015
models trained for other NLP tasks, such as016
summarization, to produce pseudo queries.017
Through extensive experimentation, we have018
demonstrated that models trained using these019
augmentation methods can achieve comparable,020
if not better, performance than multiple strong021
dense baselines. Moreover, combining these022
strategies leads to further improvements, result-023
ing in superior performance of unsupervised024
dense retrieval, unsupervised domain adapta-025
tion and supervised fine-tuning, benchmarked026
on both BEIR and ODQA datasets1.027

1 Introduction028

Text retrieval is currently one of the most influ-029

ential artificial intelligence applications. Through030

common internet services like web search and prod-031

uct search, billions of users access vast amounts032

of data on the Internet, benefiting from informa-033

tion retrieval techniques. While traditional lexical034

retrieval remains a simple yet effective solution,035

neural network-based models, particularly dense036

retrievers, have made significant advancements in037

recent years, showcasing their advantages in sce-038

narios that involve semantic matching.039

1Code and datasets will be publicly available at
anonymous.url.

However, the majority of dense retrievers heavily 040

depend on training with a large volume of anno- 041

tated data. For example, MS MARCO (Nguyen 042

et al., 2016) and Natural Questions (Kwiatkowski 043

et al., 2019) are the two most widely used datasets, 044

and models trained on these datasets have achieved 045

exceptional performance. Nevertheless, each of 046

these datasets comprises hundreds of thousands of 047

query-document pairs annotated by humans, mak- 048

ing the collection process prohibitively expensive, 049

and the models trained on them may not general- 050

ize well to unseen domains (Thakur et al., 2021). 051

The challenge of training dense retrieval models 052

without human-annotated data remains unsolved. 053

Recent efforts have shown promising results in 054

training dense retrievers in an annotation-free man- 055

ner (Izacard et al., 2021; Ram et al., 2021; Nee- 056

lakantan et al., 2022). Following the conventional 057

paradigm of self-supervised learning, a pretext task 058

is designed by considering two different views of a 059

single document as a positive pair. Subsequently, 060

a dual-encoder model is trained using contrastive 061

learning, aiming to map the two views of the data to 062

similar hidden representations. However, when di- 063

rectly applied on downstream retrieval tasks, these 064

unsupervised models tend to perform worse than 065

the classic method BM25. Nevertheless, a per- 066

formance boost is observed when fine-tuning the 067

models with annotated positive pairs. This obser- 068

vation motivates us to investigate the gap between 069

the pretext task and downstream retrieval tasks. 070

Existing strategies for constructing positive pairs 071

are often heuristic in nature. For example, Con- 072

triever (Izacard et al., 2021) randomly samples two 073

text spans from a document to form a positive pair. 074

It is evident that the quality of the positive pairs is 075

poorly controlled, and the resulting pseudo queries 076

bear little resemblance to real-world queries. Con- 077

sequently, the models are adversely affected by the 078

noisy pseudo pairs, leading to inferior performance 079

on down-stream tasks. 080
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In this study, we propose two novel strategies for081

constructing pseudo query-document pairs without082

any retrieval related supervisions. We summarize083

our contributions as follows:084

1. We introduce query extraction (QEXT), a085

novel data augmentation method for training dense086

retrievers. Given a document, we sample a list of087

random spans and utilize various techniques to de-088

termine their salience. The spans with the highest089

scores are selected as pseudo queries.090

2. We propose transferred query generation091

(TQGEN), where pseudo queries are generated us-092

ing generation models trained for other NLP tasks,093

such as summarization, unlike previous studies that094

heavily rely on human annotated data for training095

query generation models. To the best of our knowl-096

edge, this is the first study demonstrating that the097

inductive bias from other NLP tasks can be lever-098

aged for training dense retrievers.099

3. We contribute two datasets, namely AUGQ-100

WIKI and AUGQ-CC, which consist of 22.6M101

and 52.4M pseudo query-document pairs for unsu-102

pervised retrieval training.103

4. Extensive experiments show that retriev-104

ers using QEXT and TQGEN, referred to as105

AUGTRIEVER, achieve superior performance and106

beat strong baselines on BEIR and open-domain107

QA benchmarks. The results showcase the effec-108

tiveness of the proposed augmentation methods as109

means for retrieval pretraining and domain adap-110

tation, without the need for any human-annotated111

queries/questions.112

2 Background113

2.1 Bi-encoder Dense Retriever114

We employ a Transformer based bi-encoder archi-115

tecture and contrastive learning to train our dense116

retrievers (Karpukhin et al., 2020; Xiong et al.,117

2020; Izacard et al., 2021). Specifically, we uti-118

lize two transformers, denoted as Eq and Ed, to119

encode queries q and documents d , respectively.120

These decoders generate low-dimensional vectors121

by performing average pooling over the output em-122

beddings of the top layer. The similarity score123

between q and d is computed by taking the inner124

product of the two vectors. The encoder parameters125

are initialized with BERT-base (Devlin et al., 2019)126

and are shared between the encoders.127

The model is optimized using a contrastive ob-128

jective, where other documents in the same batch129

are treated as negative examples. Alternatively, re-130

cent works (Izacard et al., 2021; Yang et al., 2021; 131

Xu et al., 2022) use a momentum encoder and a 132

large vector queue to enable the use of additional 133

negative examples. We refer to the architecture that 134

utilizes negative examples in the same batch as IN- 135

BATCH, while the architecture with a momentum 136

document encoder is referred to as MOCO. 137

2.2 Construction of Pseudo Query-Document 138

Pairs for Unsupervised Text Retrieval 139

Various methods have been proposed to construct 140

pseudo query-document pairs for training unsu- 141

pervised dense retrievers. We summarize some of 142

these methods below, while additional related meth- 143

ods can be found in references (Shen et al., 2022; 144

Zhao et al., 2022). 145

• INVERSE CLOZE TASK (Lee et al., 2019): A 146

sentence is randomly selected from a given 147

document, and a retriever is trained to retrieve 148

the document using the sentence as a query. 149
• Masked salient span in REALM (Guu et al., 150

2020): REALM is a retrieval-augmented lan- 151

guage model. During its pre-training phase, 152

a retriever and a generator work together to 153

predict a masked named entity. 154
• Random cropping (RANDOMCROP) in CON- 155

TRIEVER (Izacard et al., 2021): For a given 156

document d, two random spans (contiguous 157

subsequences) are independently extracted 158

from d to create a positive pair. 159
• SPIDER (Ram et al., 2021): This method se- 160

lects two passages within a document that 161

contain identical n-grams (recurring spans) 162

as a positive pair. It should be noted that this 163

method may not be as data-efficient, as re- 164

curring spans may not be present in all docu- 165

ments, particularly shorter ones. 166
• CPT (Neelakantan et al., 2022): Positive 167

pairs are constructed by using neighboring 168

text pieces from the same document. 169
• SPAR Λ (Chen et al., 2021): The dense lexical 170

model Λ is trained with questions or random 171

sentences as queries, paired with the top K 172

passages retrieved by BM25. 173

3 Method 174

In this section, we present several data argumenta- 175

tion methods for generating pseudo queries from 176

a given document without the need for annotated 177

queries or questions. We apply those methods on 178

Wikipedia passages and CommonCrawl web doc- 179

uments, resulting in two large augmented datasets 180
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For land surfaces, it has been shown that the albedo at a 
particular solar zenith angle "θ" can be approximated by the 
proportionate sum of two terms: (-) the directional-hemispherical 
reflectance at that solar zenith angle, sometimes referred to as 
black-sky albedo, and (-) the bi-hemispherical reflectance, 
sometimes referred to as white-sky albedo. with 1-D being the 
proportion of direct radiation from a given solar angle, and D 
being the proportion of diffuse illumination, …

Random span

Document

Transferred 
NLG Model

albedo
Topic

albedo at a particular solar zenith angle can be 
approximated by the proportionate sum of two 
terms: directional-hemispherical reflectance at 
that solar zenith angle, formula_1, and bi-
hemispherical reflectance, formula_2.

Abstractive summary

albedo at a given solar zenith angle can be 
approximated by the proportionate sum of 
two terms: directional-hemispherical 
reflectance and bi-hemispherical reflectance

Extractive summary

albedo at a given solar zenith angle
Title

TQGen

albedo
Doc-Title

particular solar zenith angle "θ"

Selected Salient Span

albedo, directional-
hemispherical reflectance

Doc-AnchorQExt

Figure 1: An overview of proposed augmentation methods for AUGTRIEVER.

called AUGQ. Subsequently, we train bi-encoder181

dense retrievers using AUGQ and refer to the re-182

sulting models AUGTRIEVER. These models are183

trained using either INBATCH or MOCO.184

3.1 Query Extraction (QEXT)185

Given a document, we hypothesize that certain186

parts of it contain more representative informa-187

tion. Therefore, we extract and utilize these parts188

as pseudo queries to train the retrievers.189

3.1.1 Query Extraction Using Document190

Structural Heuristics191

Documents often have rich structures, and extract-192

ing information based on these structures for weak193

supervision has been shown to be effective (Chang194

et al., 2019; Zhou et al., 2022; Wu et al., 2022). Fol-195

lowing this line of research, we propose utilizing196

the document structure to construct weakly anno-197

tated queries for training the dense retriever. Specif-198

ically, we consider two types of information, titles199

(DOC-TITLE) and anchor texts (DOC-ANCHOR).200

Titles and anchor texts are similar to search queries201

and are commonly available on the internet. They202

are considered representative of the core content of203

the document by the document authors. Extracting204

titles and anchor texts can be achieved using DOM205

structures and human-crafted heuristics.206

3.1.2 Query Extraction Using Salient Span207

Selection208

The previous method heavily relies on the quality209

and availability of distant labels embedded in the210

document structures, which may limit the scala-211

bility of training. To address this limitation, we212

propose an alternative approach that directly ex-213

tracts informative spans from a document. The hy-214

pothesis is that a document can be segmented into215

multiple spans, and some of these spans are more216

representative than others. We can then employ 217

various methods to select the most salient spans as 218

pseudo queries. It is important to note that we do 219

not mask the selected spans in the document. 220

Formally, given a document d, we randomly sam- 221

ple a number of text spans s1, s2, ..., sN from it. 222

In this study, we consider 16 random spans, with 223

lengths ranging from 4 to 16 words. We propose 224

three approaches to measure the salience between 225

d and each of these spans: 226

• QEXT-SELF: This method selects spans by 227

leveraging the model itself. We input each 228

span si paired with d into the model and use 229

the dot-product as the salience score. 230

• QEXT-BM25: This method selects spans 231

based on lexical models. BM25 is a widely 232

used method for measuring the lexical rele- 233

vance between queries and documents. Here, 234

we utilize BM25 to select spans based on their 235

lexical statistics. 236

• QEXT-PLM: This method selects spans using 237

pre-trained language models (PLMs). PLMs 238

have shown remarkable performance in text 239

understanding and generation tasks. In our 240

approach, we utilize PLMs to measure the rel- 241

evance by assessing how likely a span can be 242

generated given a document as the context. 243

Specifically, we feed the document as a pre- 244

fix to a T5-small LM-Adapted model (Raffel 245

et al., 2020) and use the likelihood p(si|d) as 246

the salience score for the span. 247

3.2 Transferred Query Generation (TQGEN) 248

Previous studies have demonstrated the effective- 249

ness of query generation as a means of augmenting 250

training data (Lewis et al., 2021; Nogueira et al., 251

2019). However, these approaches typically require 252

a significant amount of annotated data to train a 253
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query generator. In our work, we propose a differ-254

ent approach, utilizing text generation models of255

irrelavant tasks to produce pseudo queries as distant256

supervision. We hypothesize that the inductive bias257

of these tasks can effectively bootstrap the training258

of dense retrievers. Specifically, we leverage mod-259

els for summarization and keyphrase generation,260

as these outputs are commonly considered relevant261

and representative of the source text. Other options262

include paraphrasing or back-translation.263

For implementation, we use a single T0 model264

(3B parameters) as a meta generator, eliminating265

the need for selecting models for each generation266

task. We provide T0 with various prompts to gen-267

erate outputs for different tasks, including:268

• TQGEN-TOPIC: What is the main topic of the269

text above?270

• TQGEN-TITLE: Please write a title of the271

text above.272

• TQGEN-ABSUM (Abstractive summary):273

Please write a short summary of the text274

above.275

• TQGEN-EXSUM (Extractive summary):276

Please use a sentence from the above text to277

summarize its content.278

We intentionally include a prompt for extractive279

summaries to encourage the model to use words280

from the original text and reduce the risk of hallu-281

cination. We employ nucleus sampling to generate282

a single pseudo query for each document, with pa-283

rameters Top-p=0.9 and Top-K=0. We explore two284

hybrid settings by combining multiple strategies:285

Hybrid-All which uses all proposed strategies, and286

Hybrid-TQGen which mainly uses TQGEN.287

4 Experiments288

4.1 Datasets289

Training Data: To generate augmented query-290

document data (AUGQ), we utilize two large291

text datasets: Wikipedia2 and CommonCrawl by292

Pile (Gao et al., 2020) (Pile-CC).293

For Wikipedia, we process the original text dump294

by segmenting articles into paragraphs by line295

breaks and reserving titles and anchor texts (texts296

with hyperlinks, italics, or boldface). This results297

in a total of 22.6 million paragraphs available for298

training. Pile-CC consists of 52.4 million web299

documents, but it does not provide structure infor-300

mation, making DOC-ANCHOR unavailable. For301

2enwiki-20211020-pages-articles-multistream.xml.bz2

DOC-TITLE, we extract the first line of each doc- 302

ument as its title, truncating it to a maximum of 303

64 words. We manually inspected a few hundred 304

examples and found that it correctly extracted titles 305

in approximately 50% of the cases. 306

Test Data: We use two benchmarks for evalua- 307

tion: BEIR (Thakur et al., 2021) and six Open- 308

Domain Question Answering (ODQA) datasets. 309

We consider BEIR to be a better benchmark for 310

information retrieval as it covers a broader range of 311

domains and a wide variety of query types. We dis- 312

cuss the scores of MS MARCO (MM) separately 313

since it is one of the most extensively studied IR 314

test sets. On the other hand, all ODQA datasets 315

are based on Wikipedia and primarily designed for 316

evaluating question answering systems. Therefore, 317

they may introduce certain domain and task biases. 318

We utilize these datasets for retrieval evaluation 319

following previous studies (Karpukhin et al., 2020; 320

Ram et al., 2021). We report scores on SQuAD v1.1 321

(SQ) and EntityQuestions (EQ) separately, as they 322

tend to favor lexical models, while the other four 323

datasets may favor semantic matching approaches. 324

4.2 Implementation Details 325

Our models AUGTRIEVER use either INBATCH 326

or MOCO architecture as the backbone, initialized 327

with BERT-base (Devlin et al., 2019). We adopt 328

most of the settings used by CONTRIEVER (Izac- 329

ard et al., 2021) for unsupervised training, with a 330

smaller training scale considering the number of 331

model variants we experiment with. Please refer to 332

Sec A.1 for more details. 333

4.3 Baselines 334

We consider several unsupervised dense methods 335

discussed in Section 2.2 as baselines. These include 336

BM25 as a lexical baseline, and five dense base- 337

lines: CONTRIEVER, SPIDER, SPAR Λ (Wikipedia 338

version), LaPraDor (no BM25) (Xu et al., 2022) 339

and CPT (Neelakantan et al., 2022). We report 340

their scores if publically available (BEIR results 341

of BM25 and CONTRIEVER), or reproduce the re- 342

sults using public code and checkpoints (indicated 343

with †). MOCO+RANDOMCROP can be regarded 344

as our reproduced CONTRIEVER in a smaller scale. 345

We also include baselines with generated queries 346

(using a supervised Doc2Query (Nogueira et al., 347

2019)) and questions PAQ (Lewis et al., 2021), re- 348

ferred to as QGEN-D2Q and QGEN-PAQ respec- 349

tively. We rerun most baselines on Touché-2020 350

(v2) since the data has been updated in BEIR. 351
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Group Model MM BEIR14 CPT-subset QA4 SQ&EQ

Baseline

BM25 22.8 43.0 46.1 70.7† 71.3†
LaPraDor 16.9 30.2 33.6 - -
SPAR† 19.3 37.3 41.4 69.1 67.7
Spider† 15.0 28.1 31.3 73.0 63.6
Contriever 20.6 36.9 40.7 73.1† 63.9†
CPT-text S - - 42.2 - -
CPT-text M - - 43.2 - -
CPT-text L - - 44.2 - -

InBatch 14.0 25.3 28.0 61.9 44.9RandomCrop(Wiki) MoCo 17.5 30.9 34.1 64.6 52.5
InBatch 16.3 27.4 30.6 73.2 57.7RandomCrop(CC) MoCo 19.2 34.0 37.5 71.5 61.9
InBatch 25.4 38.5 42.5 78.6 67.1QGen-D2Q(Wiki) MoCo 23.7 38.5 42.3 77.4 67.4
InBatch 24.4 39.5 42.8 75.6 63.2QGen-D2Q(CC) MoCo 23.2 39.8 43.7 76.6 65.6

AUGTRIEVER-CC

InBatch 19.7 33.2 36.5 73.5 59.7Doc-Title MoCo 21.8 38.7 42.7 74.8 64.3
InBatch 16.2 27.2 40.4 73.4 57.9QExt-PLM MoCo 20.6 38.2 42.3 73.0 64.1
InBatch 20.7 39.0 43.0 71.6 60.5TQGen-Topic MoCo 21.2 38.9 43.1 73.3 63.4
InBatch 18.1 35.3 38.6 72.0 57.4TQGen-AbSum MoCo 23.2 39.6 43.5 74.4 64.9
InBatch 18.9 36.3 39.6 72.8 58.7TQGen-ExSum MoCo 23.0 39.4 43.4 74.8 64.9

AUGTRIEVER-CC with Hybrid Strategies

Hybrid-All MoCo 23.5 39.4 43.3 74.1 64.4
Hybrid-TQGen MoCo 23.3 39.0 43.7 74.3 64.4
Hybrid-TQGen+ MoCo 24.6 41.1 45.2 76.0 65.9
Hybrid-TQGen++ MoCo 25.4 42.1 46.2 76.2 67.1

AUGTRIEVER-Wikipedia

InBatch 15.6 29.8 33.2 64.8 49.9Doc-Anchor MoCo 17.9 35.4 39.2 68.5 57.4
InBatch 14.7 30.0 33.9 61.9 52.1Doc-Title MoCo 18.5 33.7 37.1 68.6 58.4
InBatch 15.0 26.3 28.2 61.5 43.8QExt-PLM MoCo 18.6 34.3 37.8 66.6 55.7
InBatch 21.3 38.9 43.2 72.4 64.4TQGen-Topic MoCo 21.3 38.3 42.5 73.6 65.3
InBatch 17.4 36.3 40.2 74.9 65.3TQGen-AbSum MoCo 21.2 37.2 41.3 74.5 65.4
InBatch 18.2 36.7 40.2 75.6 65.4TQGen-ExSum MoCo 22.5 37.9 41.8 75.1 66.7

Table 1: Unsupervised retrieval performance
(MM/BEIR nDCG@10 and ODQA Recall@20). MM
denotes scores on MS MARCO. QA4 denotes averaged
scores of NQ, TQA, WebQ and TREC. We highlight
the best and second best in each column, and best in
each group per column.

4.4 Results352

4.4.1 Unsupervised Retrieval353

We present the main unsupervised results in Ta-354

ble 1 and will discuss certain details in Sec 4.5.355

Among all unsupervised baselines, BM25 still out-356

performs the other baselines by a significant margin.357

For dense retrievers, the lexical-oriented retriever358

SPAR Λ performs the best on BEIR14 and SQ&EQ,359

indicating that dense retrievers can achieve robust360

retrieval performance through a lexical teacher.361

CONTRIEVER performs comparably with SPAR Λ362

on BEIR. The supervised augmentation QGEN-363

D2Q delivers competitive results on both bench-364

marks, suggesting that query generation trained365

with MS MARCO can work well both in-domain366

and out-of-domain.367

Regarding AUGTRIEVER3, we find that mul-368

3We train InBatch models using augmented query-
document pairs only, whereas we train MoCo models using
a 50/50 mixed strategy (50% of pairs by RANDOMCROP and
50% by one of the proposed augmentation strategies). Further

tiple variants, e.g. MoCo+QExt-PLM and TQ- 369

Gen models, significantly outperform dense base- 370

lines on BEIR, especially when trained with the 371

domain-general data CC. Notably, our best results 372

are achieved by hybrid strategies and longer train- 373

ing (Hybrid-TQGen+/++). Hybrid-TQGen++ out- 374

performs CPT-text L on BEIR by a large mar- 375

gin, despite CPT-text L being 20 times larger than 376

AUGTRIEVER models. These empirical results 377

strongly suggest the effectiveness of the proposed 378

method for unsupervised dense retrieval. 379

Besides, (1) we observe that TQGEN achieves 380

the overall best performance, indicating that the 381

outputs of transferred NLP tasks, such as keyword 382

and summary generation (Meng et al., 2017; See 383

et al., 2017), can be utilized for training dense re- 384

trieval models effectively; (2) It is worth noting 385

that TQGEN-TOPIC generalizes well under all set- 386

tings, suggesting that keywords can serve as robust 387

surrogate queries. (3) MOCO+QEXT-PLM outper- 388

forms all dense baselines on BEIR, indicating that 389

query extraction can be an effective unsupervised 390

method. However, since it scores random spans 391

using an LM on-the-fly, we are unable to scale it 392

up (larger batch size, better scorer) in this study. 393

4.4.2 Unsupervised Domain-Adaptation 394

Retrieval models are often applied to data of new 395

domains, making domain adaptation crucial in real- 396

world scenarios. We investigate the effectiveness 397

of the proposed augmentation methods for domain 398

adaptation. We leverage TQGEN-TOPIC method 399

for its simplicity and overall great performance in 400

Table 1. We generate main topics (keywords) for 401

documents in each BEIR domain (test set), and then 402

fine-tune Hybrid-TQGen++ with the in-domain 403

pseudo query-document pairs. We compare our 404

model with various baselines reported by Thakur 405

et al.; Wang et al.; Yu et al.. Note that several base- 406

lines use MS MARCO pairs for training models 407

(TAS-B), query generators (QGen and GPL) and 408

rerankers (GPL), while in contrast our models have 409

not used any retrieval related data. 410

The results are presented in Table 2. We observe 411

an 8% average gain over 14 BEIR datasets, sug- 412

gesting the importance of adapting models using 413

in-domain documents. Significant improvements 414

(up to 16%) are seen on domains that are specific 415

and distant from the pretraining distribution, such 416

as finance (FiQA) and argument (Tóuche-2020, 417

ArguAna). Furthermore, our model, in spite of 418

comparisons between the two settings are discussed in Sec 4.5.
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BEIR14 TREC-COVID NFCorpus NQ HotpotQA FiQA ArguAna Touche DBPedia Scidocs FEVER Cli-FEVER Scifact Quora CQADup

Unsupervised
BM25 43.0 65.6 32.5 32.9 60.3 23.6 31.5 36.7 31.3 15.8 75.3 21.3 66.5 78.9 29.9
COCO-DRBase 29.5 43.9 23.7 9.9 23.4 17.5 43.1 11.7 15.6 11.2 25.9 8.9 71.1 79.3 27.6
TSDAE 43.6 70.8 31.2 47.1 63.8 29.3 37.5 21.8 35.4 15.4 64.0 16.8 62.8 83.3 31.8

MS MARCO involved
TAS-B 42.7 48.5 31.9 46.3 58.4 29.8 43.4 16.2 38.4 14.9 69.5 22.1 63.5 83.5 31.5
QGen 42.1 56.0 31.4 35.4 51.4 28.7 52.4 17.1 33.1 15.5 63.8 22.5 63.8 85.0 33.0
TSDAE+QGen 43.4 58.4 33.7 34.6 52.2 31.4 54.7 17.2 33.2 17.1 64.2 22.6 66.7 85.7 35.3
TAS-B+QGen 42.8 56.6 33.4 36.3 52.0 30.1 51.8 17.5 32.7 16.4 63.9 24.4 65.3 85.3 33.7
DocT5-Query 45.3 71.3 32.8 39.9 58.0 29.1 46.9 34.7 33.1 16.2 71.4 20.1 67.5 80.2 32.5
GPL 46.5 71.8 34.2 46.7 56.5 32.8 48.3 23.1 36.1 16.1 77.9 22.7 66.4 83.2 34.5

Ours (Unsupervised)
Hybrid-TQGen++ 42.1 64.0 35.1 33.5 57.6 29.2 39.8 19.8 32.7 16.7 65.3 15.9 68.7 79.9 30.6

+DA 45.4 68.1 36.8 33.7 60.8 34.0 46.2 23.3 34.9 17.2 72.0 18.4 70.3 85.4 34.5
DIFF% 8.0% 6.4% 4.8% 0.7% 5.6% 16.3% 16.3% 17.6% 6.9% 2.4% 10.3% 15.5% 2.4% 6.9% 12.7%

Table 2: Results of domain-adapation on 14 BEIR testsets. We highlight the best and second best scores.

the simple method being used, outperforms BM25419

and most neural domain adaptation methods. GPL420

outruns our method with the advantage of using421

MS MARCO trained query generator and reranker,422

whereas our models merely use pseudo keywords423

for training, presenting a simple yet effective ap-424

proach for domain adaptation. Here we did not425

explore how augmentation strategies other than426

TQGEN-TOPIC would work on DA, and we think427

the pair filtering used by GPL can also help our428

models. We leave them for future work.429

Model MM BEIR14
Baseline

BM25 22.8 43.0
DPR 35.4 36.8
ANCE 38.8 40.5
ColBERT 40.1 44.4
Spider† 24.8 19.1
LaPraDor† 38.9 40.4
SPAR† 38.0 41.5
Condenser(Book&Wiki)† 38.7 40.9
CoCondenser(MSMARCO)† 40.8 42.9
Contriever† 41.3 45.2

Ours
QGen-D2Q 39.6 43.9
RandomCrop 38.4 42.4
QExt-PLM 38.8 42.5
TQGen-Topic 38.8 43.2
TQGen-Title 38.8 43.2
TQGen-AbSum 39.1 43.9
TQGen-ExSum 38.8 43.1
Hybrid-All 38.9 43.6
Hybrid-TQGen+ 40.3 44.7
Hybrid-TQGen++ 40.9 45.8

Table 3: Retrieval scores after fine-tuning with MS
MARCO. AUGTRIEVER models are pre-trained on
AUGQ-CC using MoCo. We highlight the best and
second best in each column. † indicates results by us,

fine-tuned using public checkpoints.

4.4.3 Fine-Tuning with MS MARCO430

To assess the effectiveness of the proposed aug-431

mentation methods as pretraining measures, we432

present the fine-tuned results on MS MARCO in433

Table 3. We use basic fine-tuning settings with-434

out employing advanced techniques such as nega- 435

tive mining (Izacard et al., 2021) or asynchronous 436

index refresh (Xiong et al., 2020). We compare 437

with multiple baselines reported in BEIR (Thakur 438

et al., 2021) (BM25, DPR (Karpukhin et al., 2020), 439

ANCE, ColBERT (Khattab and Zaharia, 2020) 440

) and we fine-tune the other pretrained models 441

under the same setting (Spider, LaPraDor, Con- 442

denser (Gao and Callan, 2021), CoCondenser (Gao 443

and Callan, 2022), and Contriever). 444

Among all baselines, ColBERT and Contriever 445

perform best on BEIR overall, indicating the ben- 446

efit of late-interaction and extensive pre-training. 447

Most AUGTRIEVER models demonstrate equal or 448

better performance to baselines, indicating the ef- 449

fectiveness of using AUGQ for pretraining. Our 450

best model, Hybrid-TQGen++, achieves best score 451

on BEIR (45.8), showing strong generalization per- 452

formance when zero-shot transferred on 14 dif- 453

ferent datasets. It falls behind CONTRIEVER on 454

MS MARCO by a small margin (0.4 point), and 455

we think it can be attributed to the fact that CON- 456

TRIEVER was pre-trained with both Wikipedia 457

and CommonCrawl data (Hybrid-TQGen++ scores 458

50.3 on five Wikipedia related datasets, compar- 459

ing to CONTRIEVER’s score 51.1), and its training 460

duration was longer (ours 200k steps vs. CON- 461

TRIEVER 500k steps). In most cases, the trends in 462

the fine-tuned scores align with the unsupervised 463

results, providing strong evidence that the induc- 464

tive bias from various augmentation methods can 465

benefit downstream retrieval tasks. 466

4.5 Result Analysis 467

To gain a deeper understanding of how individual 468

augmentation strategies contribute to retrieval tasks 469

and their performance in specific scenarios, we con- 470

ducted a detailed analysis. We present the results of 471

AUGTRIEVER (trained on AUGQ-WIKI) and base- 472
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Figure 2: AUGTRIEVER performance with individual augmentation strategies. The upper shows averaged
nDCG@10 scores of BEIR benchmark, and the lower shows averaged Recall@20 scores over 6 ODQA datasets.
Dashed lines indicate the scores of BM25, CONTRIEVER and MOCO+RC.

Figure 3: AUGTRIEVER performance with hybrid strategies (50/50 mix of training examples from RANDOMCROP
and another augmentation).

line models in Fig 2, averaging the scores across473

14 BEIR datasets and 6 ODQA datasets. Notably,474

while BM25 remains a competitive unsupervised475

baseline and leads among all models, we made the476

following observations:477

1. BEIR is a more comprehensive benchmark for478

evaluating retrieval models. In general, the trends479

observed on BEIR align with those on ODQA.480

However, ODQA datasets are specifically designed481

for question-answering using Wikipedia, which in-482

troduces certain domain and task biases. For exam-483

ple, QGEN-PAQ, which is trained with 65M gen-484

erated query-document pairs on Wikipedia, excels485

on ODQA (in-distribution) but fails to generalize486

well on BEIR. On the other hand, BEIR covers487

a wider range of domains and topics, making it a488

more suitable benchmark for evaluating models’489

generalization ability. Thus, we consider BEIR to490

be a more indicative benchmark for text retrieval491

evaluation and focus our discussion on it.492

2. Among all AUGTRIEVER variants, TQGEN493

achieves the highest scores, significantly outper-494

forming all dense baselines. This finding strongly495

suggests that the outputs of language generation496

tasks, such as keyword/title/summary generation,497

can be directly utilized during the training of dense498

retrieval models. Interestingly, shorter pseudo499

queries (TOPIC/TITLE) perform better on BEIR500

compared to QGEN-D2Q. In contrast, longer ones501

(ABSUM/EXSUM) are more effective on ODQA, 502

likely due to their resemblance to questions by in- 503

cluding more details. EXSUM slightly outperforms 504

ABSUM, possibly because it tends to use original 505

text and has fewer hallucinations. 506

3. InBatch benefits from queries of higher 507

quality, while MoCo performs well with noisy 508

queries. The RANDOMCROP strategy generates 509

noisy queries, including incomplete sentences and 510

non-informative text. However, MoCo is able to 511

achieve good results with such noisy queries, indi- 512

cating that a momentum encoder can provide ro- 513

bustness against noisy pairs. Conversely, InBatch 514

performs notably better with "cleaner" queries 515

(TQGEN and QGEN), highlighting the advantages 516

of each architecture. 517

4. Combining RANDOMCROP with other high- 518

quality queries benefits MoCo, but not InBatch. 519

In Figure 3, we observe that MoCo consistently 520

improves performance by incorporating individual 521

augmentation methods with RANDOMCROP. This 522

demonstrates MoCo’s ability to leverage multiple 523

strategies and enhance its generalization capability. 524

However, the mixed strategy provides little benefit 525

or even leads to a performance drop for InBatch, 526

which aligns with our previous argument regarding 527

the characteristics of each architecture. We also 528

find that the mixed strategy helps MoCo achieve 529

decent results with QExt methods (DOC-TITLE, 530
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DOC-ANCHOR, and QEXT-PLM), although they531

still lag behind TQGEN by a significant margin.532

5 Related Work533

Recent years have seen a flourishing of research534

works for neural network based information re-535

trieval and question answering. The interested536

reader may refer to (Lin et al., 2021; Guo et al.,537

2022; Zhao et al., 2022) for a comprehensive538

overview. Our study, along with a line of recent539

studies (Izacard et al., 2021; Ram et al., 2021),540

falls under the category of self-supervised learning541

using contrastive learning (Shen et al., 2022), in542

which a model is trained to maximize the scores of543

positive pairs and minimize the scores of negative544

ones. It has demonstrated effective for supervised545

dense retrieval (Karpukhin et al., 2020; Xiong et al.,546

2020; Liu et al., 2021) and pretraining (Izacard547

et al., 2021; Yu et al., 2022). Different from most548

prior studies, we target at unsupervised models549

that can be independently applied in retrieval tasks,550

without any further tuning using annotated data.551

Previous works propose different ways to con-552

struct query-document pairs to fit the requirement553

of contrative learning. Lee et al. propose inverse554

cloze task (ICT), using a random sentence as a555

pseudo query to predict the surrounding context556

in a batch. REALM (Guu et al., 2020) pretrains a557

retriver and generator with a pair of a salient span558

(named entities) and its context. Spider (Ram et al.,559

2021) proposes to use recurring spans as pseudo560

queries. The above studies focus on ODQA tasks561

and their pseudo queries tend to be entity-like, but562

results of this study and Izacard et al. show that563

entity-like queries (e.g. anchor texts) fail to gen-564

eralize well in a broad range of domains. Some565

studies propose more generic ideas for training un-566

supervised models. Specifically, Neelakantan et al.;567

Ma et al. use neighboring pieces of text as posi-568

tive pairs. Izacard et al. adopt a random cropping569

strategy to sample two text spans, encouraging the570

model to learn lexical matching. Chen et al. use571

random sentences or real questions as queries and572

pair them with documents ranked by BM25.573

A few research works investigate techniques574

of data augmentation and domain adaptation for575

text retrieval and understanding (Tang et al., 2022;576

Wang et al., 2022; Iida and Okazaki, 2022). Query577

and question generation have been shown as an578

effective method for augmenting retrieval training579

data (Thakur et al., 2021; Nogueira et al., 2019;580

Lewis et al., 2021; Ma et al., 2021a; Gangi Reddy 581

et al., 2022; Cho et al., 2022; Liang et al., 2020). 582

GPL (Wang et al., 2022) uses cross-encoder to se- 583

lect a good set of synthetic query-document pairs 584

for domain adaptation. InPars and Promptaga- 585

tor (Bonifacio et al., 2022; Dai et al., 2022) propose 586

to generate questions using large language models 587

in a few-shot manner. LaPraDoR (Xu et al., 2022) 588

propose to use Dropout-as-Positive-Instance for 589

pretraining retrievers. CERT (Fang et al., 2020) 590

uses positive pairs generated by back-translation. 591

HyDE (Gao et al., 2022) uses large language mod- 592

els to augment user queries with generated pseudo 593

documents. For hyperlinks, Chang et al. com- 594

pare three pretraining tasks for retrieval – inverse 595

cloze task, body first selection, and wiki link pre- 596

diction. Zhou et al.; Wu et al.; Xie et al. utilize 597

hyperlinks to construct pseudo query-document 598

pairs. PROP (Ma et al., 2021b,c) uses a repre- 599

sentative words prediction task to optimize the se- 600

mantic distance between a document and a pair 601

of random word sets, estimated by language mod- 602

els. Recent studies UPR (Sachan et al., 2022a) and 603

ART (Sachan et al., 2022b) use pretrained language 604

models for reranking and Open-domain QA, using 605

the likelihood of question generation to approxi- 606

mate the relevance between questions and docu- 607

ments. DRAGON (Lin et al., 2023) systematically 608

examine supervised training of dense retriever un- 609

der the framework of data augmentation. 610

6 Discussion and Conclusion 611

In this study, we propose a set of scalable aug- 612

mentation methods to generate surrogate queries 613

for training dense retrievers without the need for 614

annotated query-document pairs. Our approach 615

achieves great performance on widely used bench- 616

marks (BEIR and six ODQA tasks). These results 617

highlight the effectiveness of extracted and transfer 618

generated query-document pairs for training dense 619

retrievers and prompt us to consider low-cost alter- 620

natives in place of expensive human annotations. 621

For future research, an open question remains 622

regarding the differences between synthetic and 623

real query-document pairs. It would be interesting 624

to explore how various augmentation methods con- 625

tribute to dense retrieval and investigate the salient 626

span selection for query extraction in more depth. 627
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Limitations628

While we have demonstrated the effectiveness of629

various data augmentation methods for training630

unsupervised dense retrieval models, it is important631

to acknowledge the following limitations of this632

study:633

• Our experiments with QEXT are limited in634

scope. We have not extensively explored key635

factors such as scoring models, span lengths,636

and the number of candidates. Further investi-637

gation into these aspects could provide valu-638

able insights.639

• The selection of language generation tasks in640

TQGEN is manually selected, and alternative641

tasks such as back-translation and paraphrase642

generation are not explored. Additionally, the643

heuristic definition of prompts used to gener-644

ate pseudo queries may not always yield the645

desired outputs. Exploring other generation646

models and considering a wider range of out-647

put sequences could be interesting avenues for648

future research.649

• Due to computational constraints, we have650

only explored a limited number of settings for651

backbones and hyperparameters, and models652

were trained for up to 200k steps. It remains653

unclear whether other configurations could re-654

sult in significant performance changes. Fur-655

ther exploration of different settings and train-656

ing durations could provide a more compre-657

hensive understanding of the models’ capabil-658

ities.659

Acknowledging these limitations opens up opportu-660

nities for future research to address these gaps and661

gain a deeper understanding of the proposed aug-662

mentation methods in the context of unsupervised663

dense retrieval.664

Ethics Statement665

Dataset Biases: The AUGQ datasets used in this666

study were generated from publicly available web-667

scale data, specifically Wikipedia and Common-668

Crawl. It is important to note that these datasets669

predominantly reflect the cultural perspectives and670

biases of the English-speaking population. There-671

fore, models trained on these datasets may inherit672

and potentially propagate biases related to politics,673

gender, and other social factors. Moreover, TQ- 674

GEN models (T0) used in our experiments may also 675

carry biases from the data they were trained on. 676

Environmental Cost: Our experiments heavily 677

relied on A100 GPUs, with typically eight GPUs 678

used per experiment, and each experiment running 679

for up to four days. The backbone models, such as 680

BERT-base and T0, have a significant number of 681

parameters (110 million and 3 billion, respectively). 682

While our study required extensive experiments to 683

obtain the reported results, we believe that future 684

research and applications can benefit from the in- 685

sights and resources (checkpoints and data) shared 686

by this work, thereby reducing the need to repeat 687

these resource-intensive comparisons. It is crucial 688

to consider the environmental cost of conducting 689

large-scale experiments and explore ways to op- 690

timize computational resources in future research 691

endeavors. 692
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A Appendix961

A.1 Additional Implementation Details962

We adopt most of the settings used by CON-963

TRIEVER (Izacard et al., 2021) for unsupervised964

training, with some modifications considering the965

number of model variants we experiment with.966

A.1.1 Pretraining967

Specifically, AUGTRIEVER is trained with the fol-968

lowing configurations:969

1. Most models are trained for 100k steps.970

2. The batch size is set to 1,024 for most971

models, and 2,048 for AUGQ-CC with TQ-972

GEN/QGEN/HYBRID.973

3. We use a learning rate (lr) of 5e−5 with 10k974

steps of linear warmup.975

4. The optimizer used is ADAM.976

5. For the MoCo architecture, we set the queue977

size to 214 (CONTRIEVER used a queue size978

of 217). We empirically observed that a larger979

queue size can deteriorate the performance.980

6. As to hybrid settings: (1) Hybrid-All: We use981

RANDOMCROP for 20% of the spans, QEXT-982

PLM for 10%, and a combination of DOC-983

TITLE and TQGEN for the remaining 70%.984

(2) Hybrid-TQGen: We use RANDOMCROP985

for 20% of the spans and rely solely on TQ-986

GEN for the remaining 80%.987

7. We experiment with two larger scale train-988

ing: (1) Hybrid-TQGen+ is trained trained989

for 200k steps using a batch size of 2048 and990

queue size of 214; (1) Hybrid-TQGen++ is991

trained trained for 200k steps using a batch992

size of 4096 and queue size of 216.993

Note that our training setting is considerably994

smaller comparing with CONTRIEVER (500k steps,995

batch size 2048, queue size 217). All experiments996

are conducted on cloud instances equipped with997

eight NVIDIA A100 GPUs (40GB) and most train-998

ing jobs were finished within 48 hours.999

A.1.2 Domain Adapataion1000

For domain adaptation, we train a pre-1001

trained model (Hybrid-TQGen++) for up to1002

2k steps with a batch size of 256/32 (MS-1003

MARCO&Wikipedia/others) and a learning rate of1004

1e−5. We train single models for five Wikipedia1005

datasets (NQ, HotpotQA, DBPedia-Entity, FEVER1006

and Climate-FEVER) and two community QA 1007

datasets (Quora and CQADupStack), resulting in 1008

10 different models for target domains. 1009

A.1.3 Fine-tuning 1010

For fine-tuning, we train models using MS- 1011

MARCO4 for 10k steps with a batch size of 1,024 1012

plus one hard negative example (1 positive + 2,047 1013

negative), using a learning rate of 1e−5). 1014

For fair comparison, we fine-tune SPAR Λ using 1015

the query-encoder only. For all reproduced fine- 1016

tuning, we use pooling and vector normalization in 1017

consistence with the way in their pretraining. 1018

A.2 Detailed Analysis on BEIR 1019

We plot the relative performance of different mod- 1020

els in comparison with CONTRIEVER on BEIR in 1021

Figure 4. The left heatmap shows the relative per- 1022

formance on each BEIR dataset, and the right one 1023

presents the averaged scores after grouping from 1024

different aspects. 1025

AUGTRIEVER models perform significantly bet- 1026

ter on QA datasets (e.g. TREC-COVID, FiQA, NQ 1027

and HotpotQA), worse on fact checking datasets 1028

(e.g. FEVER, Climate-FEVER, Scifact and Quora), 1029

and similarly on the rest datasets. CONTRIEVER ex- 1030

plicitly blends Wikipedia and CCNet in training, to 1031

favor knowledge-rich testsets, but it does not show 1032

consistent benefits across all five Wikipedia related 1033

testsets. It is enlightening to see that, DOC-TITLE 1034

and QEXT-PLM with MoCo, which extract certain 1035

parts of original documents for pseudo queries, can 1036

deliver comparable or better performance to CON- 1037

TRIEVER. As for our TQGEN models, both models 1038

perform very well on TREC-COVID, which con- 1039

tributes to the major part of the improvement. But 1040

they underperform DOC-TITLE and QEXT-PLM 1041

considerably on Climate-FEVER and Quora, in- 1042

dicating that each augmentation method may be 1043

most beneficial for certain tasks. Training with 1044

hybrid strategies does not appear to simply bring 1045

the advantage of all. With regard to the effect of 1046

pseudo query length, TQGEN-TOPIC indeed per- 1047

forms better on datasets with short and medium 1048

length queries (SQ/MQ), and TQGEN-EXSUM 1049

shows more strength on medium and long queries. 1050

4https://huggingface.co/datasets/
sentence-transformers/embedding-training-data/
blob/main/msmarco-triplets.jsonl.gz
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A.3 Examples of QEXT1051

Two examples of random spans ranked by two pro-1052

posed QEXT methods are shown in Table 4. In1053

the first example, we notice that both BM25 and1054

QEXT-PLM are able to rank informative spans1055

to the higher places and place generic spans to1056

the bottom (e.g. “a few years later” and “over the1057

first three”). In the second example, we observe1058

that BM25 is more influenced by the low-frequent1059

words (e.g. HS, HO, NaH), whereas QEXT-PLM1060

is more resistant to the noise, placing more infor-1061

mative spans to the top.1062

A.4 Examples of TQGEN1063

Six documents from Pile-CC and the correspond-1064

ing generated pseudo queries are shown in Table 5.1065

We find that most generated outputs are semanti-1066

cally relevant, in spite of a certain degree of hal-1067

lucination. In most cases, TOPIC outputs one or1068

two important phrases and TITLE outputs one short1069

sentence. Both ABSUM and EXSUM generate rela-1070

tively longer sentences as summaries, and EXSUM1071

does not necessarily use contents of the original1072

texts. In the last example, four outputs by T0 are1073

almost the same, indicating that the model ignores1074

the specified prompts.1075

A.5 BEIR dataset groups1076

The groups disussed in Figure 4 are defined as1077

follows:1078

• SQ (Short Query): 3 datasets of which the av-1079

erage query length is shorter than 7 words, in-1080

cluding: NFCorpus, Touchè-2020, DBPedia- 1081

Entity. 1082

• MQ (Medium Query): 8 datasets of which 1083

the average query length is between 8 to 13 1084

words, including: TREC-COVID, NQ, FiQA- 1085

2018, SCIDOCS, FEVER, SciFact, Quora, 1086

CQADupStack. 1087

• LQ (Long Query): 3 datasets of which the 1088

average query length is longer than 17 words, 1089

including: HotpotQA, ArguAna, Climate- 1090

FEVER. 1091

• SD (Short Document): 3 datasets of which 1092

the average document length is shorter than 1093

70 words, including: NFCorpus, HotpotQA, 1094

DBPedia-Entity. 1095

• MD (Medium Document): 6 datasets of 1096

which the average document length is between 1097

75 and 150 words, including: NQ, FiQA- 1098

2018, SCIDOCS, FEVER, Climate-FEVER, 1099

CQADupStack. 1100

• LD (Long Document): 6 datasets of which the 1101

average document length is longer than 160 1102

words, including: TREC-COVID, NFCorpus, 1103

ArguAna, Touchè-2020, SCIDOCS, SciFact. 1104

• PHRASE: 2 datasets whose queries are 1105

phrases: DBPedia-Entity, ArguAna, Climate- 1106

FEVER. 1107

• QUESTION: 7 datasets whose queries are 1108

questions: TREC-COVID, NQ, HotpotQA, 1109

FiQA-2018, Touchè-2020, Quora, CQADup- 1110

Stack. 1111

• SENTENCE: 5 datasets whose queries are 1112

sentences: ArguAna, SCIDOCS, FEVER, 1113

Figure 4: Two heatmaps show the relative performance gain/loss of different models against CONTRIEVER. The
left heatmap shows nDCG@10 difference on each BEIR dataset, and in the right figure we group BEIR datasets in
different ways. SQ/MQ/LQ: datasets with short/medium/long queries. SD/MD/LD: datasets with short/medium/long
documents. Phrase/Question/Sentence denotes datasets that use this form of queries. And the rest are categorized
by text domains as defined in (Thakur et al., 2021). Refer to A.5 for specific grouping of datasets.
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Climate-FEVER, SciFact.1114

• MM: MS MARCO.1115

• WIKI: 5 Wikipedia-related datasets: NQ, Hot-1116

potQA, DBPedia-Entity, FEVER, Climate-1117

FEVER.1118

• SCIENTIFIC: 4 datasets: TREC-COVID,1119

Touchè-2020, SCIDOCS, SciFact.1120

• QA: 3 datasets: NQ, HotpotQA, FiQA-2018.1121

• ARGUMENT: 2 datasets: ArguAna, Touchè-1122

2020.1123

• FACTCHECK: 3 datasets: SciFact, FEVER,1124

Climate-FEVER.1125

A.6 Complete Results1126

Document BM25 QEXT-PLM (T5-Small)

ASD can sometimes be diagnosed by age 14 months, although diagnosis
becomes increasingly stable over the first three years of life: for
example, a one-year-old who meets diagnostic criteria for ASD is less
likely than a three-year-old to continue to do so a few years later. In the
UK the National Autism Plan for Children recommends at most 30
weeks from first concern to completed diagnosis and assessment, though
few cases are handled that quickly in practice. Although the symptoms
of autism and ASD begin early in childhood, they are sometimes
missed; years later, adults may seek diagnoses to help them or their
friends and family understand themselves, to help their employers make
adjustments, or in some locations to claim disability living allowances
or other benefits.

[14.09] diagnosis and assessment, though few cases are handled [79.73] adjustments, or in some locations to claim disability

[14.05] partly because autistic symptoms overlap with those [85.62] completed diagnosis and assessment, though few cases are

[13.55] completed diagnosis and assessment, though few cases are [90.46] some locations to claim disability living allowances or

[12.06] adjustments, or in some locations to claim disability [102.39] diagnosis and assessment, though few cases are handled

[11.05] some locations to claim disability living allowances or [105.74] partly because autistic symptoms overlap with those

[10.48] the challenge of obtaining payment can [112.83] and assessment, though few cases are handled

[9.78] Conversely, the cost of screening [115.09] ASD begin early in childhood,

[9.67] ASD begin early in childhood, [120.57] family understand themselves, to help their

[9.42] in some locations to claim disability [127.31] Conversely, the cost of screening

[9.38] and assessment, though few cases are handled [135.09] the challenge of obtaining payment can

[8.45] overlap with those of common blindness [139.24] overlap with those of common blindness

[8.15] family understand themselves, to help their [139.38] friends and family understand themselves,

[7.03] facial expressions and eye [141.17] in some locations to claim disability

[6.77] friends and family understand themselves, [147.92] a few years later.

[5.56] a few years later. [159.65] facial expressions and eye

[4.32] over the first three [180.59] over the first three

Reaction with oxygen Upon reacting with oxygen, alkali metals form
oxides, peroxides, superoxides and suboxides. However, the first three
are more common. The table below shows the types of compounds
formed in reaction with oxygen. The compound in brackets represents
the minor product of combustion. The alkali metal peroxides are ionic
compounds that are unstable in water. The peroxide anion is weakly
bound to the cation, and it is hydrolysed, forming stronger covalent
bonds. NaO + 2HO → 2NaOH + HO The other oxygen compounds are
also unstable in water. 2KO + 2HO → 2KOH + HO + O LiO + HO →
2LiOH Reaction with sulphur With sulphur, they form sulphides and
polysulphides. 2Na + 1/8S → NaS + 1/8S → NaS...NaS Because alkali
metal sulphides are essentially salts of a weak acid and a strong base,
they form basic solutions. S + HO → HS + HO HS + HO → HS + HO
Reaction with nitrogen Lithium is the only metal that combines directly
with nitrogen at room temperature.

[26.35] HS + HO HS + HO → [207.94] 2NaCl Alkali metals in liquid ammonia Alkali metals

[25.02] NaH + HO → NaOH + H Reaction [227.13] they form sulphides and polysulphides. 2Na + 1/8S

[23.74] 2NaCl Alkali metals in liquid ammonia Alkali metals [256.10] give dilithium acetylide. Na and K can react

[22.44] + HO → NaOH + H Reaction [298.67] Reaction with sulphur With sulphur,

[20.70] Na + xNH → Na + [304.82] dilithium acetylide. Na and K

[18.01] + 1/3N → LiN LiN [309.33] 4NaCl + Ti Reaction with organohalide

[18.00] (at 150C) Na + NaCH → [312.97] Because alkali metal sulphides are essentially salts of

[17.89] + 2HO → 2KOH + HO + [315.61] peroxides are ionic compounds that are unstable in

[17.36] high temperatures) NaH + HO → [316.52] HS + HO HS + HO →

[17.30] reaction with oxygen. The compound in brackets [320.61] NaH + HO → NaOH + H Reaction

[16.25] give dilithium acetylide. Na and K can react [321.21] + 2HO → 2KOH + HO +

[15.73] they form sulphides and polysulphides. 2Na + 1/8S [327.07] give dilithium acetylide. Na

[15.60] Reaction with sulphur With sulphur, [336.63] Na + e(NH) Due to the presence

[15.39] Alkali metals dissolve in liquid ammonia or [337.68] the case of Rb and Cs. Na

[15.30] Because alkali metal sulphides are essentially salts of [347.56] (at 150C) Na + NaCH →

[14.90] the case of Rb and Cs. Na [348.45] 1/2H (at 150C) Na + NaCH

Table 4: Examples of random spans ranked by BM25 and a Pretrained Language Model (T5-Small). The numbers
in brackets are scores of BM25 or T5-Small (negative log likelihood).
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Document Output

Topic: reinvent midnight madness\n\nAmazon announced a new service at the AWS re:Invent
Midnight Madness event. Amazon Sumerian is a solution that aims to make it easier for
developers to build virtual reality, augmented reality, and 3D applications. It features a user
friendly editor, which can be used to drag and drop 3D objects and characters into scenes.

Topic: Sumerian

Title: aws announces sumerian 3d editor

AbSum: Developing immersive experiences for virtual and augmented
reality (VR) and 3D gaming has become an increasing challenge for
tech companies.

ExSum: a new service called amazon sumerian is launched

QGen: what is amazon sumerian 3d?

Running\n\nStat\n\nDinner with people is always better than eating alone, especially when the
food is good. Good food tastes even better when enjoyed with people. Tonight Amy came over
to try my second attempt at the Brussels Sprouts Veggie Soup to which I have made some
changes (see recipe below in previous post) for a better result, I believe.\n\nWe were at the store
earlier and saw some nice looking haricot verts and heirloom tomatoes, so we decide to
assemble a simple salad from those. Of course while I\u2019m at the market, I can\u2019t not
get some five peppercorn salami. Our simple dinner of soup, salami, bread, cheese, salad, and
wine was on the table in 15 minutes.

Topic: Simple dinner

Title: An easy recipe for a delicious winter soup enjoyed by friends is
always a winner.

AbSum: If you try making a Brussels Sprouts Veggie Soup this
weekend, please let me know how it turns out.

ExSum: If you try out my Brussels Sprouts Veggie Soup recipe it
should turn out even better, and it was certainly better tonight.

QGen: are you better at dinner with someone or alone?

Gordhan asks for fresh thinking\n\nBusiness News / 9 July 2012, 4:48pm\n\nSAPA\n\nCape
Town 141010\nFinance Minister, Pravin Gordhan briefing parliment on the annal business
report.South African Finance Minister Pravin Gordhan said on Thursday the world was heading
towards a \"currency war\" unless developed nations gave ground in negotiations at the Group of
20 (G20).\npicture : neil baynes\n\nGordhan told the 16th World Economic History Congress in
Stellenbosch there was an imbalance between the locus of production and that of growth, and
between political beliefs and the predominant reality...

Topic: Finance Minister Pravin Gordhan said there was an imbalance
between the loc

Title: Finance Minister Pravin Gordhan has warned that the world is
heading towards a \"currency war\" unless developed nations give
ground in negotiations

AbSum: Finance Minister Pravin Gordhan has warned that the world is
heading towards a \"currency war\" unless developed nations give
ground in negotiations at the G20. In a speech at the World Economic
History Congress in Stellenbosch on Thursday, Gordhan said that he
was encouraged

ExSum: Pravin Gordhan has criticised South Africa’s cabinet.

QGen: who is the finance minister of south africa

The Difference Between Botox and Dermal Fillers\n\nWritten by CG Cosmetic on February 19,
2015\n\nCG Cosmetic understands the difficulties that come with aging. Everyone has days
where they look in the mirror and are concerned with what they see. Whether or not you see
deep lines and wrinkles, or fine lines, aging is inevitable. The question then, is what can you do
about these signs of aging? Perhaps the most common solution people have heard of is Botox.
However, Botox is not the only option. While CG Cosmetic offers Botox procedures, we also
offer Dermal Fillers.\n\nBotox\n\nMost men and women have heard about celebrities using
Botox to rejuvenate their skin and appear more youthful, but Botox isn\u2019t just for
celebrities. Botox has provided amazing and effective results that are also safe and convenient
for many individuals. Facial lines and wrinkles often occur because of the way your muscles
work underneath your skin...

Topic: Botox vs. Dermal Fillers

Title: Botox is popular for many reasons, including it helping treat
aging lines and wrinkles. Dermal fillers, meanwhile, add volume to

AbSum: Botox relaxes muscles under the skin and helps treat aging
lines and wrinkles. Dermal Fillers, meanwhile, add volume to treat
sagging skin. CG Cosmetic offers both treatments to help patients
maintain a youthful appearance.

ExSum: Botox relaxes muscles under the skin and helps treat aging
lines and wrinkles. Dermal Fillers aims to add volume to facial features
such as lips, chin, and jaw line.

QGen: is botox used for aging?

Cryopreserved (frozen) Donor vials are available to individual Client(s)/Recipient(s), within the
United States and Worldwide to achieve Assisted Reproduction.\nBioGenetics Corporation was
established in 1980 to become the first commercial sperm bank in the United States located in
New Jersey.\n\nBioGenetics respects the current medical standards and ethics set forth by
the:\n\nAmerican Society for Reproductive Medicine (ASRM)\nAmerican Society of Andrology
(ASA)\nThe American Association of Tissue Banks (AATB)\nThe American Urological
Association (AUA)\nand all related scientific associations as well as regulatory government
agencies that\nmay impact Reproductive Cell and Tissue Banking...

Topic: Cell banking

Title: BioGenetics is a Commercial Sperm Bank and Tissue Bank

AbSum: A commercial sperm bank for patients seeking fertility
treatment and assisted reproduction

ExSum: BioGenetics is a Commercial Sperm Bank and Tissue Bank
providing services to all Assisted Reproductive Technologies.

QGen: where is biogenetics located?

Commonwealth Bank and the Australian Chamber Orchestra kick off the 2009 Great Romantics
national tour\n\nSydney, 11 June 2009: The Commonwealth Bank today congratulated the
Australian Chamber Orchestra (ACO) on the commencement of its Great Romantics
Tour.\n\nCommonwealth Bank Group Executive Human Resources and Group Services, Ms
Barbara Chapman, said the Group was committed to supporting the Arts in Australia and
helping its customers, staff and the Australian community engage with music at the highest
level.\n\n\u201cAs a partner of the ACO since 1988, we have been privileged to watch it grow
into the world class orchestra that it is today,\u201d she said.\n\n\u201cWe are proud of our
ongoing support and commitment to the ACO and excited to be the 2009 National Tour Partner
for the Great Romantics.\u201d\n\nMs Chapman said the Commonwealth Bank was especially
proud to loan its rare Guadagnini violin \u2013 crafted in 1759 in Parma, Italy, and purchased by
the Bank in 1996 \u2013 to ACO\u2019s Principal Second Violin and leader of the ACO\u2019s
Emerging Artists Program, Helena Rathbone...

Topic: Australian Chamber Orchestra and Commonwealth Bank kick
off the Great Romantics national tour

Title: Australian Chamber Orchestra and Commonwealth Bank kick off
the Great Romantics national tour

AbSum: Australian Chamber Orchestra and Commonwealth Bank kick
off the Great Romantics national tour

ExSum: Australian Chamber Orchestra and Commonwealth Bank kick
off the Great Romantics national tour. Commonwealth Bank Group
Executive Human Resources and Group Services, Barbara Chapman,
says the Group is committed to supporting the arts in Australia.

QGen: are the australian chamber orchestra part of the great romantics
tour?

Table 5: Examples of generated pseudo queries by TQGEN and QGEN.
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NQ TriviaQA WQ CuratedTREC SQuAD v1.1 EQ (Macro-Avg) AverageSetting Model MS MARCO TREC-COVID NFCorpus NQ HotpotQA FiQA-2018 ArguAna Tóuche-2020 DBPedia SCIDOCS FEVER Climate-FEVER SciFact Quora CQADupStack BEIR Avg (14) R@5 R@20 R@100 R@5 R@20 R@100 R@5 R@20 R@100 R@5 R@20 R@100 R@5 R@20 R@100 R@5 R@20 R@100 R@5 R@20 R@100
Baselines

BM25 22.8 65.6 32.5 32.9 60.3 23.6 31.5 36.7 31.3 15.8 75.3 21.3 66.5 78.9 29.9 43.0 43.8 63.0 78.2 66.3 76.4 83.1 41.8 62.3 75.5 64.6 81.1 90.4 57.5 71.2 82.0 61.0 71.4 80.1 55.8 70.9 81.5
Contriever † 20.6 27.5 31.7 25.4 48.1 24.5 37.9 16.7 29.2 14.9 68.2 15.5 64.9 83.5 28.4 36.9 47.2 67.2 81.3 59.5 74.2 83.2 44.0 65.8 79.8 67.7 85.5 93.1 44.2 63.1 78.4 50.3 64.7 76.3 52.1 70.1 82.0
SPAR † 19.3 53.1 26.5 26.2 57.2 18.5 42.0 23.4 28.1 13.4 56.9 16.4 62.7 70.4 27.9 37.3 43.9 61.8 76.8 64.4 75.5 83.1 40.7 59.9 74.7 62.5 79.1 90.4 52.1 67.1 79.2 57.4 68.2 77.7 53.5 68.6 80.3
Spider † 15.0 32.2 26.7 14.5 41.3 9.1 29.0 4.7 21.6 13.0 31.6 12.9 62.3 72.4 22.2 28.1 48.3 67.6 80.8 63.4 75.4 83.4 45.5 65.8 80.1 64.7 83.4 93.1 43.9 61.8 77.0 53.0 65.3 76.9 53.1 69.9 81.9
CPT-text S 52.9 32.0 51.5 34.1 38.7 21.0 27.2 57.1 15.8 65.4 68.1
CPT-text M 44.3 34.5 53.0 37.3 41.2 23.3 29.6 58.2 15.6 68.3 70.3
CPT-text L 42.7 36.9 54.3 39.7 39.2 22.8 31.2 63.8 16.1 71.2 68.7
Condenser 13.0 25.5 43.4 4.5 9.6 18.5 20.3 35.8 51.9 9.9 20.2 34.4 6.1 13.2 25.3 1.0 2.7 7.6 9.1 17.8 30.2
CoCondenser 28.9 46.8 63.5 7.5 13.8 24.3 30.2 50.7 68.7 11.7 22.5 39.3 8.5 16.5 28.8 0.5 1.4 8.7 14.6 25.3 38.9

Pile-CC
RC Inbatch 16.3 28.7 20.8 15.5 34.4 15.2 43.9 4.6 20.5 9.6 22.6 7.9 56.7 81.4 22.3 27.4 45.4 65.2 78.5 57.5 72.2 81.9 52.0 70.1 81.3 66.4 85.0 92.9 42.0 60.6 75.2 40.7 54.8 69.3 50.7 68.0 79.8
RC MoCo 19.2 39.5 28.0 22.3 43.0 21.2 38.1 12.6 22.2 13.8 48.1 14.6 63.5 81.8 27.1 34.0 44.7 64.2 78.1 59.2 73.8 82.5 45.3 65.6 80.6 63.4 82.4 93.2 43.0 62.5 77.2 47.6 61.3 73.8 50.5 68.3 80.9
QGen-D2Q Inbatch 24.4 55.9 31.6 35.5 53.2 29.8 33.8 16.5 32.1 15.3 62.3 14.2 60.8 80.7 30.6 39.5 51.8 72.1 84.4 60.2 74.6 83.5 46.7 68.9 81.6 70.0 87.0 94.5 39.2 58.2 73.5 55.7 68.3 77.9 53.9 71.5 82.6
QGen-D2Q+RC MoCo 23.2 63.4 31.5 32.5 52.4 28.0 38.1 20.5 29.4 14.8 55.1 14.2 65.9 81.9 29.7 39.8 51.7 70.6 82.8 63.6 76.3 83.8 52.9 71.5 82.4 70.8 87.9 94.0 43.8 63.3 77.9 55.3 67.9 78.3 56.3 72.9 83.2

Hybrid-All MoCo 23.3 58.0 30.5 28.4 53.5 25.1 39.2 17.8 31.8 15.6 62.1 17.0 63.3 77.4 26.5 39.4 46.0 66.4 80.7 63.0 75.6 83.7 48.7 69.4 82.2 68.0 85.2 93.2 43.1 62.4 77.7 53.5 66.5 77.3 53.7 70.9 82.5
Hybrid-TQGen MoCo 23.5 58.5 30.3 28.9 53.6 25.2 38.0 19.6 32.3 15.3 61.4 17.5 65.2 78.7 26.5 39.0 45.6 66.1 80.4 62.8 75.7 83.6 49.0 69.7 81.9 67.0 85.7 92.9 42.5 62.3 77.3 53.6 66.5 77.8 53.4 71.0 82.3
Hybrid-TQGen+ MoCo 24.6 59.5 32.7 32.7 57.1 26.9 41.2 17.8 32.6 16.8 65.5 16.4 67.8 79.3 29.4 41.1 49.5 69.7 82.7 64.1 76.6 84.3 51.1 70.7 82.3 69.9 86.9 93.4 43.9 63.4 78.0 56.6 68.5 78.7 55.8 72.6 83.3
Hybrid-TQGen++ MoCo 25.4 64.0 35.1 33.5 57.6 29.2 39.8 19.8 32.7 16.7 65.3 15.9 68.7 79.9 30.6 42.1 50.2 70.0 83.1 65.4 77.2 84.5 50.5 70.6 82.3 72.8 86.9 93.8 44.7 64.2 78.4 58.2 69.9 79.2 57.0 73.1 83.6

Doc-Title Inbatch 19.7 35.1 27.6 27.2 44.5 22.1 24.6 9.8 30.3 14.2 56.4 12.0 59.4 79.7 22.4 33.2 46.7 66.4 80.8 58.7 72.8 82.4 47.3 68.9 81.3 67.0 86.0 93.1 38.6 57.3 73.1 47.9 62.1 74.4 51.0 68.9 80.8
Doc-Title+RC MoCo 21.8 55.3 29.7 28.9 51.2 25.3 37.9 18.4 31.0 15.8 59.1 17.1 63.5 81.3 28.0 38.7 46.9 67.5 80.1 62.3 75.9 83.7 50.7 70.5 81.9 70.5 85.2 93.5 44.9 64.0 77.9 51.0 64.5 76.0 54.4 71.3 82.2

QExt-BM25 Inbatch 16.3 27.2 21.6 17.1 34.3 16.6 40.5 5.3 20.1 10.3 26.0 8.1 56.4 81.4 24.2 27.8 46.5 66.1 79.5 58.1 72.5 82.1 51.1 70.0 81.6 68.4 85.6 93.2 41.8 60.7 75.8 42.1 56.0 70.3 51.3 68.5 80.4
QExt-BM25+RC MoCo 20.2 46.8 28.4 24.3 47.5 22.6 37.2 13.3 25.2 14.6 53.0 16.1 63.0 82.7 27.0 35.8 44.5 65.0 80.3 60.3 74.1 82.8 44.4 68.0 80.9 65.0 85.2 92.8 43.8 63.5 77.7 50.6 63.9 75.4 51.4 69.9 81.6

QExt-PLM Inbatch 16.2 27.9 21.4 15.9 33.9 15.1 44.0 4.7 19.7 9.5 22.8 7.4 54.9 81.5 22.4 27.2 46.4 65.6 79.6 58.1 72.7 82.1 51.2 69.9 81.2 67.0 85.6 93.7 42.2 60.9 75.7 40.9 54.9 68.9 51.0 68.3 80.2
QExt-PLM+RC MoCo 20.6 53.6 30.3 27.2 47.9 22.3 39.1 19.0 29.0 14.7 59.7 17.7 64.5 82.7 27.1 38.2 45.2 65.2 79.9 61.3 74.8 83.3 45.7 68.1 81.4 65.6 84.0 93.1 44.7 63.7 78.7 50.9 64.4 76.3 52.2 70.0 82.1

TQGen-Topic Inbatch 20.7 58.2 34.1 27.6 49.4 28.1 36.7 18.6 31.2 16.0 63.9 12.1 61.8 78.5 30.3 39.0 44.2 65.0 80.3 56.9 72.3 82.3 41.0 65.2 80.6 63.5 83.7 92.7 37.1 57.1 73.8 49.4 64.0 75.7 48.7 67.9 80.9
TQGen-Topic+RC MoCo 21.2 61.6 30.7 27.4 51.7 24.7 40.0 17.3 30.7 15.8 59.6 14.7 64.8 77.9 27.9 38.9 45.6 65.7 80.9 62.0 75.4 83.7 45.7 67.3 81.1 67.2 84.9 93.5 42.2 62.3 77.6 50.7 64.5 76.4 52.2 70.0 82.2

TQGen-Title Inbatch 20.0 46.5 32.1 28.9 49.6 27.0 32.9 14.3 30.9 16.4 64.2 14.1 62.7 80.1 29.6 37.8 44.7 65.7 80.5 57.5 73.2 82.7 42.2 66.7 80.9 64.7 84.3 92.8 36.2 56.0 72.5 49.8 64.0 75.7 49.2 68.3 80.8
TQGen-Title+RC MoCo 21.8 60.0 31.0 29.0 51.8 26.3 39.3 17.0 30.0 15.8 60.7 16.1 65.0 79.4 28.7 39.3 46.8 66.6 80.4 62.7 75.8 83.9 48.2 69.0 82.0 66.0 85.3 92.9 42.4 62.2 77.1 52.8 66.2 77.2 53.1 70.8 82.3

TQGen-AbSum Inbatch 18.1 39.8 29.5 26.7 45.5 25.7 33.5 13.6 30.0 15.6 54.1 12.9 60.0 79.6 28.2 35.3 43.5 64.5 79.7 55.9 72.4 82.1 45.1 67.1 80.3 64.1 84.0 92.8 35.3 54.8 71.8 45.7 60.0 72.9 48.3 67.1 79.9
TQGen-AbSum+RC MoCo 23.3 52.7 29.9 29.8 54.0 26.8 38.7 20.2 31.1 16.6 63.6 17.8 65.6 78.1 29.3 39.6 48.3 67.1 81.0 62.3 75.6 83.9 48.7 69.7 81.4 68.3 85.3 92.8 43.6 62.3 77.0 55.0 67.4 77.8 54.4 71.2 82.3

TQGen-ExSum Inbatch 18.9 40.5 30.4 27.4 46.7 26.9 34.3 13.9 31.3 15.1 55.9 13.4 62.2 80.6 29.1 36.3 46.0 66.5 81.0 56.5 73.1 82.4 45.4 67.5 79.7 64.8 84.2 92.1 36.4 55.8 72.4 47.3 61.5 73.8 49.4 68.1 80.2
TQGen-ExSum+RC MoCo 23.0 55.8 29.4 29.5 54.4 27.6 39.4 16.3 31.8 16.1 61.2 16.4 65.6 79.0 28.7 39.4 48.8 67.9 80.8 63.2 76.1 83.8 49.4 69.8 81.5 67.2 85.3 92.5 43.6 63.0 77.7 54.2 66.8 77.5 54.4 71.5 82.3
Wikipedia
RC Inbatch 14.0 23.8 13.7 20.2 32.0 9.4 43.2 2.9 19.2 8.1 23.3 10.8 52.4 76.8 18.1 25.3 40.7 60.3 75.7 50.9 66.9 79.1 30.2 50.7 68.7 48.3 69.6 86.9 29.4 49.6 67.9 26.4 40.3 58.4 37.6 56.2 72.8
RC MoCo 17.5 35.5 22.8 25.1 42.1 13.8 38.5 6.9 22.0 12.1 40.5 15.7 60.9 76.7 20.8 30.9 43.8 62.9 77.5 55.8 70.7 80.8 30.2 52.2 70.9 48.6 72.6 88.6 34.0 53.4 71.4 36.6 51.7 67.5 41.5 60.6 76.1

QGen-D2Q Inbatch 25.4 58.3 26.1 39.8 55.3 23.6 28.9 17.2 31.0 11.7 67.9 21.7 59.2 77.7 20.4 38.5 58.2 75.5 86.1 65.0 76.7 83.6 56.7 73.8 82.7 75.7 88.6 93.8 44.3 62.5 76.8 61.7 71.7 79.8 60.3 74.8 83.8
QGen-D2Q+RC Inbatch 23.5 53.1 22.7 39.6 54.5 22.5 41.0 14.7 27.3 10.9 44.0 13.1 60.0 62.9 22.8 34.9 57.8 74.9 85.5 65.6 77.0 84.1 56.0 73.5 82.3 75.9 88.0 94.0 46.7 63.9 77.5 60.3 70.7 79.4 60.4 74.7 83.8
QGen-D2Q MoCo 16.3 42.5 19.7 19.8 38.0 12.3 32.5 8.3 25.1 9.7 26.6 10.9 46.4 75.3 17.7 27.5 39.4 59.0 74.9 57.6 71.3 80.8 48.9 67.5 79.9 70.2 86.2 93.1 38.6 57.3 73.9 45.5 59.7 73.0 50.0 66.8 79.3
QGen-D2Q+RC MoCo 23.7 64.9 26.2 35.9 55.3 22.1 36.8 21.1 28.1 12.8 50.3 17.9 62.3 79.9 25.4 38.5 53.8 71.8 83.4 66.0 77.4 84.1 54.7 71.6 82.5 76.1 88.8 94.5 47.1 65.8 79.4 56.4 69.0 78.9 59.0 74.0 83.8

QGen-PAQ Inbatch 22.3 49.3 19.3 42.6 55.9 16.4 2.0 12.8 24.1 10.3 42.2 10.5 55.0 74.0 20.1 31.0 65.3 79.7 87.4 72.5 80.9 86.0 57.6 73.8 83.3 82.1 90.6 95.7 55.2 71.2 82.4 59.8 70.5 79.4 65.4 77.8 85.7
QGen-PAQ+RC Inbatch 19.1 25.9 25.0 26.0 46.8 15.2 39.5 12.6 26.7 11.1 35.0 10.8 52.9 81.1 19.9 30.6 51.9 71.3 83.6 66.0 77.3 84.2 48.5 68.9 81.5 73.9 87.5 94.7 46.3 63.7 78.2 50.7 64.5 76.7 56.2 72.2 83.1
QGen-PAQ MoCo 21.4 37.2 24.9 36.6 52.3 16.4 10.4 16.5 28.8 10.2 45.5 8.8 59.7 74.9 23.7 31.8 63.4 78.6 87.1 70.2 80.3 85.9 54.6 72.2 82.6 79.1 89.9 95.1 55.4 71.9 82.9 52.7 65.9 77.4 62.6 76.5 85.2
QGen-PAQ+RC MoCo 22.6 28.4 23.1 26.7 49.8 14.7 32.0 10.7 26.6 9.7 31.4 5.7 53.9 82.3 23.7 29.9 56.9 74.2 85.2 70.0 79.7 85.4 54.3 71.4 81.9 77.0 89.3 96.1 55.1 71.8 83.0 52.6 66.0 77.7 61.0 75.4 84.9

Doc-Title Inbatch 14.7 37.7 27.5 22.6 41.6 13.6 24.7 17.2 28.8 10.9 60.9 13.4 45.4 61.6 14.1 30.0 35.9 54.6 71.2 49.6 64.7 76.9 32.2 55.3 72.8 51.2 73.2 87.6 25.5 42.7 61.9 49.2 61.6 73.0 40.6 58.7 73.9
Doc-Title+RC Inbatch 16.0 25.3 27.1 25.4 43.4 12.9 36.0 14.8 27.1 10.8 46.7 11.7 56.7 65.2 18.0 30.1 21.3 45.6 54.8 63.1 77.3 32.0 55.2 63.2 69.8 80.7 12.9 32.7 44.1 53.0 71.4 23.3 51.3 62.3 71.0 87.3 12.4
Doc-Title MoCo 12.0 42.3 23.0 14.5 34.7 7.1 31.9 8.0 22.9 10.1 19.7 4.6 47.7 72.4 14.3 25.2 32.3 51.6 68.9 48.3 63.9 76.3 34.3 53.3 72.2 51.7 71.3 85.7 26.1 44.3 63.1 39.6 53.2 67.0 38.7 56.3 72.2
Doc-Title+RC MoCo 18.5 40.4 26.8 27.8 47.4 15.8 38.0 10.7 28.0 12.9 49.8 13.8 60.3 76.7 22.9 33.7 45.6 66.5 79.9 59.5 72.9 82.3 36.1 57.0 74.0 57.1 77.8 89.5 36.9 56.2 72.9 47.2 60.6 73.0 47.1 65.2 78.6

Doc-Anchor Inbatch 15.6 36.3 27.1 22.3 44.6 12.5 26.3 13.7 26.9 11.6 42.7 10.1 50.0 74.5 18.3 29.8 36.4 56.7 74.3 55.7 70.6 80.8 32.7 55.6 74.4 51.6 76.5 89.3 28.9 47.9 67.6 35.9 51.8 68.2 40.2 59.9 75.8
Doc-Anchor+RC Inbatch 16.5 32.3 27.7 22.4 38.9 14.1 34.1 9.5 25.7 12.6 21.2 11.0 60.7 76.7 20.8 29.1 41.7 61.9 77.6 57.3 71.3 81.9 31.9 51.9 72.6 52.0 75.4 88.3 31.6 50.6 69.7 31.4 46.1 63.1 41.0 59.5 75.5
Doc-Anchor MoCo 16.7 49.5 25.6 23.5 49.6 14.1 38.0 14.6 29.1 12.8 40.5 13.6 54.2 76.8 20.9 33.1 39.4 58.7 75.9 59.5 73.1 82.1 36.2 57.2 76.0 60.1 79.1 91.6 37.5 55.8 72.7 44.1 58.4 72.2 46.1 63.7 78.4
Doc-Anchor+RC MoCo 17.9 51.8 26.8 27.8 48.1 16.4 36.7 18.3 27.3 13.0 50.9 17.0 60.3 77.8 23.3 35.4 45.1 64.7 79.1 59.1 72.7 82.6 37.9 58.2 76.2 56.2 78.4 90.8 36.0 55.4 72.6 45.6 59.3 72.1 46.7 64.8 78.9

QExt-Self Inbatch 11.4 30.2 16.4 19.1 39.0 11.8 8.8 2.3 12.6 9.5 37.2 14.1 59.6 71.2 19.9 25.1 39.3 56.8 72.7 48.5 64.2 77.2 28.7 47.6 66.5 46.8 68.2 83.4 31.0 48.7 66.3 29.1 42.9 59.7 37.2 54.7 71.0
QExt-Self+RC Inbatch 14.6 25.9 15.6 22.1 36.0 11.3 36.7 3.5 20.8 9.0 32.5 13.2 54.7 77.2 20.2 27.1 41.5 60.3 75.8 51.5 67.1 79.4 29.8 50.6 68.1 47.6 71.2 86.2 31.5 50.7 69.6 26.7 40.3 58.8 38.1 56.7 73.0
QExt-Self MoCo 9.9 29.1 16.1 14.0 28.1 9.1 2.2 4.4 18.7 8.0 18.7 10.8 38.4 69.3 14.9 20.1 34.7 51.4 67.6 48.7 64.1 76.7 34.6 54.7 71.7 54.3 75.2 88.2 32.0 50.0 67.6 29.9 43.0 58.5 39.0 56.4 71.7
QExt-Self+RC MoCo 12.2 27.8 14.3 17.0 31.2 8.7 29.7 4.5 19.4 8.5 20.1 10.8 40.4 68.6 14.1 22.5 37.7 55.3 70.0 51.9 67.5 78.7 34.6 56.4 73.0 55.2 76.4 88.0 33.8 52.1 69.4 32.7 45.0 60.0 41.0 58.8 73.2

QExt-BM25 Inbatch 11.4 30.2 16.4 19.1 39.0 11.8 8.8 2.3 12.6 9.5 37.2 14.1 59.6 71.2 19.9 25.1 39.2 58.0 73.5 49.9 66.2 78.4 27.8 47.7 65.9 44.7 67.0 83.7 28.1 46.6 65.7 30.6 45.0 62.1 36.7 55.1 71.5
QExt-BM25+RC Inbatch 15.3 28.2 18.0 22.3 35.3 12.8 27.8 3.4 18.1 9.7 27.6 12.4 58.0 76.9 21.4 26.6 42.7 61.6 77.2 52.5 67.8 79.9 31.4 52.2 70.0 50.3 71.2 87.0 31.0 50.9 69.6 29.3 43.9 61.6 39.5 57.9 74.2
QExt-BM25 MoCo 15.8 19.5 21.5 18.3 36.6 9.7 16.2 3.5 19.6 10.1 21.3 7.1 52.6 66.0 21.8 23.1 40.2 58.6 74.2 57.4 70.9 81.0 39.6 59.6 75.0 57.9 77.5 90.1 41.2 59.1 74.5 38.0 52.2 67.4 45.7 63.0 77.0
QExt-BM25+RC MoCo 17.1 29.2 25.3 24.3 40.9 15.0 35.6 9.0 17.5 12.6 26.9 16.7 58.5 75.9 22.6 29.3 45.8 63.7 78.2 59.2 73.0 82.2 34.0 57.4 74.2 57.4 75.9 89.8 38.5 57.5 74.4 42.8 56.7 70.4 46.3 64.0 78.2

QExt-PLM Inbatch 15.0 28.4 15.1 26.8 31.2 14.1 3.9 8.9 16.9 10.6 45.8 12.4 57.0 76.4 21.2 26.3 39.8 59.1 74.7 48.9 65.7 78.3 31.1 50.9 69.4 46.8 70.5 86.3 30.0 49.1 68.9 24.4 38.5 56.8 36.8 55.6 72.4
QExt-PLM+RC Inbatch 15.1 28.0 21.8 25.0 34.8 12.8 11.1 8.1 21.6 10.4 39.7 13.8 57.1 77.1 21.8 27.4 40.9 59.9 75.3 49.4 66.1 79.1 29.5 49.9 69.2 47.0 70.9 86.6 29.6 49.7 69.1 23.1 37.6 56.9 36.6 55.7 72.7
QExt-PLM MoCo 16.7 26.0 24.1 23.1 34.5 12.8 44.5 11.9 22.3 11.5 26.7 10.6 57.4 78.6 21.3 29.0 43.6 62.5 77.5 58.8 72.6 81.8 37.1 59.2 76.7 59.4 79.7 91.6 38.2 57.6 74.5 42.9 57.3 71.6 46.6 64.8 79.0
QExt-PLM+RC MoCo 18.6 44.0 26.5 28.6 44.8 15.5 32.3 15.0 24.6 12.1 53.0 20.8 60.9 78.6 23.0 34.3 44.2 63.2 78.7 57.7 72.2 82.1 34.2 55.2 74.8 53.3 75.9 90.1 35.5 55.4 73.3 41.5 56.1 70.3 44.4 63.0 78.2

TQGen-Topic Inbatch 21.3 62.4 30.3 29.7 54.3 21.2 32.8 21.4 31.6 13.5 67.7 15.9 60.9 76.9 25.8 38.9 44.2 64.6 79.1 61.8 74.7 82.9 45.6 66.8 79.9 67.0 83.3 92.4 41.9 60.2 75.5 57.0 68.5 78.3 52.9 69.7 81.3
TQGen-Topic+RC Inbatch 21.5 56.2 30.0 31.2 52.2 22.9 42.0 17.1 30.7 13.9 56.3 14.2 63.6 78.5 26.5 38.2 48.3 67.0 80.3 62.6 75.4 83.4 45.1 66.5 80.4 66.1 82.7 92.1 43.7 62.3 76.9 53.1 66.3 77.0 53.2 70.0 81.7
TQGen-Topic MoCo 15.4 51.1 24.8 16.0 39.4 13.8 32.9 9.9 22.6 11.9 30.3 12.2 49.8 76.0 17.1 29.1 34.6 54.6 72.3 54.7 69.8 80.4 42.6 61.4 77.4 56.1 78.8 89.9 35.3 54.3 71.9 43.6 58.5 72.3 44.5 62.9 77.4
TQGen-Topic+RC MoCo 21.3 62.1 27.6 29.9 53.9 20.8 39.2 18.9 29.8 13.8 55.7 15.1 64.5 80.2 25.5 38.3 46.4 66.5 80.5 63.8 76.0 83.6 47.3 67.7 80.8 68.6 84.2 93.2 44.5 63.6 78.6 53.8 66.9 77.9 54.1 70.8 82.4

TQGen-Title Inbatch 20.8 58.6 30.1 31.0 52.0 22.6 32.0 20.4 30.4 14.2 69.7 16.5 61.6 78.2 25.8 38.8 46.5 67.2 80.7 61.5 75.4 83.5 46.7 68.4 80.8 66.7 85.2 92.1 40.7 59.7 75.3 57.4 69.6 79.2 53.2 70.9 81.9
TQGen-Title+RC Inbatch 20.9 49.3 28.8 30.7 45.1 22.7 39.7 13.7 28.2 14.4 58.6 15.0 64.2 77.3 25.8 36.7 48.5 68.0 81.0 63.0 75.8 83.6 45.9 68.3 80.9 68.3 85.5 91.9 42.6 61.6 76.6 53.7 67.1 77.7 53.6 71.0 82.0
TQGen-Title MoCo 18.5 61.1 24.7 21.4 46.2 14.8 27.8 13.4 23.3 12.4 35.3 12.8 54.6 74.4 19.8 31.6 38.5 58.8 74.4 58.3 72.1 82.3 44.4 65.6 80.6 61.7 81.3 91.5 38.6 57.7 74.4 49.6 63.3 75.6 48.5 66.5 79.8
TQGen-Title+RC MoCo 21.6 64.5 27.8 29.9 52.1 20.3 37.7 23.7 28.7 13.6 56.9 17.8 63.4 77.7 25.1 38.5 46.1 66.5 80.0 63.1 76.2 83.9 47.7 68.0 81.9 68.2 85.5 92.8 43.4 63.2 77.9 53.6 66.6 77.4 53.7 71.0 82.3

TQGen-AbSum Inbatch 17.4 51.2 27.7 27.2 46.8 20.8 35.3 15.5 26.5 14.1 64.0 16.1 60.5 77.8 25.3 36.3 47.2 67.1 81.1 63.4 76.4 83.9 48.8 69.6 81.6 68.9 86.3 93.2 42.5 60.9 76.6 57.6 69.7 79.5 54.7 71.7 82.6
TQGen-AbSum+RC Inbatch 17.0 40.1 26.2 25.6 41.7 18.7 40.7 13.1 24.5 13.7 53.5 15.2 60.6 77.3 25.0 34.0 48.0 66.9 80.9 63.2 76.0 83.8 49.3 68.8 81.5 72.1 86.6 92.9 44.4 62.7 77.3 53.3 66.7 77.6 55.0 71.3 82.3
TQGen-AbSum MoCo 21.2 53.3 25.3 25.9 45.6 17.3 41.2 15.7 24.7 13.6 40.5 15.7 59.8 71.0 21.2 33.6 46.1 65.9 79.4 63.8 75.9 83.9 50.5 69.6 81.5 70.9 85.7 92.9 44.3 63.3 78.3 52.5 66.3 78.1 54.7 71.1 82.4
TQGen-AbSum+RC MoCo 21.2 61.3 25.5 31.0 52.2 19.7 38.2 20.1 27.4 13.4 56.0 19.1 61.5 73.0 22.4 37.2 47.5 67.2 80.7 64.5 76.5 84.0 49.5 68.5 81.0 69.5 85.7 93.1 44.2 63.3 78.1 54.7 67.6 78.2 55.0 71.5 82.5

TQGen-ExSum Inbatch 18.2 46.4 27.9 30.7 46.7 20.9 34.3 13.8 27.3 14.0 67.8 16.4 61.8 79.4 26.6 36.7 50.6 69.8 81.9 63.6 76.5 83.9 48.8 68.9 81.6 69.2 87.3 92.8 43.4 61.9 77.3 57.0 68.9 78.6 55.4 72.2 82.7
TQGen-ExSum+RC Inbatch 17.6 38.0 26.5 26.1 39.1 20.1 40.0 13.0 25.0 13.3 53.9 13.7 60.9 79.2 25.6 33.9 50.7 68.6 81.1 63.5 76.0 84.0 48.9 68.5 80.6 71.0 87.2 92.7 44.8 63.5 77.7 49.8 63.5 75.5 54.8 71.2 81.9
TQGen-ExSum MoCo 22.8 60.8 26.7 31.1 51.9 18.7 36.5 16.2 28.5 13.6 47.9 15.8 64.5 73.6 23.2 36.4 48.9 67.5 81.0 65.8 77.1 84.3 51.6 69.8 81.8 70.5 86.5 92.8 47.2 65.2 79.4 53.9 67.1 78.4 56.3 72.2 82.9
TQGen-ExSum+RC MoCo 22.5 57.9 27.0 32.6 54.9 19.4 39.9 17.6 30.4 13.4 57.6 17.5 62.7 75.0 24.3 37.9 49.5 67.3 81.2 65.9 77.1 84.3 51.1 70.1 82.1 72.2 85.9 92.5 46.2 64.9 79.3 56.1 68.5 78.8 56.8 72.3 83.0

Table 6: Scores for all of the experiments in this paper. For MS MARCO and BEIR datasets, we report the nDCG@10. For six open-domain QA datasets, we report the Recall@5/20/100. We highlight the best and second best in each column, and best in each group per column.



MM BEIR Avg (14) trec-covid nfcorpus nq hotpotqa fiqa arguana webis-touche2020 dbpedia-entity scidocs fever climate-fever scifact quora cqadupstack
BM25 22.8 43.0 65.6 32.5 32.9 60.3 23.6 31.5 36.7 31.3 15.8 75.3 21.3 66.5 78.9 29.9
DPR 35.4 36.8 57.5 21.0 39.8 37.1 27.4 41.4 20.8 23.6 10.7 58.9 17.6 47.5 84.2 28.1
ANCE 38.8 40.5 65.4 23.7 44.6 45.6 29.5 41.5 24.0 28.1 12.2 66.9 19.8 50.7 85.2 29.6
ColBERT 40.1 44.4 67.7 30.5 52.4 59.3 31.7 23.3 20.2 39.2 14.5 77.1 18.4 67.1 85.4 35.0
SPAR† 38.0 41.5 14.8 16.5 15.0 35.5 9.4 15.0 5.2 21.7 7.7 14.4 1.5 29.3 64.2 17.7
Spider† 24.8 19.1 53.3 31.1 46.1 50.5 29.3 47.5 16.6 34.3 16.2 56.7 18.8 51.2 85.3 29.2
LaPraDor† 38.9 40.4 59.9 28.6 43.0 59.4 25.5 32.4 24.1 34.7 14.2 71.6 19.3 60.8 80.0 27.5
Condenser (Book&Wiki)† 38.7 40.9 56.9 28.6 46.3 50.0 25.4 43.0 17.1 35.0 13.8 68.6 22.7 54.1 84.8 26.1
CoCondenser (MSMARCO)† 40.8 42.9 66.3 31.8 46.4 50.9 29.8 43.6 20.4 35.9 14.2 66.2 23.1 56.7 85.6 29.1
Contriever† 41.3 45.2 65.4 33.1 52.0 64.6 32.8 26.1 18.9 42.0 15.9 74.8 21.9 67.6 85.7 32.6
QGen-D2Q 39.6 43.9 68.3 31.6 49.8 58.2 29.7 27.0 19.8 38.7 14.6 70.0 23.6 65.9 85.1 31.7
RandomCrop 38.4 42.4 67.9 31.1 47.3 57.1 29.4 23.5 16.0 38.0 13.8 70.2 20.7 63.8 84.5 30.4
QExt-PLM 38.8 42.5 67.7 31.8 47.2 57.8 28.0 22.2 17.9 38.4 14.4 69.7 20.6 63.9 84.6 31.1
TQGen-Topic 38.8 43.2 70.0 31.0 48.1 58.1 28.5 24.4 19.7 38.0 14.6 71.2 21.5 63.5 84.9 30.7
TQGen-Title 38.8 43.2 70.0 31.0 48.1 58.1 28.5 24.4 19.7 38.0 14.6 71.2 21.5 63.5 84.9 30.7
TQGen-AbSum 39.1 43.9 71.7 31.8 50.0 59.6 30.1 22.1 18.3 39.4 15.1 73.5 21.9 65.4 84.8 31.1
TQGen-ExSum 38.8 43.1 72.3 31.2 47.2 57.6 29.7 25.7 18.0 39.0 14.2 69.8 19.0 64.0 84.9 30.7
Hybrid-All 38.9 43.6 68.3 31.6 48.2 58.9 28.4 24.9 20.3 39.1 14.7 72.8 22.1 65.0 85.1 30.4
Hybrid-TQGen+ 40.3 44.7 69.2 32.9 50.8 61.3 30.9 26.2 19.7 39.8 15.8 72.1 22.1 66.5 85.8 32.5
Hybrid-TQGen++ 40.9 45.8 74.0 35.2 51.4 63.3 31.9 24.9 20.1 40.7 15.6 72.4 23.5 68.7 86.2 33.3

Table 7: Detailed fine-tuning scores.
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