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Abstract

Engineering design optimization seeks to automatically determine the shapes,
topologies, or parameters of components that optimize performance under given
conditions. This process often depends on physics-based simulations, which are
difficult to install, computationally expensive, and require domain-specific exper-
tise. To mitigate these challenges, we introduce EngiBench, the first open-source
library and datasets spanning diverse domains for data-driven engineering design.
EngiBench provides a unified API and a curated set of benchmarks—covering
aeronautics, heat conduction, photonics, and more—that enable fair, reproducible
comparisons of optimization and machine learning algorithms, such as generative
or surrogate models. We also release EngiOpt, a companion library offering a col-
lection of such algorithms compatible with the EngiBench interface. Both libraries
are modular, letting users plug in novel algorithms or problems, automate end-to-
end experiment workflows, and leverage built-in utilities for visualization, dataset
generation, feasibility checks, and performance analysis. We demonstrate their
versatility through experiments comparing state-of-the-art techniques across multi-
ple engineering design problems, an undertaking that was previously prohibitively
time-consuming to perform. Finally, we show that these problems pose significant
challenges for standard machine learning methods due to highly sensitive and
constrained design manifolds [
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FIGURE 1: Overview of ENGIBENCH and ENGIOPT components.
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1 Introduction

Designing complex engineering systems has traditionally relied on iterative optimization processes
and computationally expensive simulations. Recent advances in machine learning (ML)—particularly
in inverse design (ID) and surrogate modeling (SM)—offer promising alternatives. Rather than re-
peatedly evaluating candidate designs through costly simulations, ID methods aim to generate designs
directly from desired conditions and performance specifications, while surrogate models approximate
simulation outputs. By significantly reducing the number of simulation calls, these approaches enable
more efficient exploration of design spaces and lower computational costs. Engineering design
researchers have explored ML methods for accelerating design exploration and optimization in many
different directions: approximating optimal designs [9], comparing neural operators or surrogate
models [[15], exploring design spaces/configurations [335], studying transfer learning [4]], among many
others.

However, progress in data-driven engineering design has been significantly slowed by the lack of
standardized simulation environments and publicly available, diverse datasets [60]. Most existing
datasets are not shared, making it difficult to reproduce results or compare methods fairly. Even
for datasets that do exist, different problem formulations often use different conventions or metrics,
making it difficult or time consuming to compare algorithms across problems. Lastly, generating new
datasets is not only computationally expensive, but also requires configuring and deploying complex
simulation software—such as for computational fluid dynamics (CFD), finite element analysis (FEA),
or circuit simulation—which can take weeks or even months and demands considerable domain
expertise. This complexity presents a barrier to entry for ML researchers without an engineering
background, narrowing research in these domains. As a result, researchers often focus on a single
application domain, limiting broader generalization and hindering cross-domain benchmarking of
algorithms.

To address this gap, we introduce ENGIBENCH—an open-source library supporting multiple do-
mains in data-driven engineering designE] It provides an intuitive and extensible Python API that
unifies the modeling of diverse design problems and includes a suite of rigorously tested problem
implementations. Each ENGIBENCH problem comprises a simulation engine and an associated
dataset—encapsulating designs, objective values, attributes, and conditions—accessible via a stan-
dardized interface (see Fig. [T). To showcase the possibilities of using our framework, we also
open-source a CleanRL-style [31]] companion library called ENGIOPT, which contains a collection
of ML and optimization algorithms integrated with ENGIBENCH.

The key contributions of this paper are:

1. Novel challenging ML tasks that include hard constraints on what defines a feasible solution, and
domain-specific metrics going further than statistical similarity, see Section 2.1} We show that the
proposed problems are far from trivial, as these manifolds are highly sensitive to slight changes in
the design space (e.g., keeping the continuity of an airfoil spline), making them difficult to learn
with traditional methods, see Section

2. A unified API which can be used in various optimization or ML paradigms, including inverse
design, surrogate-based optimization, physics-informed neural networks (PINNs), etc. This API
eases testing algorithms on a diverse set of problems for the engineering design community, see
Section[3.1]

3. Easy access to a diverse collection of real-world engineering design problems and associated
physics simulators modeling different physical laws. The datasets collected on these problems are
also made publicly available. These include problems across aerodynamics, heat transfer, power
electronics design, photonics, etc., see Section@

4. A curated set of well-known generative and optimization algorithms implementations compatible
with our API. This allows for benchmarking of multiple baseline algorithms across various
design problems. In our proof-of-concept experiments, we observe that, contrary to popular
belief, unconditional generative adversarial networks (GANs) may outperform their conditional
counterparts and diffusion models on specific metrics relevant to engineering design; see Section[4]

SENGIBENCH builds on the Maryland Inverse Design Benchmark (MIDBench) project (https://ideal |
umd . edu/midbench/), which served as an initial prototype but did not reach the maturity needed for publication
or widespread adoption.
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2 Preliminaries and Related Work

ENGIBENCH aims at easing the work of researchers in ML for engineering design, but also proposes
new challenges for the ML community. This section first defines the problem, its solutions, and
how progress is generally measured in the field, it then discusses existing related works and how
ENGIBENCH differs from those.

2.1 Problem setting

The problem of finding optimal designs in engineering, often approached computationally, can
be formulated as the following optimization problem. Let x € X C R? represent the design
variables (e.g., spline parameters of an airfoil), a : X — A C R be attributes computed for each
design (e.g., mass), c € C C R represent the environmental conditions (e.g., cruising velocity),
f: X xC— F CR°be a (multi-)objective function (e.g., drag and lift), o represent simulation
assumptions and limitations (e.g., numerical approximations), and g and h represent inequality and
equality constraints, respectively (e.g., a constraint ensuring the lift coefficient must exceed a given
minimum). Then, without loss of generality,

L. = . gi(xaa(z)vcag)goa i1=1,...,q,
minimize f(xz,¢,0) subject to )
TEX hj(z,a(x),c,0) =0, j=1,...,r

where f only approximates the true objective f due to the simulation assumptions & limitations CTE]

The solutions to this problem depend on the specific context and can take different forms: a single
optimal design, a Pareto set of optimal designs when multiple objectives are considered, or a diverse
set of near-optimal designs, allowing the human designer to select the most suitable one when
exploring the design space.

Solving methods In engineering design, optimization methods such as genetic algorithms (GAs) or
adjoint solvers have traditionally been used to search for the optimal design variables z* € X. How-
ever, this process is computationally expensive, as it requires running simulation software to evaluate
each design. ML approaches, such as inverse design and surrogate-based optimization, have emerged
as popular alternatives. These methods leverage datasets D = {(z;, a(x;), ¢;, f (i, ¢;)) }2, of exist-
ing designs, their corresponding properties, and performance outcomes to reduce the computational
burden of traditional optimization techniques.

Inverse design aims to learn a (generative) model m : A x C — X that can predict the optimal
design variables * given desired attributes a and conditions c. The output of such a model is rarely
optimal but is often used as an initial guess for the optimization process to speed up its convergence.
The model can also be used as an operator in a classical search algorithm [60].

Surrogate-based optimization approximates the objective function f(z, ¢) using a surrogate model
m : X x C — F. This model is then used to guide the optimization process (e.g., Bayesian opti-
mization, GAs, or gradient-based methods when m is differentiable), replacing the computationally
expensive simulations with faster approximations.

Performance metrics Depending on the context and application, engineers prioritize different
aspects of a model’s output and often rely on performance metrics that go beyond mean squared
error. In some cases, they may even prefer models that produce less detailed but easier-to-optimize
outputs (e.g., blurry images) over sharper ones [25]. Below, we outline several metrics used in our
experiments. For a more comprehensive overview, we refer the reader to Regenwetter et al. [61].

Similarity: A model should generate results similar to the dataset. In inverse models, this means
matching the dataset distribution, while surrogate models aim for accurate predictions of the objective
values. A common metric is maximum mean discrepancy (MMD, [23]]), which measures the distance
between two distributions. Given a dataset D = {z;}/Y, and generated samples D, = {;}}7,,
MMD is defined as MMD?(k, D, D,) = E[k(z,2")] + E[k(2, 2')] — 2E[k(z, 2)], where k(-,-) is a

*For conciseness, we often omit ¢ and denote f(z, ¢, ) as f(z, c).



kernel function (e.g., Gaussian)E] A lower MMD indicates better alignment between generated and
real distributions.

Diversity: In inverse problems, to allow for exploration of the design space, models should generate
a diverse set of designs. Determinantal point processes (DPP, [37]) quantify diversity by favoring
well-spread-out samples. Given a similarity kernel X € RM*M with elements K = k(&;,%;),
diversity is measured as DPP(D,) = det(K’). A higher determinant value indicates greater diversity.

Optimality: Engineers prefer models that generate high-performance designs. The cumulative
optimality gap (COG) measures how far a generated design lags behind the best known objective
value throughout the optimization process. Let f* = max,cx f(x, ¢) denote the optimal objective
value under condition c, typically estimated using an adjoint solver. For a generated design & = x
that is refined through T optimization steps yielding a sequence zg, . . . , zr, the COG is defined as

COG(xp) = Zt olf f(x,¢) — f*). A lower COG implies the optimization path remained close to
optimal throughout, and is thus preferred in practical settings.

Feasibility: Designs must be physically feasible and avoid constraint violations. The ratio of violated
constraints (RVC) measures how many generated samples fail to satisfy constraints on the designs. It
is defined as

M

RVC(D Z (Fi € [1,q] s.t. gi(&x,a(Ex),c) > 0o0r3j € [1,7] s.t. hj(Ex, a(Zk),c) #0),
M=

where () is an indicator function. A lower RVC indicates that the model tends to generate designs
that satisfy physical and problem-specific constraints more reliably. Another indicator used in this
work is the ratio of failed simulations (RF), which measures the number of generated designs that
threw errors when trying to simulate.

2.2 Related work

Datasets and Benchmarks: A wealth of well-known datasets have been used over the years to
assess the performance of ML algorithms. Examples such as MNIST [39]] and CIFAR-10 [36]]
have streamlined the work of ML practitioners, enabling fair comparisons and reducing publication
workloads. However, most of these tasks primarily focus on maximizing the similarity between model
outputs and dataset labels, and are often unconstrained. In contrast, our problems require running
heavyweight simulations (e.g., CFDs) to validate designs. Recently, a few general benchmarks
have bridged new gaps in ML for complex physical systems. For example, PDEBench [66] and
LagrangeBench [68]] propose a wide range of new datasets and metrics for ML applications in Partial
Differential Equation (PDE) flow problems. While some valuable concepts are presented that may be
extended to other domains, these works are limited to the single-physics domain of fluid flows. In
contrast, ENGIBENCH provides a much wider variety of engineering datasets encompassing both
single- and multi-physics domains. A few novel works that do include significant multi-physics
data are BubbleML [28], which benchmarks different neural operators and UNets for capturing
phase change phenomena, and The Well [54], a large collection of numerical simulations for various
spatiotemporal physical systems to train and evaluate surrogate ML models. Although the scale
and variety of simulation data are impressive in both works, little emphasis is placed on generalized
metrics or analysis across different problems, and no APIs or extensions to generative modeling are
provided. In ML specifically for engineering design, most studies rely on custom datasets, often kept
private, limiting reproducibility and benchmarking. Fortunately, this trend is changing, and recent
efforts have made datasets publicly available for specific domains such as airfoils [10], beams [65],
bicycles [59], car bodies [[15], among many others. However, these datasets remain problem-specific,
making cross-domain benchmarking difficult and slowing the study of the generalization of ML
methods across engineering tasks.

Simulation software in engineering design: Unlike conventional ML tasks, engineering design
requires evaluating solutions via physics-based simulations. Simulation software has been developed
for decades to evaluate designs, with open-source examples such as MachAero for CFD in airplane
design 72,162} 43]], Dolfin/FEniCS for FEAs [41] 142], and NgSpice [1]] in circuit simulation, along

5Note that z would denote designs () for inverse design models and objective values ( f (z, c)) for surrogate
models.
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FIGURE 2: Visualization of some of the implemented problems.

with many closed-source/commercial solver packages. However, these tools often present significant
barriers to use: they can be difficult to install and parameterize, frequently involve long setup times,
may produce inconsistent results due to differences in simulator versions or simulation configurations,
or, in the case of commercial tools, cannot be easily adopted or scaled without significant cost.
Moreover, their heterogeneous interfaces and problem representations further complicate integration
into ML or optimization workflows, making it difficult to apply the same codebase across different
design problems to conduct cross-domain studies. Collectively, these challenges create a high barrier
to entry for ML practitioners, slow down research progress, and hinder reproducibility in the field.

3 EngiBench

To address these challenges, we propose ENGIBENCH, an open-source library designed for data-
driven engineering design across multiple domains. It provides an intuitive and extensible Python
API that unifies the modeling of diverse design problems. Conceptually, each ENGIBENCH problem
consists of a simulation engine and an associated dataset containing designs, objectives, attributes,
and conditions, all accessible through a standardized interface; see Fig. m

ENGIBENCH abstracts away simulation complexities behind its user-friendly API. This allows ML
and engineering researchers to focus on modeling and optimization rather than spending weeks
configuring simulation environments. Additionally, ENGIBENCH provides a repository of ready-
to-use problems and datasets generated from the supported simulators, see Fig. 2] Researchers can
directly leverage these datasets for training and validating models without needing to generate their
own, significantly accelerating experimentation and enhancing reproducibility in ML for engineering
design.

3.1 Application Programming Interface

from engibench.problems.beams2d.v0 import Beams2D

problem = Beams2D(seed=42) # Instantiate problem

# Inspect problem

problem.design_space # Boz (0.0, 1.0, (50, 100), float64)
problem.objectives # (("compliance"”, "MINIMIZE"),)
problem.conditions # (("wolfrac”, 0.35), ("forcedist”, 0.0),...)
problem.dataset # 4 HuggingFace Dataset object

# inverse_model = train_inverse(problem.dataset)

desired_conds = {"volfrac": 0.7, "forcedist": 0.3}

10 # generated_design = inverse_model.predict(desired_conds)

11 random_design, _ = problem.random_design()

12 # check constraints on the design, config pair

13 violated_constraints = problem.check_constraints(random_design, desired_conds)
14 if not violated_constraints:

© % N R W N =

15 # Only simulate to get objective values

16 objs = problem.simulate(random_design, desired_conds)

17 problem.reset (seed=41)

18 # 0r run a gradient-based optimizer to polish the design

19 opt_design, history = problem.optimize(random_design, desired_conds)
20 problem.render (opt_design)

LISTING 1: API example.



Listing[T]illustrates a high-level usage example of our API. Users can instantiate a problem (lines 1-2),
extract relevant training data (lines 4-7), generate new designs (lines 8—11), check constraints for
those designs (lines 13—14), validate or optimize these designs using a simulation engine (lines 15-19),
and render a given design (line 20). A key feature of the API is its flexibility: switching to a different
problem only requires modifying the first two lines of code, such as importing HeatConduction2D
instead of Beams2D.

3.2 Features

ENGIBENCH introduces several features ensuring good reproducibility and ease of use.

Versioning: Similar to popular reinforcement learning libraries, such as Gymnasium and its vari-
ants 69 17, [19], our problems’ implementations and datasets are versioned (see line 1 in Listing|[T),
ensuring traceability when changes affect results.

Problem metadata: Problems expose attributes such as design_space, objectives, and conditions,
containing information about the size, bounds, and shapes of the design components, the number
of conditions and objectives. These allow automatic extraction of information like input and output
dimensions for ML models, but also provide a generic way to extract relevant columns from the
datasets (lines 4-7 in Listing|[T).

Constraint checking: The library can verify constraint violations for a given design and conditions
(line 13 in Listing[I)). Constraints are categorized as theoretical (from the mathematical problem
definition) or implementation-based (arising from simulation assumptions). Severity levels include
errors (preventing simulation) and warnings (indicating possible inaccuracies). Although our imple-
mentations do not capture all possible kinds of errors, this allows users to pinpoint obvious issues
with designs or configurations; see Appendix [B.2|for more information regarding error handling.

Virtualized environment: Some simulation software requires a native installation to run. To simplify
the deployment and execution of our library in such cases, we support integration with Docker,
Podman, and Apptainer. This drastically reduces the setup time for users as they can just pip install
and run.

Adjoint optimization: Most problems feature an adjoint optimizer (line 19 of Listing|[I)), enabling
gradient-based optimization starting from generated designs. These state-of-the-art methods scale
well to high-dimensional design spaces, though they may converge to local optima [45]. This is
notably useful to compute optimality-related metrics, such as COG.

Integration with ML/optimization libraries: ENGIBENCH seamlessly integrates with tools like
HuggingFace Datasets and Diffusers [70]], PyTorch [56], BoTorch [3]], and Pymoo [8]], streamlining
ML and optimization workflows. We provide several examples of ML and optimization algorithms in
ENGIOPT.

Distributed computing: ENGIBENCH supports distributed execution, enabling large-scale dataset
generation through parallel optimizations or simulations on high-performance computing clusters
using Slurm [76]—e.g., we generated our Photonics2D dataset in under 30 minutes using such a tool.

3.3 Implemented problems

As mentioned earlier, ENGIBENCH includes a collection of implemented problems conforming to its
API, listed in Table|l|and partly illustrated in Fig.|2| These were selected to reflect the diversity of
real-world engineering design scenarios. They vary in design representation—ranging from vectors
(e.g., electrical circuit parameters) to 2D images (e.g., pixel-based topology optimization for beams)
and 3D tensors (e.g., voxel-based topology optimization for heat conduction)—as well as in physics
domain, including aerodynamics, structural elasticity, thermal diffusion, and power electronics. The
benchmark also covers both single- and multi-objective settings, and includes problems with a wide
range of computational costs, from fast prototyping tasks to more demanding simulations. This range
in simulation complexity is intentional: our goal is to provide a continuum of tasks that can serve
both small labs with limited resources and large-scale teams who wish to address more complex,
difficult, and realistic problems. Finally, several problems (and datasets) replicate setups from prior
publications [2} 24, 25| [13]], facilitating reproducibility and comparison with existing work. Each
problem is briefly described below and detailed explanations can be found in Appendix [C]



TABLE 1: Problems currently implemented in EngiBench. Simulation times have been averaged across 10 runs
on a MacBook Pro M3 Max (on the CPU cores).

Simu.
Desi Desi Num.
Problem estgn esign Opt. class Physics time ul-n
Repr. Space Objs.
(seconds)
Vect
Airfoil ector + Cont.  Shape Navier-Stokes 9.85 1
Scalar Tuple
Heat-
e Image Disc.  Topology  Therm. diffusion  10.22 1
Conduction2D
Heat- . pp
. 3D Tensor Disc. Topology  Therm. diffusion 31.57 1
Conduction3D
Thermo-

Therm. diffusi
Elastic- Image Disc. Topology er'm ! ?S?On 0.22 3
& Lin. elasticity

Beams2D

Beams2D Image Disc. Topology  Lin. elasticity 0.19 1
Photonics2D Image Disc. Topology = Maxwell’s egs. 0.3 1
PowerElectronics ~ Vector Mixed  Tabular Electr. dynamics 0.66 2

Airfoil: The airfoil problem involves aerodynamic shape optimization based on the Reynolds-
averaged Navier—Stokes (RANS) equations. The design is parameterized by 192 control points
defining the 2D airfoil geometry, along with a scalar representing the angle of attack. The objective
is to match a prescribed lift coefficient while minimizing drag. We use MachAero [72, 162, 43]] to
perform the CFD simulations. A description of this problem and dataset is provided in Diniz and
Fuge [13].

HeatConduction2D/HeatConduction3D: These problems are a specific subset of topology opti-
mization (TO) problems aimed at placing highly conductive material to minimize thermal compliance
within a unit square (2D) or unit cube (3D), subject to: a constraint on the volume of material used,
and given conditions, particularly the location of the adiabatic region. Our code implementation is a
modified version of the open-source Dolfin-adjoint example to solve the 2D and 3D heat conduction
topology optimization problems [52, 41} 42].

ThermoElasticBeams2D: The ThermoElasticBeams2D problem specifies a multi-physics TO prob-
lem governed by linear elasticity and steady-state heat conduction. The goal is to find an optimal
placement of material such that both structural compliance and thermal compliance are minimized
while respecting a volume fraction constraint. Our implementation is based on the well-known
88-line MATLAB code for compliance minimization [2], adapted to Python and extended to the
thermoelastic multi-physics case.

Beams2D: Beams2D is a structural TO problem that optimizes a beam under bending. The beam has
a force applied at the top, which can be parameterized through conditions. The goal is to optimize
the distribution of solid material within a rectangular grid to minimize compliance while satisfying
constraints on material usage and minimum feature size. Our implementation is also based on the
88-line MATLAB code for compliance minimization [2], adapted to Python.

Photonics2D: Photonics2D is an electromagnetic waveguide optimization problem where the goal is
to demultiplex an incoming port such that light under two different wavelengths exits the device at
different locations [132} 57]. The goal is to maximize the electromagnetic field present at the desired
exit location for the target wavelength. Our implementation is based on the examples from the
ceviche finite-difference frequency-domain (FDFD) library [33]].



PowerElectronics: This problem models a DC-DC power converter circuit with a fixed circuit
topology. The circuit comprises 5 switches, 4 diodes, 3 inductors, and 6 capacitors. We vary circuit
parameters, such as capacitance, then use the NgSpice simulator [1] to approximate the circuit and
compute performance metrics including DcGain and Voltage Ripple. Despite the fixed topology,
optimizing the circuit parameters to minimize the objectives remains a challenging task for surrogate
models, as we show in Section [4]

3.4 Implemented algorithms in EngiOpt

We provide baselines that are well understood by ML practitioners—Generative Adversarial Networks
(GANSs) [22 1511 58] and diffusion models [30, [70] for inverse design, and MLP+NSGA-II [12] for
surrogate-assisted optimization. The implementations are single-file (CleanRL-style [31]]), easy to
debug, and avoid heavy simulator-specific dependencies or complex physics priors to maximize
reproducibility and pedagogical value. They also provide a baseline framework that can easily extend
to more complex algorithms in future versions of ENGIOPT.

For harder cases (Sec.[.2), we also include more specialized algorithms when warranted: (i) Bézier-
GAN uses an airfoil-specific Bézier parameterization that enforces smoothness and reduces meshing
failures [[11]; (ii) our surrogate stack combines robust preprocessing, Bayesian hyperparameter search,
implicit deep ensembles, and NSGA-II for multi-objective search. Notably, these models have
matched simulator Pareto fronts and were experimentally validated in turbomachinery [46} 47, 48§]].
Even with these advanced models, several problems remain challenging (e.g., PowerElectronics),
underscoring the intrinsic difficulty of many engineering design tasks.

4 Proof-Of-Concept Experiments

In this section, we use ENGIBENCH and ENGIOPT to conduct a series of proof-of-concept empirical
experiments and discuss the corresponding results. Our aim is to illustrate the types of experi-
ments, comparisons, and analyses—across different algorithms, problem domains, and performance
metrics—that our framework supports. Given the potentially high computational cost of training,
optimization, and evaluation, we limit each algorithm-problem pair to 10 independent runs, reporting
the mean and standard deviation for each metric. While more extensive experiments with reduced
variance could be conducted, our focus here is not on providing a comprehensive benchmark of
existing algorithms, but rather on demonstrating the practical capabilities and flexibility of our frame-
work. A complete description of the conducted experiments, additional results, hyperparameters,
discussions, and illustrations is available in Appendix [D}

4.1 Cross-domain study

We showcase a new type of experiment that was previously difficult to conduct: a comparative study
of different algorithms across multiple engineering design problems using a variety of performance
metrics. With our tools, this evaluation became straightforward—different problems could be explored
simply by changing the problem_id argument from the command line for each algorithm. We
trained several generative models for inverse design over 100 epochs, including a deep convolutional
generative adversarial network (GAN2D), a conditional deep convolutional GAN (CGAN2D), and a
conditional diffusion model (CDiffusion2D).

Results are shown in Table [2| Interestingly, the unconditioned GAN model performs well overall
in terms of COG and MMD, despite not producing well-defined shapes (see Figs. [I2] to 4] in
Appendix D). In terms of RVC—specifically, maintaining the volume fraction below the specified
threshold for B2D and HC2D (P2D has no such constraint)—all algorithms perform rather poorly.
The CGAN model achieves the best performance, whereas the CDiffusion model performs worst,
which is somewhat unexpected. Regarding design diversity, the GAN model performs best on the
first two problems, likely because it does not restrict itself to condition-specific regions. In contrast,
the diffusion model excels on the photonics task, suggesting that the “best” generative model may
depend on the nature of the design problem at hand. Finally, raw model outputs are often not directly
usable in practice (e.g., disconnected beam members, Fig. and typically require post-processing
or the injection of domain-specific priors, as illustrated in the next section—highlighting a common
limitation of current generative approaches.



TABLE 2: Averaged metrics (mean = std) per problem and model over 10 seeds. Gradient colors indicate best by
linear interpolation between the min. and max. values across algorithms for a given metric on a given problem.

COG{) RVC()

MMD (J) DPP(]) B2D=Beams2D, HC2D=HeatConduction2D, P2D=Photonics2D.
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FIGURE 4: Example outputs of our generative models on the Airfoil problem.

4.2 Hard cases: Airfoils and PowerElectronics

Surrogate models for PowerElectronics: We

trained two robust-scaled MLP surrogates—one for zi ¢ " urogate
DcGain and one for Voltage Ripple—using Bayesian e . smulated
hyperparameter search and implicit deep ensem- £ s -

bles [74] 20]. We then ran NSGA-II using our sur- g o4

rogate models to find Pareto optimal designs. De- £ o3 \- —
spite careful tuning and the variance reduction af- 0.2 . W ..

forded by the ensembles, all the surrogate-estimated 01

Pareto fronts diverge sharply from NgSpice when o

re-evaluated (e.g., see Fig. [3)); across our 10 runs, all ’ ‘DcG:.": ’ 0.25] o

squared MMD tests rejected distributional equality.

FIGURE 3: Difference between the Pareto fronts

We attribute the failure largely to the stiff, outlier- °
based on the surrogate models and the simulator.

prone Voltage Ripple response (see Appendix [D]for
more details), which remains difficult to approximate
even after log transformation. In contrast, DcGain exhibits smoother behavior. These results
underscore the difficulty of substituting physical simulators with black-box surrogates in systems
with mixed time scales and sparse, high-variance regimes. Richer experimental design and physics
guided feature transformations may be essential for reliable optimization.

Generative models for Airfoil: We trained 3 generative models to perform inverse design for
airfoils: a standard GAN, a diffusion model, and a BézierGAN, which is specifically tailored to airfoil
parameterization. Each model was trained for 2500 epochs. For every algorithm and random seed, we
generated 50 candidate designs and attempted to simulate them, reporting the resulting ratio of failed
simulations (RF). The GAN yielded an RF of 0.304 4 0.167, the Diffusion model 0.034 4= 0.038, and
the BézierGAN 0.014 £ 0.027. Notably, the Diffusion models exhibited mode collapse, generating
highly similar designs across samples, which impacts RF (see Appendix [D)). These results support the
intuition that domain-informed generative models improve performance. Simulation failures were



typically caused by issues during meshing. Such failures were often due to violations of geometric
continuity in the point-based spline representation (see Fig. ).

5 Use Cases, Limitations, and Future Work of ENGIBENCH

While our experiments highlight only a few possibilities, ENGIBENCH supports a broader range
of research workflows. For the ML community, these contributions can serve as new testbeds for
assessing ML model performance on problems that differ from traditional image- or text-based
datasets since our problems come from engineering applications, are backed by real-world physics,
and are constrained. For the engineering design community, it enables cross-domain algorithm
evaluation via a simple problem_id switch. Conversely, engineers can contribute new problems
conforming to the API and immediately benefit from existing algorithm implementations in ENGIOPT.
Several datasets include not only input—output pairs but also full field data (e.g., flow fields), making
them suitable for PINNs and neural operators. The framework also supports multi-resolution or multi-
fidelity studies (e.g., we provide multiple Beams2D datasets with different resolutions), enabling
training on cheap data and generalization to higher-fidelity scenarios. Additionally, it facilitates
transfer learning across problems and the development of a “foundation design model.” Finally,
the API can support latent-space optimization via autoencoders and integration with reinforcement
learning to guide optimization or data generation.

Despite its breadth, ENGIBENCH does not yet support unstructured meshes or grammar-based
representations. Additionally, our benchmarks focus on static simulations, whereas real-world
components are often dynamic—morphing or changing position during operation. Moreover, it may
be beneficial to make problem configurations more flexible, such as varying the number of heat
sources or sinks in the heat conduction problem. We have begun addressing this in the Beams2D
problem by providing datasets at multiple image resolutions. Currently, ENGIBENCH does not
include multi-part or assembly-level design tasks, such as the joint optimization of interdependent
components within a mechanical system. Finally, simulator assumptions can introduce biases that
propagate to learned models, and quantifying these biases without physical experiments remains
challenging—a common limitation in simulation-based ML. However, ENGIBENCH’s diversity of
problems and simulators helps reveal such issues: models exploiting simulator-specific artifacts tend
to regress to the mean in cross-task evaluations, exposing overfitting. Creating multiple versions of
problems with different simulators and fidelities could further enable systematic bias assessment.
Addressing these gaps will guide future developments. We do not anticipate any negative societal
impacts of this work.

6 Conclusion

We introduced ENGIBENCH and ENGIOPT, two modular, open-source libraries for reproducible re-
search in engineering design. ENGIBENCH provides diverse physics-driven benchmarks and datasets
under a unified interface, while ENGIOPT offers compatible implementations of ML algorithms
including GANS, diffusion models, and surrogate-based optimization. Through experiments, we
demonstrate how these tools enable rigorous comparisons of algorithms across domains for different
performance metrics and introduce new challenges for ML. models when applied to constrained,
highly-sensitive, real-world design problems.
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A Useful Information

A.1 Links
The project’s parts can be found at the following links:

* Documentation website: https://engibench.ethz.chl

* ENGIBENCH code: https://github.com/IDEALLab/EngiBench. The code used for
this paper was tagged with v0.0.1.

* ENGIOPT code: https://github.com/IDEALLab/EngiOpt. The code used for this
paper was tagged with v0.0. 1.

* Datasets: https://huggingface.co/IDEALLabl

* All hyperparameters, learning curves, Python version, OS version, hardware specifica-
tions, and run commands for all our experiments are available at https://wandb.ai/
engibench/engioptl

A.2 Licenses

Both our codebases are released under the GPL-3.0 license. All the datasets are released under the
CC-BY-NC-SA license.

A.3 Maintenance And External Contributions

The IDEAL Labjand ETHZ’s Scientific IT Services (SIS)/are committed to the long-term maintenance
of the project.

We also hope the open-source community will contribute to its ongoing development and improvement.
To support this, we provide detailed instructions for making contributions to ENGIBENCH on our
website, e.g., https://engibench.ethz.ch/tutorials/new_problem/|

A.4 Experimental setup

Our experiments were conducted on the Euler cluster from ETH Zurich’s high-performance computer.
The compute nodes equipped with GPUs contain NVidia GeForce RTX4090 (24GB) and AMD
EPYC 9554 CPUs. We used Python 3.11.6, CUDA 12.5, and PyTorch 2.6. Each training job has
been allocated one GPU and 4 cores using Slurm [[76]. All datasets have been generated on CPU
nodes of the UMD’s high-performance computing cluster Zaratan equipped with 128 AMD EPYC
7763 CPUs, except for photonics, which was generated on Euler.

Training all algorithms across all problems with multiple random seeds for our experiments required
approximately 80 GPU-hours. Evaluations of the generated or optimized designs for our experiments
took 55 hours. Generating the datasets, however, was significantly more time-consuming and took
place over the past few years, as we reused existing simulation data. We estimate that generating the
full set of datasets required several thousand CPU-hours in total. A per-problem estimation of the
dataset generation time is given below.

 Airfoil: ~ 5000 hours.

* HeatConduction2D: = 1 hour.

* HeatConduction3D: ~ 300 hours.

e ThermoElasticBeams2D: ~ 10 hours.

* Beams2D: ~ 12 hours (4 hours per dataset).
¢ Photonics2D: ~ 200 hours.

¢ PowerElectronics: ~ 20 hours.

B Features

In this section, we go through some of the features and design choices we have made for the library.

17


https://engibench.ethz.ch
https://github.com/IDEALLab/EngiBench
https://github.com/IDEALLab/EngiOpt
https://huggingface.co/IDEALLab
https://wandb.ai/engibench/engiopt
https://wandb.ai/engibench/engiopt
https://ideal.ethz.ch/
https://sis.id.ethz.ch/
https://engibench.ethz.ch/tutorials/new_problem/

B.1

O ® N R W~

28
29
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31
32
33

Example usage
from engibench.problems.beams2d.v0O import Beams2D

# Create a problem
problem = Beams2D(seed=42)

# Inspect problem

problem.design_space # Boz (0.0, 1.0, (50, 100), float64)
problem.objectives # (("compliance", "MINIMIZE"),)
problem.conditions # (("wolfrac”, 0.35), ("forcedist”, 0.0),...)
problem.dataset # 4 HuggingFace Dataset object

# Train your inverse design model or surrogate model

conditions = problem.dataset["train"].select_columns(problem.conditions_keys)
designs = problem.dataset["train"].select_columns("optimal_design")
cond_designs_keys = problem.conditions_keys + ["optimal_design"]

cond_designs = problem.dataset["train"].select_columns(cond_designs_keys)
objs = problem.dataset["train"].select_columns(problem.objectives_keys)

# Train your models
inverse_model = train_inverse(inputs=conditions, outputs=designs)
surr_model = train_surrogate(inputs=cond_designs, outputs=objs)

# Use the model predictions, inverse design here
desired_conds = {"volfrac": 0.7, "forcedist": 0.3}
generated_design = inverse_model.predict(desired_conds)

violated_constraints = problem.check_constraints(generated_design,

< desired_conds)

if not violated_constraints:
# Only simulate to get objective walues
objs = problem.simulate(design=generated_design, config=desired_conds)
problem.reset (seed=41)
# 0Or run a gradient-based optimizer to polish the gemerated design
opt_design, history = problem.optimize(generated_design, desired_conds)

LISTING 2: API usage with automated column extraction for training.

Listing 2] presents a longer version of our API usage, showing how to automatically extract relevant

columns from the datasets (lines 13—17) to perform ID or surrogate-based optimization (lines

20—25).

B.2

ENGIBENCH handles errors at multiple levels while preserving flexibility for advanced users. The

Error handling

framework includes several mechanisms:

* Constraint checking: Each benchmark problem includes standardized validation for config-

uration and constraints (e.g., Listingm line 14). For instance, in the Beams2D task, setting
volfrac = 2.0 and checking for constraints returns:

— Config.volfrac: 2.0 ¢ [0.0, 1.0] (Theory, error)
- Config.volfrac: 2.0 ¢ [0.1, 0.9] (Implementation, warning)

These pre-simulation checks catch common issues early.

 User control: While errors are flagged, users can still choose to simulate invalid configura-

tions—for instance, to explore failure regions or generate negative data.

* Failure tracking: If a solver crashes (e.g., due to meshing errors or NaNs), the exception is

caught and surfaced, even in containerized runs.

* Failure rates and reporting: Simulation failure rates vary across tasks and methods. We
often track these to compare robustness—for example, the failure ratio for generative airfoil

models is reported in Section .2}
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C Extensive Description of Problems

This section describes the implemented problems in more details.

C.1 Airfoil

0.0 0.2 0.4 0.6 0.8 1.0

FIGURE 5: An Airfoil design, plotted via problem.render.

Motivation

The field of aerodynamics has always been a challenging testbed for engineering problems. In fact,
many optimization and design methodologies were originally developed or perfected specifically
for aerodynamic design applications [45]]. Part of the reason for this is that even relatively simple
aerodynamics problems can be complex, with slight changes in design parameters typically resulting
in large changes in performance. In addition, the potential applications derived from solving these
problems are quite practical, ranging from fixed-wing aircraft to hydrofoils used in ships, and wind
turbine blades [44]. Here, we present Airfoil, a simple yet sufficiently realistic 2-dimensional
aerodynamics benchmark problem.

The airfoil problem presents a simple aerodynamic shape optimization routine based on Reynolds’
averaged Navier-Stokes equations (RANS). In this problem, the solver attempts to indirectly morph
the initial geometry to achieve a certain prescribed lift coefficient (which could correspond to a
hypothetical loading requirement) while minimizing the amount of drag generated by the design.

Design Space

The design space is represented as a tuple containing 192 2D points describing the airfoil coordinates
and a scalar describing the rotation of the coordinates relative to the chord line needed to achieve

a certain incoming direction of flow (the angle of attack, a): X = {(x, y)192 ,a}. This specific

coordinate parameterization (192) and rotational scalar design parameterization have been previously
used in [10]. Another benchmark airfoil optimization problem, mentioned in [29]E] was also used to
internally validate the meshing and design parameterization. All training data, as well as the original
and complete formulation of this problem can be found in [13]].

Objectives

The objective is to minimize the coefficient of drag, c4, and the optimization problem is defined as
follows:

*Transonic RAE2822
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The terms used in the definition of the problem are described in Table[3] Note that some variables are
defined relative to a required initial design input.

TABLE 3: Optimization Problem Parameters

Category Parameter Quantity Lower Upper Units Description
Objective cq 1 - - Non-Dim./Counts  Coefficient of drag
Ch: fi initial FFD lue:
Variable Ay, 20 -0.025 0025 m ange from mitial B cage y value
Ayi = Yi — Yinit
@ 1 0.0 10.0 Degrees Angle of Attack
Constraint ¢; = ¢f" 1 0.0 0.0 Non-Dim. Coefficient of lift
Af: - 1 ( AAL ,,> 1.20 Non-Dim. Area fraction; relative to initial

Instead of directly parameterizing all (192) coordinates of the airfoil, a smaller set of 20 control
points is used. The collection of these control points forms what is known as a free-form deformation
cage (FFD). Changes in the values of the FFD cage smoothly deform the underlying coordinates. In
the airfoil problem, modifications to the geometry are parameterized by changes in the FFD control
point y coordinates, Ay;. Figure [6b|shows how these changes in i FFD y coordinate in the n™
optimization iteration results in a smooth morphing of the underlying coordinates in the next n + 1%
iteration (in red). Figure[6a]shows a sample FFD cage for an airfoil from the dataset, with the 20
different FFD Ay; design variables (in blue).
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(A) Sample airfoil FFD cage (B) FFD cage morphing process
FIGURE 6: Airfoil FFD design variables

Note that, for simplicity, in this definition we have omitted certain constraints pertaining to thickness
as well as those concerned with the shearing of the leading (front) and trailing (tail end) edges.

Conditions

The conditions for the airfoil problem are described in Table 4}
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TABLE 4: Airfoil Conditions

Category Condition Description
Flow Condition M Mach number

Re Reynold’s number
Constraint cfo" Coefficient of lift

( ATA_ ) Minimum area fraction
init min

Note that while it may be possible to constrain the design’s area ahead of time, this is not typically
possible for the prescribed coefficient of lift. In addition it may not be possible to achieve certain
combinations of prescribed area and coefficient of lift constraints.

Constraints

Theoretical constraints (error)

X e {(x,y)N,a}
a € [0,10]

A €[0,1.2)
Ainit min o

Theoretical constraints (warning)
A € A 1.2
Ainit Ainit min o

Implementation constraints (error)

M € (0,00)
Re € (0,00)

Implementation constraints (warning)

M €[0.1,1.0]
Re € [10°,10°]

Simulator

All simulations used the open source and differentiable ADflow solver [43|[34] as part of the MACH-
Aero framework[] ADflow was configured to run RANS simulations with the Spalart-Allmaras
model for turbulence effects. Furthermore, within ADflow, the approximate Newton-Krylov method
was used to improve convergence and robustness [75]. pyHyp, a hyperbolic mesh generator [62]
was used to generate volume meshes automatically. For the optimization problem itself, we use
the sequential least squares programming algorithm as implemented in the sparse optimization
framework, pyOptSparse [[73]. For geometry parameterization and deformation, module, we used the
pyGeo and IDWarp frameworks [26, [62].

"https://github. com/mdolab/MACH- Aero,
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Dataset

A dataset, originally described in [[13]], is integrated within our framework. The limits for the
parameters in the data set are listed in Table[5] 1400 parameter combinations were chosen using Latin
hypercube sampling (LHS) in the 4-dimensional parameter space. The training, testing and validation
sets were randomly split into 748, 140, and 47 airfoil samples, respectively. Finally, Table 6| describes

each variable in the data set available through the ENGIBENCH APIL.

TABLE 5: Sampled Parameter Bounds

Category Parameter Lower Upper Description
Flow Condition M 0.4 0.9 Mach number
Re 1E6 10E6 Reynold’s number
Constraint cyer 0.5 1.2 Coefficient of lift
< AAV ) 0.75 1.0 Minimum area ratio
init min
TABLE 6: Airfoil dataset variables
Category Variable Name Description
Flow Condition mach Mach number
reynolds Reynold’s number
Constraint cl_target Coefficient of lift

area_ratio_min

(targeted constraint during optimization)
Minimum area ratio

Design Value

area_initial
cd

cl
area_ratio

Area of the initial design

Coefficient of drag for the current design
Coefficient of lift for the selected design
Area ratio of the selected design

C.2 HeatConduction2D/HeatConduction3D

Surface allowing heat transfer

Surface allowing heat transfer

Mass
function
value

J10JSueI) 183y SUIMO[[ 90BJINS

Adiabatic surface

Surface allowing heat transfer

FIGURE 7: The dendrite-like topology emerging from optimizing heat conduction.

Motivation

Heat conduction problems serve as fundamental benchmarks for the development and evaluation
of design optimization methods, with applications ranging from thermal management in electronic
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devices to insulation systems and heat exchangers in industrial applications [53} [16]]. As thermal
management has become critical in fields such as aerospace, automotive, and consumer electronics,
both industry and academia have shown growing interest in advanced thermal design systems [67].
In response to this demand, topology optimization has become popular as a powerful approach for
improving heat dissipation while minimizing material usage. In addition, the development of additive
manufacturing technologies has made the complex geometries produced by topology optimization
more feasible to fabricate in real-world applications [49].

Design Space

These problems are a specific subset of topology optimization problems aimed at minimizing thermal
compliance within a unit square (2D) or unit cube (3D), subject to: a constraint on the volume of
highly conductive material used, and given boundary conditions, particularly the location of the
adiabatic region. The adiabatic region refers to a symmetric length on the bottom side of the 2D
problem space or a prescribed symmetric area on the bottom surface of the 3D problem space.
The design space for the 2D problem consists of a 2D array representing solid densities, which is
parametrized by resolution, that is, X' = [0, 1]resolutionxresolution By defaylt, a 101 x 101 space is used
for the 2D problem. The 3D design space is similarly represented as a 3D tensor of densities. By
default, a 51 x 51 x 51 space is used for the 3D problem.

Objectives

In this problem, we aim to minimize the thermal compliance (minimize Cr)

CT:/hT—i—a/Vx-Va:,
Q Q

subject to the Poisson equation with mixed Dirichlet-Neumann conditions:

V- (k(a)VT)+h=0 inQ,
T=0 onlp,
(k(a)VT)-n=0 onIy.

The design variable x € [0,1] represents the spatial distribution of thermally conductive material,
constrained by a total volume budget:
/ z <V
Q

wherein €) denotes the design domain (unit square in 2D, unit cube in 3D), A is the heat source
term, 7' is the temperature field, « a regularization parameter, k(a) is the material conductivity
interpolated from z. The boundaries I'p and Iy correspond to fixed-temperature (Dirichlet) and
insulated (Neumann) regions, respectively.

Conditions
The conditions (C) include two key factors: the specified volume fraction of highly conductive
material (volume), and the location of the adiabatic region. The adiabatic region refers to a specified

length on the bottom side of the 2D problem space or a prescribed symmetric area on the bottom
surface of the 3D problem space.

Constraints

This section outlines the constraints relevant to the 2D and 3D heat conduction problems.
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Theoretical constraints (error)

resolution X resolution
P el0,1]
X3D [

1] resolution X resolution X resolution
)

resolution € [1,00)

1

0,1]
length € [0,1]
0,1]

[

[

[

volume € |
[

area € |

)

Implementation constraints (warning)

resolution € [10,1000]
volume € [0.3,0.6]

Simulator

We employ a modified version of the open-source Dolfin-adjoint example to solve the 2D and 3D
heat conduction topology optimization problems [52]. Rather than formulating the problem as an
integer optimization task, we use a continuous relaxation approach, which is the standard technique
in topology optimization [6]. This allows the material distribution to change smoothly between
solid and void, enabling efficient gradient-based optimization. The solver relies on the interior-point
method implemented in Ipopt [[71], which handles the nonlinear constraints.

Dataset

The datasets for the 2D and 3D heat conduction problems have been originally introduced in Habibi
et al. [24) 25]. Each dataset entry contains the optimal design solution (optimal_design) along
with its corresponding set of input conditions. To generate our 2D/3D dataset, we sampled two input
conditions: volume and the adiabatic region’s length (2D) or area (3D). We divided each parameter
range into 20 equal intervals, yielding 21 values per parameter (e.g., area: 0.0, 0.05, ..., 1.0). By
combining all pairs, we generated 441 optimized topologies. For test-train splitting, we randomly
excluded two unique values of the volume limit and two unique values of the adiabatic region from
the training set. This exclusion resulted in 361 designs for training, with the remaining 80 designs
evenly split into 40 for validation and 40 for testing. The parameter sampling bounds used to generate
the datasets are summarized in Table 7

TABLE 7: Sampled Parameter Bounds

Problem Parameter Lower Upper

HeatConduction2D volume 0.3 0.6
length 0 1

HeatConduction3D volume 0.3 0.6
area 0 1.0
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C.3 ThermoElasticBeams2D

FIGURE 8: Dendrite-like topology emerging when optimizing a thermo-elastic beam for both structural stiffness
and thermal diffusion.

Motivation

As articulated in their respective sections, both the Beams2D and HeatConduction2D problems
are fundamental engineering design problems that have historically served as benchmarks for the
development and testing of optimization methods. While their relevance is supported by needs in real
engineering design scenarios (aerospace, automotive, consumer electronics, efc.), their mono-domain
nature ignores the reality that coupling between domains exists, and should be accounted for in
scenarios where performance in one domain significantly impacts performance in another [21]]. To
address this distinction, a multi-physics topology optimization problem is developed that captures the
coupling between structural and thermal domains.

Design Space

This multi-physics topology optimization problem is governed by linear elasticity and steady-state
heat conduction with a one-way coupling from the thermal domain to the elastic domain. The problem
is defined over a square 2D domain, where load elements and support elements are placed along
the boundary to define a unique elastic condition. Similarly, heatsink elements are placed along
the boundary to define a unique thermal condition. The design space is then defined by a 2D array
representing density values (parameterized by X' = [0, 1]"**"¢lY \where nelx and nely denote the x
and y dimensions).

Objectives

The objective of this problem is to minimize total compliance C' under a volume fraction constraint
V by placing a thermally conductive material. Total compliance is defined as the sum of thermal
compliance (C'7) and structural compliance (C'g):

C=Cr+Csg

Above, thermal compliance is defined by:

Cr = hT +« | Vzx-Vuz,
Q Q
where the domain assumes uniform heat generation. The corresponding thermal boundary conditions
are defined by mixed Dirichlet-Neumann conditions, namely:
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V. (k(a)VT)+h=0 inQ,
T=0 onlp,
(k(a)VT)-n=0 onTy.

where the terms are defined as follows: € represents the 2D domain, h denotes uniform heat gener-
ation, 7T is the temperature field, « is a regularization parameter, and k(a) is material conductivity
interpolated from design variable x. Finally, I'p and I'y represent the Dirichlet and Neumann
boundary conditions, respectively.

As the problem has a one-way coupling from the thermal domain to the elastic domain, structural
compliance is defined by two components: compliance due to external loads imposed on the system
Cs1, and compliance due to the forces induced by element-wise thermal expansion C'ss. Both
components are captured in the following calculation as long as element displacement vector u,
captures displacements due to both external loads and thermal expansion forces:

N

minimize Cg(x) = E.(z.)ulkou. where KU —F =0.
x€[071]nelx><nely S( ) ; ( ) € 0
where N is the number of total elements (nelr * nely), E.(x.) is the penalized Young’s Modulus
based on the Solid Isotropic Material with Penalization method (SIMP) formulation [63]], u. is the
element displacement vector, and kg is the reference stiffness matrix.

For the equation above, the displacement vector is calculated using the relation KU — F = 0, where
F captures the forces due to both external loads and the thermal expansion of elements. The forces
due to thermal expansion (f**) are calculated as follows for each element:

M= 25Ce(Te — Tryp)

where T represents the nodal temperatures of the element, T, represents the stress-free reference

temperature, x;, represents the SIMP density-penalisation factor, and C'c denotes the coupling matrix

mapping the temperature delta to a normal force representing thermal expansion.

Finally, a volume fraction constraint is imposed to restrict the amount of material that can be used for
a design. This constraint is defined by:
/ z <V
Q

where (2 denotes the design domain, and V is the volume fraction constraint value.

Conditions

The set of conditions (C) defining a unique problem formulation includes: the volume fraction
constraint value (1), the filter radius for the design variables rmin, and the corresponding locations
of the fixed elements, loaded elements, and heatsink elements.

Constraints

The constraints for this problem are defined as follows:

Theoretical constraints (error)

Xe [O 1}nelxxnely
nelz € [1,00)
nely € [1,00)
[0,1



Theoretical constraints (warning)

Znelx nely
i=0 22j=0 Ti,j

nelx x nely

<V

Implementation constraints (error)

rmin € (0, min(nelz, nely))

Implementation constraints (warning)

nelz € [10,1000]

nely € 10, 1000]
V €1[0.1,0.9]

rmin € [1.0,10.0]

Simulator

The simulation code is based on a Python adaptatiorﬂ of the popular 88-line topology optimization
code [2]], modified to handle the thermal domain in addition to thermal-elastic coupling. Optimization
is conducted by reformulating the integer optimization problem as a continuous one (leveraging a
SIMP approach), where a density filtering approach is used to prevent checkerboard-like artifacts.
The optimization process itself operates by calculating the sensitivities of the design variables with
respect to total compliance (done efficiently using the Adjoint method), calculating the sensitivities
of the design variables with respect to the constraint value, and then updating the design variables by
solving a convex-linear subproblem and taking a small step (using the method of moving asymptotes).
The optimization loop terminates when either an upper bound of the number of iterations has been
reached or if the magnitude of the gradient update is below some threshold.

Dataset

The dataset for this problem contains a set of 1000 optimized thermoelastic designs in a 64x64
domain, where each design is optimized for a unique set of conditions. Each datapoint contains:
the conditions under which the design was optimized (fixed elements, loaded elements, heatsink
elements, volume fraction constraint, ...), the optimized design, and the objective values for the
optimized design. Each datapoint’s conditions are randomly generated by arbitrarily placing: a single
loaded element along the bottom boundary, two fixed elements (fixed in both the x and y direction)
along the left and top boundary, and heatsink elements along the right boundary. Furthermore, values
for the volume fraction constraint are randomly selected in the range [0.2,0.5]. The full dataset is
available at: https://huggingface.co/datasets/IDEALLab/thermoelastic_2d_vO0,

C.4 Beams2D

FIGURE 9: An optimized beam, representative of Beams2D.

8GitHub: TopOpt-MMA-Python
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Motivation

The optimization of beam cross-sections is one of a fundamental problem in engineering, aiming to
maximize the structural stiffness under some applied force. This objective is usually formulated as
minimizing the compliance, which is the inverse of stiffness. In particular, TO frames the problem as
one of optimal material distribution, defining a grid of elements for which the material densities must
be determined on a scale from O to 1, where 1 represents the presence of material. After applying the
beam loads and other boundary conditions, designs are typically optimized using a gradient-based
approach with the help of the finite element method (FEM) [} 2]. While this is one of the simplest
TO applications, it is still a computationally expensive process requiring many iterations, opening the
door for faster approximation methods such as generative inverse design.

One of the most common beam types in TO is the Messerschmitt-Bolkow-Blohm (MBB) beam,
which is supported at the bottom-right and bottom-left corners, with a downward force applied
on the top-center. Given this symmetric configuration, one half of the design may be optimized
while representing the entire structure. We implement the MBB beam in ENGIBENCH for the most
accessible comparison to previous works in this domain.

Design Space

This problem simulates the right half-section of a MBB beam under bending. This half-beam is
subjected to a force at its top-left corner (corresponding to the top-center of the entire design) which
may also be shifted to the right to simulate different loading conditions. A roller support at the
bottom-right corner prevents vertical movement, and a symmetric boundary condition is enforced on
the left edge. The design space consists of a 2D array representing solid densities, parameterized by
nelx and nely, i.e., X = [0, 1]"*>nely, By default, a 100 x 50 space is used.

Objectives

We aim to minimize compliance ¢(x), which may be thought of as the inverse of structural stiffness.
This objective is calculated as the sum of strain energy over the structure:

N Vix) —wvolfrac=0
minimize c¢(x) = E FEo(z.)ulkou, subjectto Vj ’
x€[071]nclx><ncly = KU . F _ 0

Where N = nelx X nely is the total number of array elements, E.(z.) is the penalized Young’s
Modulus based on the Solid Isotropic Material with Penalization method (SIMP) formulation [63],
u. is the element displacement vector, kg is the reference stiffness matrix for a solid element . = 1,
V(x) and V} are respectively the material volume and design domain volume, vol frac is the desired
volume fraction, K is the global stiffness matrix, U is the global displacement vector, and F is the
global force vector [2].

Conditions

The conditions (C) consist of the desired volume fraction of solid material in the design (volfrac), the
minimum feature length of beam members (rmin), the fractional distance of the downward force from
the default top-left corner to the top-right corner (forcedist), and a boolean overhang constraint: when
true, this removes unsupported structures with an overhang angle of greater than 45 degrees from
the vertical axis, preserving manufacturability. In practice, this constraint often leads to convergence
issues when combined with an insufficient volfrac, so we have excluded it from the dataset for the
moment.
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Constraints

Theoretical constraints (error)

[0 1]nelx><nely
nelx € [1,00)
nely € [1,00)
volfrac € [0,1]
rmin € (0, 00)

forcedist € [0,1]

Theoretical constraints (warning)

Znelx nely =
i=0 22j=0 Li,j

< wol
nelx X nely — volfrac

Implementation constraints (error)

rmin € (0,0.5 x max{nelx, nely}

Implementation constraints (warning)

nelz € [10, 1000]

nely € [10,1000]
volfrac € [0.1,0.9]

rmin € [1.0,10.0]

Simulator

Our simulation code is based on a Python adaptatiorﬂ of the popular 88-line topology optimization
code [2]]. It uses the more versatile density filtering approach in combination with a standard
Optimality Criteria (OC) optimization method. Two primary sensitivity matrices, one with respect
to compliance (dc) and the other with respect to volume fraction (dv), are continuously updated
and used to calculate a given design’s compliance value. We have also ensured that during the
required Lagrange multiplier search within OC, the inner optimization loop terminates if the absolute
difference upper and lower bounds diminishes to a value smaller than machine precision. This
prevents the code from becoming stuck at this point, which we observed in some warm-starting
instances with noisy initial designs.

Dataset

This problem offers multiple datasets for various sizes of nelx and nely. Each dataset includes
columns for optimal_design, all conditions listed above, and the corresponding objective values.
For advanced usage, we also provide a column containing the optimization history. The datasets have
been generated by sampling conditions over a structured grid for various problem sizes. The full
set of parameter combinations and dataset generation script are available at https://github.com/
IDEALLab/EngiBench/blob/main/engibench/problems/beams2d/README . md.

9GitHub: TopOpt-MMA-Python
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C.5 Photonics2D

Total Overlap: 2.40 (A1=1.07 pm, A2=0.84 pym, blur=1, g = 11.79)

|Ez] at A1 = 1.07 um |Ez| at A, = 0.84 um Permittivity &,

FIGURE 10: Example visualization of our Photonics2D problem. The two left plots show where different
wavelengths are routed (source is on the left). The rightmost plot shows the material distribution.

Motivation

The optimization of photonic circuits in general, and multiplexers in particular, was one of the initial
and most widely studied problems in the inverse design of electromagnetic/optical devices [57]]. In
part, this is because multiplexer devices have several interesting properties that make them more
difficult to create generative models of, compared to other problems in EngiBench. This includes the
fact that, due to the wave properties of the physical phenomena there are usually multiple solutions
with equivalent or similar performance, which results from shifting or inverting the phase profile of
the electromagnetic wave. This adds complexity to the generative model in that the solution may not
have a single unique global minimum. Another motivating factor for including this problem is the
complexity of the structures/designs themselves: unlike in structural or thermal compliance problems,
which lead to connected structures, the photonics solutions often involve several disconnected
elements whose relative position and spacing is governed by the specific wavelengths it needs to
demultiplex. This is a difficult prediction and generation task, compared to, e.g., generating a
connected beam structure. Thus, it acts as a good counterpoint to add to the library and provides
a mechanism to benchmark generative algorithms that can perform well on both connected and
disconnected design topologies.

Design Space

This problem simulates a wavelength demultiplexer where the optimized device will direct an
electromagnetic wave to one of two possible output ports depending on the wavelength/frequency of
the incoming wave [32} 57]]. Specifically, the demultiplexer targets two specific wavelengths (referred
to A1 and ), in the library), and the performance of the device is how well it can bend or direct the
energy toward two specific locations in the device, as measured by how much of the electric field of
each wavelength overlaps with the desired output port locations. The design space consists of a 2D
array representing the presence of either a high or low permittivity, parameterized by nelx and nely,
ie., X =10, 1]“°1"X“°ly. By default, the library uses a 120 x 120 space, however this can be modified
to non-square design spaces by the user.

Objectives

The main objective is to maximize the overlap of the electric field of the simulated wavelength at the
target output location, with an optional penalty for the amount of material used (this penalty weight
is set to a small default value (1e~2) for consistency, but can be altered for advanced usage):

maximize c¢(x) = [ |m{€w1|2 X/ Imgemﬂ - wHXH2
XG[O,l]"elXX"eb’ p1 D2

Where N = nelx X nely is the total number of array elements, w is the penalty weight for usage
of material (set by default to 1le=2), p1 and p2 are the output port locations, m, and mo are the
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output mode profiles, and e,,, and e,,, are the computed fields under an input wavelength A; and s,
respectively.

In practice, the problem uses a SIMP formulation (similarly as described in Beams2D) to gradually
interpolate between two material permittivities by using a Heaviside projection operator (where the
projection strength is governed by a (3 strength parameter) to project the designed density field onto
the two target permittivities. As with other SIMP-style optimization approaches, to ensure smooth
optimization toward binary designs, this projection strength undergoes a continuation scheme where
it is initially set to a low value (6 = 1.0) and then polynomially (quadratically) increased throughout
optimization until a final maximum value (5 = 300), where the projection operator is essentially
outputting binary designs.

Conditions

The conditions (C) consist of the two input wavelengths to be demultiplexed—A\; and Az, as well as
a desired blur_radius (74, ) parameter, which blurs (using a circular convolution) the pixelized
design field for a chosen number of integer pixels—this blurring essentially creates a penalty on the
minimum feature size of the design. The size of the device—expressed as nelx and nely—is also
adjustable, and could be viewed as a possible condition for multi-resolution problems, but in practice,
as with Beams2D above, this is built into the problem definition since it produces a different dataset.

Constraints

We now list the constraints for the Photonics2D problem.

Theoretical constraints (error)
X e [0, 1]nelx><nely
nelz € [1,00)
nely € [1,00)
A >0
Tplur 2 0

Implementation constraints (error)
A € [0.5, OO]
Tolur = 0
nelr > 60
nely > 105

Implementation constraints (warning)
A € 10.5,1.5]
Tblur € [O, 5]
nelz € [90, 200)
nely € [110, 300]

Simulator

The simulation code uses the ceviche library [33]] and specifically, the wave demultiplexer demon-
stration case provided by the library authorg'”|based on their related publication [32]], which uses a
similar formalism to an earlier demultiplexer paper by Piggott et al. [S7]]. The optimization method is
first-order and uses the Adam optimizer. Beyond the baseline implementation already available via
ceviche, we implemented a polynomial 3 continuation scheme that performed more reliably that the
step-wise continuation scheme used in the original implementation, and ENGIBENCH also possesses
the ability to change the starting and ending continuation values, for future research cases where one
wishes to estimate or optimize the continuation schedule themselves. Other than these changes, the
implementation of this problem is as consistent as possible with that of the original ceviche library.

https://github.com/fancompute/workshop-invdesign/blob/master/04_Invdes_wdm_
scheduling.ipynb
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Dataset

This problem offers a single datasets of nelx=120 and nely=120, although various sizes of nelx
and nely could be generated from the library if desired. The dataset includes columns for the
optimal_design, all conditions listed above, and the corresponding objective value history as the
optimizer optimized toward the optimal design provided in the dataset. The dataset was generated by
sampling by sampling at random A1, A2 and 7, over the conditions mentioned above. The full set of
parameter combinations used for the dataset are contained in the docstring and problem documentation
available at https://github.com/IDEALLab/EngiBench/blob/main/engibench/problems/
photonics2d/vO0.pyl

C.6 Power Electronics

Motivation

Optimizing circuit parameters is a critical aspect of circuit design but remains challenging, particularly
for power converter circuits that contain diodes and switches, which introduce significant nonlinearity
and discontinuity. These characteristics make circuit simulation results and key objectives such as
DcGain and Voltage Ripple highly sensitive to even small parameter variations.

Because the circuit simulator NgSpice operates as a black box and is non-differentiable, Bayesian
optimization is commonly employed for parameter tuning. Surrogate models also offer a promising
alternative for this task. In this work, we present experiments using a fixed circuit topology. Even
under this constraint, optimizing circuit parameters to minimize the objectives remains a challenging
problem for surrogate models, as we show in Section 4]
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FIGURE 11: The fixed electric circuit with 5 switches, 6 capacitors, 3 inductors and 4 diodes that we optimize in
PowerElectronics.

This problem models a DC-DC power converter circuit with a fixed topology. The circuit comprises
5 switches, 4 diodes, 3 inductors, and 6 capacitors. To simulate a circuit, we first encapsulate the
circuit topology and parameter information into a text-based file known as a “netlist”. This file is then
processed by NgSpice, an open-source, cross-platform simulator widely used for analyzing analog,
digital, and mixed-signal circuits [1]]. For resistors “R”, inductors “L”, capacitors “C” (RLC) circuits,
we apply transient analysis, where NgSpice formulates the system as a set of differential equations
based on Kirchhoff’s laws. These equations are discretized using numerical integration methods such
as the Backward Euler or trapezoidal rule and are solved iteratively at each time step to compute
performance metrics, as detailed in the Objectives section below.

Since NgSpice functions as a black-box simulator and does not offer differentiability with respect to
input parameters, gradient-based optimization methods are not applicable. Therefore, we formulate
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the problem as one with a fixed topology, ensuring that optimization is restricted to parameter tuning
rather than structural modifications. Furthermore, we choose a specific on-off pattern for the 5
switches, with Switch 1, Switch 2, Switch 3, Switch 4, Switch 5 set to on, off, on, on, off at the
beginning and switching their states simultaneously. This setting avoids NgSpice simulation failure.
Despite the fixed topology and simplification of the switch parameters, determining the optimal
values for the remaining circuit parameters to minimize the objectives remains a challenging task for
surrogate models, see Section[4.2]and Appendix

Design Space

The design space for this problem is represented as a 10-dimensional bounded box, where each
dimension corresponds to a specific circuit parameter. These parameters include values for capacitors,
inductors, and a shared duty cycle for all switches. Each design can be expressed as a vector x of the
form:

x=[C1,...,C6,L1, Lo, L3, T1]' € X where X = [le—6,2e—5]%x [le—6,1e—3]x[0.1,0.9]

Here, C1, ..., Cg are the capacitance values (in Farads), L1, Ly, L3 are the inductance values (in
Henries), and T is the duty cycle shared across all 5 switches. The duty cycle 77 denotes the fraction
of time during which the switches are in the “on” state and governs a periodic on-off pattern repeated
at high frequency throughout the simulation.

Objectives

The simulation outputs two scalar values: DcGain and Voltage Ripple. The former represents the
ratio of load to input voltage and should ideally approximate a predefined constant, such as 0.25, as
closely as possible. Meanwhile, the latter quantifies the voltage fluctuation at the load. Let ¢1,...tx
denote the time steps during the simulation, then the objectives are characterized by the following
parameters:

. . ‘/load(t)
DcG —0.25|=|—/———=-0.25
Eél%‘ cGain(x) | |VSource |
1 1y (tit1) + Vioaa(ts)
j : load\Yi+1 load\li
|VSource T i—1 2 ( i ) |

where Vi,q4(t) is the average voltage of the load calculated by the simulator during the transient
analysis and Vigqce 1S the voltage source of 1000 volt. T' = ¢ty — ¢; is the duration of the simulation.

V()
Vioaa(t)
~ maXie(1,N] Viead(ti) — miniep Ny Vioaa(t:)
Viead(t)
where V), (load) is the peak-to-peak value on the load calculated during the transient analysis.

min Voltage Ripple =
xeX

Conditions

This problem does not include environmental or operational conditions as part of its input spec-
ification. Unlike other domains where the simulation setup may vary based on conditions (e.g.,
load configurations or external temperatures), the PowerElectronics circuit is simulated under fixed
source voltage and switching behavior. As a result, the design optimization task focuses solely on
tuning internal circuit parameters, with no external conditions to vary. More complex variants of this
problem—involving multiple topologies or variable source voltages—may be considered in future
releases.

Constraints

We list the theoretical constraints, which represent physically infeasible conditions that always result
in an error.
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Theoretical constraints (error)

C; € [le — 6,2e — 5], 1=0,1,2,...,5
L; €[le—6,1le — 3], 1=0,1,2
T, € [0.1,0.9]

Simulator

We use the well-established NgSpice Circuit Simulator in this problem.

Dataset

All simulation starts from 1 millisecond to 1.06 milliseconds. The dataset consists of three parts as
follows:

* Part 1: The 6 capacitors and 3 inductors only take their minimum and maximum values to
map the edge of the design space. T} ranges over {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}.
This results in:

20 % 23 x 9 = 4608 samples.

 Part 2: Randomly sample 4608 points in the 10-dimensional space (6 capacitors, 3 inductors,
and 77). The minimum and maximum values for each dimension are excluded from the
sampling.

* Part 3: To enhance the sampling coverage in the design space, we use Latin hypercube
sampling to generate 4608 points. Each dimension is divided into 10 intervals, and the
minimum and maximum values in each dimension are excluded from the sampling.

These three parts are randomly shuffled and split into training, validation, and test datasets with the
ratio of 7/2/1.

D Additional Information on Experiments

D.1 Cross-domain study

TABLE 8: Hyperparameters used for GAN2D and CGAN2D in the cross-domain study.

Hyperparameter Value

1lr_disc 0.0004

lr_gen 0.0001
n_epochs 100

hidden_layers 4

hidden_size 128
batch_size 32
bl 0.5

b2 0.999
latent_dim 32

Hyperparameters used for our experiments in Section .1 can be found in Tables[8|and[09] They were
chosen based on our prior experience and without an extensive search, i.e., reducing the number of
channels and removing the transformer blocks of the diffusion modelE-] Conducting a systematic
hyperparameter sweep proved impractical, since each problem and evaluation metric (beyond just
MSE) would require its own tuning regime. We view the challenge of hyperparameter optimization
across heterogeneous engineering problems and metrics as an open and valuable direction for future
research. We ran the experiments with seeds in {1, .. ., 10}

" Our implementations draw from https://huggingface.co/learn/diffusion- course/unit1/2and
https://github.com/togheppi/cDCGAN.

“Code for GAN2D: https://github.com/IDEALLab/EngiOpt/tree/main/engiopt/gan_cnn_2d.
Code for CGAN2D: https://github.com/IDEALLab/EngiOpt/tree/main/engiopt/cgan_cnn_2d.

34


https://huggingface.co/learn/diffusion-course/unit1/2
https://github.com/togheppi/cDCGAN
https://github.com/IDEALLab/EngiOpt/tree/main/engiopt/gan_cnn_2d
https://github.com/IDEALLab/EngiOpt/tree/main/engiopt/cgan_cnn_2d

TABLE 9: Hyperparameters used for CDiffusion2D in the cross-domain study.

Hyperparameter Value

1r 0.0004
n_epochs 100
batch_size 32
b1 0.5

b2 0.999
latent_dim 100

layers_per_block 2
noise_schedule linear

Here is an example command line used to train our CDiffusion model on the heat conduction problem.
Our framework makes it possible to train this model on a different problem by only changing the
problem_id:

python engiopt/diffusion_2d_cond/diffusion_2d_cond.py

--seed 10
--save_model
--n_epochs=100

For conditioning in the model evaluations, 50 conditions were sampled uniformly at random with
replacement from the configurations in the test datasets. Then, these configurations were given to
the conditional model generators as conditions. For the unconditional models, we used the same
sampling procedure—both to ensure broader coverage of test conditions and to supply conditions for
simulation and optimization experiments—but the generators themselves received only noise as input.
Metrics were then computed based on the outputs relative to their associated conditions.

Some example outputs generated from the trained algorithms are illustrated in Figs. to
Diffusion models tend to produce more detailed and structured outputs, whereas GANSs yield blurrier
designs. Interestingly, although GAN outputs may appear less refined visually, they are often easier to
optimize, as reflected by lower COG values in HeatConduction2D and Beams2D (Section[4.T). The
figures also highlight the contrast between unconditional and conditional models: while conditional
models generate designs tailored to specific conditions, unconditional models sample freely across
the entire design space. This explains the higher DPP scores observed for unconditional models, as
they naturally exhibit greater diversity. Conversely, the conditioned models should better respect the
constraints, as is the case for the CGAN. It is unclear why the Diffusion models violate constraints
almost 100% of the time in the results. Similarly, we expected conditional models to achieve lower
MMD scores, as they are evaluated against the conditional distributions aligned with the sampled
test conditions. These results are surprising and should not be overinterpreted: we did not perform
extensive hyperparameter tuning, and the number of seeded runs is insufficient for strong statistical
claims. Rather, these findings serve as a proof of concept and highlight important directions for future
investigation.

Code for CDiffusion2D: https://github.com/IDEALLab/EngiOpt/tree/main/engiopt/diffusion_
2d_cond.
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FIGURE 12: Illustrative outputs of our generative models on the Beams2D task.
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FIGURE 13: Illustrative outputs of our generative models on the HeatConduction2D task.
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FIGURE 14: Illustrative outputs of our generative models on the Photonics task.
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D.2 Airfoils

TABLE 10: Hyperparameters used for GAN and BézierGAN in the Airfoil experiment.

Hyperparameter Value
1lr_disc 0.0002
lr_gen 0.00005
n_epochs 5000
batch_size 32
bl 0.5
b2 0.999
latent_dim 4
noise_dim 10
bezier_control_pts 32

TABLE 11: Hyperparameters used for the Diffusion model in the Airfoil experiment.

Hyperparameter Value

1r 0.0003
n_epochs 100
batch_size 64
b1 0.5

b2 0.999
unet_dim 32

Hyperparameters used for our experiments in Section [4.2] can be found in Tables [I0] and [I1]
For the GANs, we used the same hyperparameter values as in Chen et al. [11]. For
the diffusion model, we reused hyperparameters from https://github.com/lucidrains/
denoising-diffusion-pytorch. We ran the experiments with seeds in {1, ..., 10}.

Example outputs from the trained models are shown in Fig.[T5] As illustrated, the standard GAN
frequently produces invalid designs characterized by discontinuities or noisy coordinates along the
airfoil spline, resulting in a 30% simulation failure rate. In contrast, the BézierGAN and diffusion
models consistently generate designs that are smooth and valid for simulation. However, the diffusion
model suffers from mode collapse, producing highly similar outputs across different samples.

Code for GAN: https://github. com/IDEALLab/Engilpt/tree/main/engiopt/gan_1d.
Code for BézierGAN: https://github.com/IDEALLab/EngiOpt/tree/main/engiopt/gan_bezier,
Code for Diffusion: https://github.com/IDEALLab/EngiOpt/tree/main/engiopt/diffusion_1d.
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FIGURE 15: Illustrative outputs of our generative models on the Airfoil task.
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FIGURE 16: Train/val/test distributions of Voltage Ripple and DcGain in raw (top) and log (bottom) domains.
Heavy skew and extreme outliers motivate the log transform and robust scaling.

D.3 Surrogate-assisted multi-objective optimization
Problem setting

For a fixed power-converter topology, the continuous design vector
2=[C1,...,Ce,L1, Ly, L3, T1]' € X where X = [le—6,2e—5]%x [le—6,1e—3]* x [0.1,0.9]

is mapped by the NGSpice simulator to two responses: DcGain y; and Voltage Ripple yo. We aim to
simultaneously minimize

g1(z) = |y1(x) — 0.25], g2(r) = ya(x).
Methods

We performed several steps for training our surrogate models and optimizing designs using these. |E|

Pre-processing: Every raw feature ; has been converted to a robust-scaled value Z; = (z; —
Q1,;)/(Qs3,; — Q1,5), where Q1 j and Q3 ; are the 25th / 75th percentiles of feature j in the training
set (inter-quartile range scaling). Each target y, has been first stabilized by log(yx) and then scaled
with the same formula, mitigating the heavy-tailed distribution (see Fig. [I6).

Surrogate model: For each target k € {1:2} (1: DcGain, 2: Voltage Ripple) we fit an MLP

fo, : R1 R with parameters 6. Given the training set Dy = {(?,y{")} e, where 7 is the

robust-scaled design vector and Ny = 0.7, the parameters are obtained by

N[f
o1 ~(i i
0; = arg;mn N Zﬁsu(fe(x( ))7 y](c))7
=1

“Code for surrogate-based optimization: https://github.com/IDEALLab/EngiOpt/tree/main/
engiopt/surrogate_model,
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TABLE 12: Hyperparameter search space (Z) and optimization budget.

Hyperparameter Value range
learning_rate [1075, 1073]
hidden_layers {2, 3, 4}
hidden_size {16, 32, 64, 128}
batch_size {8, 16, 32, 64}
12_lambda [1076, 1073]
activation {ReLU, Tanh}
Budget (trials) 50

Seeds s {100,101, 102}

where L denotes the Smooth-L; loss. Optimization uses Adam (PyTorch 2.6) with early stopping
(patience 20) to prevent over-fitting.

Bayesian hyperparameter search: We used BoTorch+Ax [3164] to minimize the ensemble-averaged
validation loss over the search space in Table Each trial trains an implicit ensemble of three
MLPs obtained by different initialization seeds (s, s+ 1, s+2). Similar to other hyperparameter
optimization works [[14, 55| [18]], we tuned hyperparameters on different seeds s € {100,101, 102}
for each trial, giving 3 x 50 trials, or 3 x 3 x 50 = 450 (seed, ensemble size, trials) MLPs trained per
target output; every model has been trained for 50 epochs with early stopping patience set at 15. The
optimized hyperparameters are learning_rate, hidden_layers, hidden_size, batch_size
penalty 12_lambda, and activation. Hyperparameters have intentionally been biased to limit the
size of the networks and avoid over-fitting.

Implicit ensembles: Using the best hyperparameters (best validation loss across seeds), we trained
E = 10 independent ensembles. Each ensemble contains M = 7 replicas initialized with contiguous
seeds (s, ...,s+6) for s € {0,10,...,90}. Note that these seeds are different from the seeds used
for the hyperparameter search to avoid seed overfitting [[14]. Every replica is trained for at most
300 epochs with early stopping (patience 50). Following the implicit ensemble paradigm [74, [20],

predictions are averaged gy, (z) = 77 Z%zl fyem) (), which lowers epistemic error. Variance can be
k
used alongside mean prediction, but it is out of the scope of this work.

Multi-objective search: For each surrogate ensemble, we launched a seed-matched NSGA-II
run (population 500, generations 100) via pymoo [[12} [8]. Seeds s € {0, 10,...,90} generate ten

independent approximations P() C X of the Pareto set of optimal designs.

Validation: Designs in P have then been re-evaluated with the simulator, giving surrogate- and
simulator-based Pareto fronts that we treat as distributions g, g. The unbiased squared Maximum
Mean Discrepancy [23], MMD? (g, g), with a Gaussian kernel rejects the null of identical distributions
(p0.05), exposing extrapolation bias.

Results

Bayesian optimization converged to different optima for the two targets (Table[I3)): the DcGain
surface favored a small learning rate and tanh activations, whereas the harder Voltage Ripple sur-
face required an order of magnitude larger learning rate and ReLU activations. The learning rate
decays were empirically selected. Both networks architectures ended up with the largest number of
hidden_layers and hidden_size, signaling a possible overfitting trend.

With these settings, each surrogate ensemble was able to learn a coherent Pareto front (blue curves,
Fig. [[7); reevaluation in NgSpice (red scatter) revealed systematic offsets for every seed. A two-
sample MMD test (1000 permutations, Gaussian kernel) confirmed that the surrogate and NgSpice-
generated fronts stem from different distributions: across ten runs the squared statistic ranged from
9.97 x 1073 to 6.18 x 10~2, while every p-value hit the permutation floor of 0.001. Hence, the null
hypothesis of equal clouds is rejected for all seeds, demonstrating that the surrogate fails to generalize
to the NSGA-II-proposed regions despite extensive hyperparameter tuning and ensembling.
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TABLE 13: Best hyperparameter configuration selected by Bayesian optimization for each output. The learning-
rate decay is the per-epoch multiplicative factor.

Hyperparameter DC Gain Voltage Ripple
learning_rate 2.67 x 1074 1.00 x 1073
learning_rate_decay 0.95 1.00
hidden_layers 4 4
hidden_size 128 128
batch_size 8 8
12_lambda 1.0x107%  3.07x107*
activation Tanh ReLU

Why is this problem difficult for surrogate models?

Despite a fixed topology and well-defined design bounds, this problem remains challenging for
surrogate-assisted optimization. Several intertwined factors contribute:

Stiff dynamics from mixed time constants: The circuit includes both microfarad-level capacitors
and millihenry-level inductors, creating vastly different time scales in transient responses. This
stiffness can lead to sharp transitions that may be difficult for approximators like MLPs to capture.

Discontinuities and threshold effects: Diodes and switches introduce strong nonlinearity and
discontinuous behavior. Small parameter changes near diode conduction thresholds can result in
large output shifts (e.g., clipping, ringing, or switching of current paths), making the response surface
non-smooth or even piecewise.

High variance and sparse coverage: The target Voltage Ripple exhibits heavy-tailed behavior, with
a small subset of designs leading to large, high-frequency oscillations. These regions are sparsely
represented in the dataset, making them hard to learn accurately even with ensembling.

Simulation-induced numerical noise: NgSpice’s numerical integration (e.g., trapezoidal or back-
ward Euler) and tolerances can introduce small but structured numerical artifacts. These manifest as
“noise” from the surrogate’s perspective, even though they arise from deterministic simulations.

Hidden constraints and failure modes: Although obvious simulation failures are avoided by fixing
the switch pattern, near-failure designs can behave erratically or saturate, leading to sharp distortions
in the response space that are hard to interpolate.

In contrast to smooth benchmark functions, this domain exhibits the highly sensitive and constrained
design manifold characteristic of real-world physical systems. It demonstrates the modeling chal-
lenges that traditional surrogate models can encounter, calling for physics-informed features or
structure-aware priors to perform well.

Take-aways

1. Voltage Ripple is intrinsically harder to approximate than DcGain due to stiffness (high fre-
quency transients arise from stiff systems dynamics, a regime where standard MLPs struggle
to generalize accurately), discontinuities, and skewed distributions driven by switching and
nonlinear components;

2. Ensembling reduces variance but does not resolve extrapolation bias in undersampled or
near-discontinuous regions;

3. Sparse representation of unstable behaviors (e.g., large ripple) and overfitting in smooth
regions can mislead optimization, resulting in systematic surrogate error near the predicted
Pareto front;

4. Domain-aware enhancements—such as physics-informed architectures, adaptive sampling
near switching thresholds, or hybrid surrogate-simulation loops—may be needed to reliably
optimize high-fidelity circuit models.

Future work could explore hybrid strategies that combine adaptive space-filling design, physics-

informed normalization, outlier-aware modeling (e.g., classification of unstable regimes), and autore-
gressive architectures to couple dependent objectives.
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