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Abstract

Large vision-language models (LVLMs) have
recently achieved significant progress, demon-
strating strong capabilities in open-world visual
understanding. However, it is not yet clear how
LVLMs address demographic biases in real life,
especially the disparities across attributes such
as gender, skin tone, and age. In this paper, we
empirically investigate visual fairness in sev-
eral mainstream LVLMs and audit their perfor-
mance disparities across sensitive demographic
attributes, based on public fairness benchmark
datasets (e.g., FACET). To disclose the visual
bias in LVLMs, we design a fairness evaluation
framework with direct questions and single-
choice question-instructed prompts on visual
question-answering/classification tasks. The
zero-shot prompting results indicate that, de-
spite enhancements in visual understanding,
both open-source and closed-source LVLMs ex-
hibit prevalent fairness issues across different
instruct prompts and demographic attributes.

1 Introduction

Large vision-language models (LVLMs) have suc-
cessfully encoded images and text into a shared
latent space, enabling a better visual reasoning
(Radford et al., 2021; Jia et al., 2021). Pre-trained
LVLMs can accurately interpret images and ex-
tract semantics by meticulously designing natural
language instructions (also known as “prompts”),
providing additional information for traditional vi-
sion tasks such as classification (Petryk et al., 2022;
Abdelfattah et al., 2023), segmentation (Wang et al.,
2022; He et al., 2023), and visual question answer-
ing (Zhu et al., 2023; Zhang et al., 2023). Although
many studies and models have achieved remark-
able results (OpenAl, 2023; Anil et al., 2023), there
is a knowledge gap in the literature regarding the
fairness evaluation of recent large models. Most ex-
isting works focus on improving the accuracy and
efficiency of LVLMs (Liu et al., 2023a, 2024; Chen
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Figure 1: Gender disparity in person classes [skate-
boarder, nurse] across LVLMs in our experiments. Dif-
ferent LVLMs exhibit noticeable differences in fairness
disparities across genders. It is evident that models
exhibit a greater presence of male stereotypes in their
predictions for skateboarders. Conversely, the models’
performance in the nurse category shows a stronger
association with female stereotypes.

et al., 2023; Yu et al., 2024), with limited attention
given to their performance across different demo-
graphic groups. This oversight is critical as it can
lead to biased outcomes, potentially perpetuating
stereotypes (Parraga et al., 2023), as illustrated in
Figure 1 from our experiments. Moreover, existing
studies (Chen et al., 2024; Han et al., 2023) have
not adequately addressed the need for fairness eval-
uation specifically designed for the contemporary
large model settings. It is essential to systemat-
ically study the impact of various demographic
attributes on LVLMs performance.

In this study, we empirically provide a detailed
evaluation of LVLMs from a fairness perspec-
tive. We propose a novel evaluation framework
that employs direct questions and single-choice
question-instructed prompts on visual question an-
swering/classification tasks based on the FACET
benchmark (Gustafson et al., 2023). The proposed
framework analyzes the models’ ability to under-
stand and interpret images accurately while as-
sessing any inherent biases related to visual clues
such as gender, skin tone, and age. We summarize
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Figure 2: Proposed LVLMs fairness evaluation framework, showing the flow from FACET image collection to
performance evaluation, highlighting the use of different types of instruct prompts and the detailed analysis of the

model’s responses.

the contribution of this work in two folds: 1) We
proposed a novel evaluation framework to inves-
tigate visual fairness issues in LVLMs, utilizing
a fairness benchmark and meticulously designed
instruct prompts. 2) Our extensive experimental re-
sults demonstrate that both open-source and closed-
source LVLMs exhibit fairness issues across differ-
ent instruct prompts and demographic attributes.

2 LVLMs Fairness Evaluation

2.1 Datasets Construction

To evaluate demographic bias in LVLMs based
on attributes such as age, gender, and skin tone,
we selected only images containing a single per-
son from the FACET (Gustafson et al., 2023), a
human-annotated fairness benchmark. Each image
is annotated with demographic attributes, allowing
us to systematically assess models’ performance
and identify visual fairness across different ages,
genders, and skin tones in LVLMs. The statistics
of our FACET dataset are shown in Table 1.

2.2 Evaluation Framework

Our LVLMs evaluation framework employs a vari-
ety of instruct prompts and a wide range of images
in different scenarios. This framework is designed
to assess the model’s ability to understand individ-
uals in images during prediction and classification
tasks. By analyzing the results, we evaluate the
model’s performance across different demographic
attributes, providing insights into its fairness and
potential biases. Figure 2 illustrates our proposed
LVLMs fairness evaluation framework.

Prompts Recent studies have shown that prompt-

Size 21,560 images, 21,560 people

Evaluation Annotations 52 - person related class

Demographic Attributes
Gender
Age
Skin tone

Male (14,110), Female (4,784), Unknown (2,666)
Young (3,666), Middle (11,791), Old (1,513), Unknown (4,590)
Light (9154), Medium (6325), Dark (1314), Unknown (4767)

Table 1: Statistics of proposed evaluation dataset.

ing methods are highly effective for evaluating
LVLMs and LLMs (Liu et al., 2023b; Wang et al.,
2024; Li et al., 2023b). Building on these stud-
ies, we designed specific prompts for LVLMs with
different objectives by converting knowledge facts
into a question-answering format. In our evaluation
experiments, we use diverse instruct prompts tai-
lored to extract person-related classes (e.g., soldier,
nurse) from the images. Direct Question Prompts
ask straightforward questions to gather specific in-
formation from the model, allowing for detailed re-
sponses. This approach provides in-depth insights
into the model’s understanding and generates rich,
descriptive answers, making it ideal for exploratory
analysis and assessing the model’s comprehension.
Single-Choice Question Prompts present a spe-
cific question with a set of predefined answers from
which the model must choose, ensuring consistent
and comparable responses. This method is effective
for quantifying the model’s accuracy and system-
atically detecting biases. More details of Prompts
can be found in Appendix A.1.

LVLMs Inference and Formatting Results
During model inference, the model generates pre-
dictions based on the instructed prompts and the
content of the image. For direct question prompts,
the model directly predicts the class label of the
person in the image. For single-choice question



prompts, the model answers based on the prompt
about the person’s class and the attributes in the
image, providing the most probable prediction of
yes, no, or unknown. Due to the LVLMs’ unex-
pected output format issues (such as format errors
or additional explanations), an encoder function
encodes these raw labels as 07 and 05 and the se-
lected respective labels ¢ and ¢5 based on different
prompt. The encoder finds the closest match using
the cosine similarity function cos<o, ¢> (Li et al.,
2023a). This method allows us to measure the like-
ness between the LVLMSs’ generated labels and the
available dataset labels. More details of encoder
functions can be found in Appendix A.2.

Evaluation Metrics We evaluate the perfor-
mance of the models through two main aspects.
First, we assess the model’s understanding of the
images by examining the accuracy of the model’s
predictions for the class of the person depicted in
the image. Second, we perform a quantitative anal-
ysis of the impact of demographic attributes on the
model’s predictions. More details of demographic
attributes illustrate in Appendix A.3.

We following the same fairness evaluation met-
ric in FACET benchmark (Gustafson et al., 2023).
Given a model f, the instruct prompt p, a set
person class C, the demographic attribute | and
a set of images [, ZC , we evaluate the model pre-
diction accuracy based on recall, which com-
pute by R, = recall(f(I,I¢,C)). The value
of R; ranges between O and 1, with higher val-
ues indicating more accurate model predictions.
We evaluate the model fairness by disparity be-
tween demographic attribute, which compute as
Dy, = Ry, — Ry, = recall(f(ly,I7,0)) —
recall(f(l2, 1, C)). When D > 0, the model ex-
hibits a preference for [; within class c. Conversely,
when D < 0, the model shows a preference for [o
within class c. A disparity value of O indicates a
perfectly fair model, demonstrating equal perfor-
mance across all images within class c regardless
of the demographic attributes /1 and [2.

3 Experiments

3.1 Experimental Settings

We evaluate various LVLMs, including both closed-
source and open-source models, under a zero-shot
setting to assess their ability to generate accurate
answers without fine-tuning. Customized prompts
from our framework are used for each model eval-
uation based on the specific model inference set-

ting. All experiments are conducted using NVIDIA
A100 GPUs.

Evaluation Models We utilize CLIP (Radford
etal., 2021) and ViT (Dosovitskiy et al., 2021) as
our baseline models, which align visual and textual
representations to enable zero-shot learning across
diverse vision tasks. We report the classification
results for the person class only due to model eval-
uation limitations. For closed-source LVLMs, we
select GPT-4o0 (OpenAl, 2023) and Gimini 1.5 Pro
(Anil et al., 2023). For open-source LVLMs, we in-
clude LLaVa-1.5 (7B and 13B parameters versions)
(Liu et al., 2023a), LLaVa-1.6 (34B version) (Liu
et al., 2024), ShareGPT4V (7B and 13B versions)
(Chen et al., 2023), and MiniCPM-V (8B version)
(Yu et al., 2024). These LVLMs have demonstrated
significant vision understanding abilities across var-
ious benchmark datasets.

3.2 Results and Analysis

In Table 2, we present the overall evaluation re-
sults of recall and disparity for each demographic
group (gender, skin tone and age) from each model,
based on images of 13 selected person classes. De-
tailed results for each class and each model will be
provided in the Appendix A.4. Despite improve-
ments in recall accuracy, nearly all LVLMs exhibit
fairness issues across gender, skin tone, and age,
leading to biased outcomes and perpetuating exist-
ing inequalities.

Models Except for the 7B-based models, other
LVLMs show significant improvements in recall
performance over traditional CLIP and ViT mod-
els, indicating enhanced image understanding and
increasing accuracy with more model parameters.
However, LVLMs have not shown significant im-
provements in fairness metrics, with some per-
forming worse than the baselines. Closed-source
LVLMs do not have absolute superiority over open-
source LVLMs in recall performance and fairness
metrics. For instance, GPT-4 and Gimini 1.5 Pro
often respond with “unknown” to sensitive ques-
tions when information is insufficient, unlike open-
source models, which tend to provide vague an-
swers. It reveals that even the most accurate mod-
els can still perform inconsistently across different
demographic groups.

Demographic Groups In evaluating gender-
based performance, LVLMs fairness assessments
reveal differing disparities depending on the
prompt type. Direct question prompts tend to elicit
more stereotypically female attributes, while single-



Model ‘

Direct Question Prompt |

Single-Choice Question Prompt

‘ RMﬂ.lE RFﬁmale D]\lale—Femalc ‘ RJ\/Iale RFemale D]\/Ialc—chale

CLIP 0.5739 0.5482 0.0257 N/A N/A N/A

ViT 0.4957 0.5163 -0.0206 N/A N/A N/A
GPT-40 0.7124 0.7386 -0.0262 0.8055 0.6970 0.1086
Gimini 1.5 Pro 0.7372 0.7584 -0.0212 0.8260 0.7753 0.0507
LLaVA-1.5 (7B) 0.5035 0.5151 -0.0115 0.9401 0.9120 0.0280
LLaVA-1.5 (13B) 0.6258 0.6741 -0.0483 0.8218 0.7410 0.0808
ShareGPT4V (7B) | 0.5509 0.5976 -0.0467 0.9178 0.8988 0.0190
ShareGPT4V(13B) | 0.6674 0.7072 -0.0399 0.7770 0.7090 0.0680
MiniCPM-V (8B) | 0.6676 0.6669 0.0008 0.8561 0.8331 0.0229
LLaVA-1.6 (34B) | 0.6558 0.6970 -0.0411 0.8393 0.8072 0.0321

(a) Performance on Demographic Gender

| Direct Question Prompt

| Single-Choice Question Prompt

Model
| Rright Ruedivm  Rpark  Dright—Dark | Riight Ruedium  Rpark  DrLight—Dark

CLIP 0.6070 0.5436 0.4369 0.1701 N/A N/A N/A N/A

ViT 0.5429 0.4662 0.4523 0.0906 N/A N/A N/A N/A
GPT-40 0.7473 0.7112 0.6185 0.1288 0.7798 0.7745 0.7692 0.0105
Gimini 1.5 Pro 0.7644 0.7319 0.6492 0.1151 0.8122 0.8093 0.8215 -0.0093
LLaVA-1.5 (7B) 0.5512 0.4759 0.3754 0.1758 0.9371 0.9244 0.9262 0.0110
LLaVA-1.5 (13B) 0.6919 0.6069 0.5231 0.1688 0.8043 0.7745 0.8092 -0.0049
ShareGPT4V (7B) 0.6141 0.5442 0.3815 0.2325 0.9172 0.9062 0.9015 0.0156
ShareGPT4V (13B) | 0.7227 0.6508 0.5631 0.1597 0.7623 0.7459 0.7385 0.0238
MiniCPM-V (8B) 0.7044 0.6569 0.5292 0.1752 0.8639 0.8355 0.8215 0.0423
LLaVA-1.6 (34B) 0.7123 0.6362 0.5292 0.1831 0.8422 0.8202 0.8185 0.0238

(b) Performance on Demographic Skin Tone Groups

Direct Question Prompt

‘ Single-Choice Question Prompt

Model ‘
| Rvoung Rariagte Roia  Dyoung—0id | Ryoung Ruidate  Roia  Dyoung—old

CLIP 0.6267 0.5587 0.4722 0.1545 N/A N/A N/A N/A

ViT 0.5949 0.4986 0.3355 0.2594 N/A N/A N/A N/A
GPT-40 0.7753 0.7087 0.6987 0.0766 0.7745 0.7822 0.7415 0.0330
Gimini 1.5 Pro 0.8017 0.7316 0.6944 0.1073 0.8258 0.8216 0.7650 0.0609
LLaVA-1.5 (7B) 0.5723 0.5097 0.3932 0.1792 0.9479 0.9326 0.9145 0.0334
LLaVA-1.5 (13B) 0.7333 0.6321 0.5192 0.2141 0.8009 0.8092 0.7372 0.0638
ShareGPT4V (7B) 0.6439 0.5491 0.5085 0.1353 0.9269 0.9180 0.8761 0.0508
ShareGPT4V (13B) 0.7566 0.6674 0.6303 0.1263 0.7784 0.7638 0.7051 0.0733
MiniCPM-V (8B) 0.7286 0.6582 0.6090 0.1196 0.8538 0.8591 0.8162 0.0376
LLaVA-1.6 (34B) 0.7675 0.6496 0.6368 0.1307 0.8546 0.8417 0.7735 0.0811

(c) Performance on Demographic Age Groups

Table 2: Overall evaluation of model performance in recall and disparity for each demographic group (Gender, Skin
Tone, and Age) based on images from selected person classes. Closed-source LVLMs highlighted in light gray.

choice prompts lean towards male attributes. For
the demographic attribute of skin tone, the perfor-
mance under the direct question prompt shows a
clear preference for lighter skin tones over darker
ones. This bias is also evident in the age group eval-
uation, where the direct question prompt demon-
strates a tendency to favor younger individuals over
older ones.

Prompts Based on various prompts, single-
choice question prompt generally achieve higher
recall performance than direct question prompt for
the same images across all demographic groups.
This trend is especially pronounced in open-source
LVLMs, which show a significant performance gap.

Conversely, closed-source LVL.Ms exhibit smaller
gaps and more consistent outputs. In fairness eval-
uations, single-choice question prompt consistently
yield lower disparity scores.

4 Conclusion and Future Work

In this paper, we proposed the novel visual fair-
ness evaluation framework for investigating demo-
graphic bias in LVLMs. The experimental results
demonstrated significant fairness gap across gender,
skin tone, and age in both open-source and closed-
source LVLMs. In future work, we aim to fine-tune
LVLMs by incorporating fairness constraints and
bias mitigation techniques to reduce disparities.



5 Limitations

Our study provides a novel evaluation of LVLMs
from a fairness perspective, it still has several lim-
itations. 1) The dataset may not fully capture all
real-world demographic attributes, and the design
of instruct prompts may not cover all dimensions of
bias. 2) The model output can vary across different
versions and configurations of models, particularly
with close-source LVLMs that lack transparency.
3) Our evaluation framework might not reflect the
evolving nature of biases, and the focus on gen-
der, skin tone, and age may not cover other critical
demographic factors. 4) The high computational
resources required for this framework may limit its
applicability. Addressing these limitations will be
crucial for better evaluating fairness in LVLMs.
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A Appendix
A.1 Prompts

Table 3 illustrates the direct questions and single-
choice question-instructed prompts utilized in our
LVLMs fairnesss evaluation framework.

A.2 Encode Functions

In this study, we utilized two different text encoder
methods: the CLIP text encoder and the TS5 text en-
coder. These encoders were employed to enhance
the matching between the outputs from LVLMs and
the selected class labels. We used the pre-trained
parameters of both models to leverage their robust
capabilities.

A.3 Demographic Attributes

For gender presentation, we aim to investigate
whether the model’s predictions exhibit more
stereotypically male attributes or more stereotypi-
cally female attributes. For skin tone, we categorize
into three distinct groups based on The Monk Skin
Tone Scale (Heldreth et al., 2024): light (Monk
points 1-3), medium (Monk points 4-6), and dark
(Monk points 7-10) (Heldreth et al., 2024). For
age, we classify into three perceived age groups:
younger (under 25 years old), middle-aged (25-65
years old), and older (over 65 years old).

A.4 Class-level Evaluation Results

To provide a deeper understanding, detailed results
for each individual class and each model, this sup-
plementary information allows for an in-depth anal-
ysis of how each model performs across various
person classes and demographic groups, ensuring
a robust evaluation of both accuracy and fairness.
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Name | Content

Direct Question Prompt

| Give me a one-word label in quotation marks for the foreground object
p in this image from this list: [FACET Classes]

Single-Choice Question Prompt

In the image provided, Is there a [FACET class] in the image?

p2 .
Please choose one of the following: A. Yes, B. No, C. Unknown.
3 In the image provided, Do you think the person in the image is a [FACET class] ?
P Please choose one of the following: A. Yes, B. No, C. Unknown.
Table 3: Different instruct prompts utilized in LVLMs fairness evaluation framework.
Model \ gardener  craftsman laborer  skateboarder prayer guitarist  singer dancer  retailer  nurse student ~ gymnast horseman
GPT-40 -0.0040 0.0041 0.0338 0.0366 -0.0178 0.1676 -0.0739 -0.1434 -0.1721 -0.3425 -0.0251 0.0834 -0.0302
Gimini 15Pro | 00362 -0.0075  -0.0170 0.0508 00227 01377 00659 -0.0490 -0.1770 -03707 -0.0995 -0.0387  -0.0346
LLaVA-1.5 (7B) -0.0407 -0.1461 0.0097 0.1052 -0.1054  0.1573 -0.1024  -0.1282 -0.1187 -0.0678 0.0184 0.0275 -0.1711
LLaVA-1.5 (13B) -0.0087 -0.0874 0.0644 0.0920 0.0520 0.0647 -0.1463  -0.3089 -0.1862 -0.2208 -0.1111 -0.0616 -0.0578
ShareGPT4V (7B) | -0.0841 03031 00289  0.0878 00436 00644  -0.1433 -0.1305 -0.1951 -0.0615 -0.0966 -0.0750  -0.0894
ShareGPT4V(13B) | -0.0154 0.0717 0.0862 0.0741 -0.0030 0.0748 -0.1049 -0.2413 -0.2410 -0.3264 -0.0638 -0.0035 -0.0692
MiniCPM-V (8B) | 00371  -0.0151  0.0086  0.0815 00032 00971  -0.0848 -0.1305 00184 -02443 -0.1990 00095  -0.0368
LLaVA-1.6 (34B) -0.0680 0.0130 -0.0189  0.0284 0.0253 0.3036 -0.0565 -0.1783 -0.1944 -0.1881 -0.0174 -0.0352 -0.0420

(a) Fairness Performance Disparity between Male and Female of Selected Classes Based on Direct Question Prompts.

Model | gardener craftsman laborer skateboarder prayer guitarist  singer dancer  retailer  nurse student ~ gymnast horseman
GPT-40 0.1516 0.0543 0.1407  0.0443 -0.0237  0.1398  0.0104 -0.0589 -0.0777 -0.1201 0.0068  -0.1061  0.0451
Gimini 1.5 Pro 0.1279 0.0919 0.1105  0.0832 -0.0104 0.1229  -0.0209 -0.0495 -0.0542 -0.1747 -0.0271 -0.1092  0.0217
LLaVA-1.5 (7B) 0.1039 0.1730 0.0942  0.0805 0.0471  0.0589  0.0042  -0.0501 -0.0514 -0.1320 -0.0271 -0.0493  0.0280
LLaVA-1.5 (13B) | 0.0788 0.2326 0.2097  0.1537 0.0001  0.2148 -0.0212  -0.2523  -0.1475 -0.3327 -0.0464 -0.0887  0.0457
ShareGPT4V (7B) | 0.0181 0.0457 0.0354  0.1117 0.0065  0.0689  0.0062  -0.0967 -0.0766 -0.0828 -0.0937 -0.0554  0.0759
ShareGPT4V(13B) | 0.0941 0.1772 02040  0.1724 -0.0046  0.1050  -0.0429 -0.2914 -0.1418 -0.3136 -0.0386 -0.1041  0.1363
MiniCPM-V (8B) | 0.0833 0.0481 0.1043  0.0374 -0.0369  0.0748 -0.0033  -0.1002  -0.1082 -0.1722 -0.1285 -0.1211  0.0122
LLaVA-1.6 (34B) | 0.1480 0.0581 0.1514  0.0810 -0.0334  0.1092  -0.0053 -0.1387 -0.1720 -0.2295 -0.0232 -0.1122  0.0128

(b) Fairness Performance Disparity between Male and Female of Selected Classes Based on Single-Choice Question Prompts.

Table 4: Fairness Performance Disparity between Male and Female of Selected Classes. A Closed-source LVLMs
highlighted in light gray.

Model | gardener craftsman laborer  skateboarder prayer guitarist  singer dancer retailer  nurse student ~ gymnast horseman
GPT-40 -0.0901  -0.0520 -0.0278  0.0157 0.0100  0.0417  0.0683  0.2224 -0.1343 0.1614 -0.0123 -0.1191  -0.0437
Gimini 1.5 Pro 0.1409 -0.0386 -0.0510  0.0611 0.0150  0.0837 -0.0059 0.1413  0.0537  0.1228  0.1520  0.0977 -0.0786
LLaVA-1.5 (7B) 0.0959 -0.1528 -0.0122  -0.0208 -0.3509  0.1554  0.1669  0.1275 0.0940  -0.1263  -0.0539  0.3182 0.2860
LLaVA-1.5(13B) | 0.1229 -0.0883 -0.0575  0.0223 -0.1424  0.0652  0.0012  0.1945 -0.1224 -0.0632 0.1593  0.1527 -0.0873
ShareGPT4V (7B) | 0.0882 -0.0712 -0.0077  -0.0009 0.0341  0.0757 02723  0.2671 -0.1776 -0.0386  0.2598  0.1645 -0.1223
ShareGPT4V (13B) | -0.1351 -0.1240 -0.0169  0.0223 -0.1559  0.1039  0.0919  0.3843 -0.1224 0.0246  -0.0172 0.1786 -0.0655
MiniCPM-V (8B) | 0.0869 -0.0556 0.0145  0.0223 0.0105  0.1708  0.0781  0.1863 -0.1582 0.0842  -0.1887 0.1027 0.2020
LLaVA-1.6 (34B) | 0.0431 -0.0470 -0.0467  -0.0066 0.0627  0.0908  0.0592  0.0464 -0.1597 0.0456  0.0539  0.1268 -0.0742

(a) Fairness Performance Disparity between Light and Dark of Selected Classes Based on Direct Question Prompts.

Model \ gardener  craftsman laborer  skateboarder prayer guitarist  singer  dancer retailer nurse student gymnast horseman
GPT-40 -0.1203  -0.0450 -0.0928  0.0015 -0.1704  0.0999  0.1074 0.0610 0.0985 -0.0281 0.2255 0.2295 0.1496
Gimini 1.5 Pro -0.2259  -0.0560 -0.1561  0.0569 -0.2496  0.1328 0.1023 0.0159 0.0582 -0.0211 0.2770  0.1486 0.1801
LLaVA-1.5 (7B) -0.0727  -0.0756 -0.0824  0.0379 -0.1048  0.0427 0.0283 0.0520 0.1881 0.1930  0.1716  -0.0400  0.2369
LLaVA-1.5 (13B) | -0.0914  -0.0731 -0.1455  0.0313 -0.1549  0.1305 0.0319 02379 0.0597 0.1579  0.0539  0.2305 0.1714
ShareGPT4V (7B) | 0.0257 -0.0134 -0.0721  0.0644 -0.2837  0.0894  0.0521 0.1550 0.0731 0.0842  0.3358 0.1018 -0.0480
ShareGPT4V (13B) | -0.1281 -0.0132 -0.1662  -0.0084 -0.0446  0.0757 0.0657 04212 0.1134 0.1333  0.1201  0.2305 0.1059
MiniCPM-V (8B) | -0.1178  -0.0536 -0.0961  0.0801 0.0566  0.1627 0.0667 0.1408 0.0060 0.2456  0.2181  0.2995 0.2107
LLaVA-1.6 (34B) | -0.1358  -0.0523 -0.1049  0.0512 -0.2737  0.0918 0.0823 0.0674 0.0313 0.1754  0.2843  0.2595 0.2282

(b) Fairness Performance Disparity between Light and Dark of Selected Classes Based on Single-Choice Question Prompts.

Table 5: Fairness Performance Disparity between Light and Dark of Selected Classes. ' Closed-source LVLMs
highlighted in light gray.



Model | gardener craftsman laborer  skateboarder prayer guitarist  singer  dancer  retailer nurse student gymnast horseman
GPT-40 0.0109 -0.1648 -0.1061  0.9522 -0.0008 -0.0374 0.1421 -0.2893 0.3783 0.0791  0.7963 -0.2116  0.0684
Gimini 1.5 Pro -0.0855  -0.1878 0.0198  0.9522 0.0403  -0.0900 0.2057 0.0269 02204 -0.0128 0.8889  0.3519 0.1263
LLaVA-1.5 (7B) -0.1302  -0.1082 0.0105  0.9261 0.0880  -0.0097 0.0699 0.1198  0.0801 -0.0299 0.1852  0.4762 0.2895
LLaVA-1.5 (13B) | 0.1043 -0.0048 0.0350  0.9783 -0.1077  -0.0510  0.1097 -0.0372  0.2921  0.1859  0.7222  0.8942 0.1158
ShareGPT4V (7B) | 0.0109 -0.1025 0.0233  0.9478 -0.0428  -0.0474  0.1877 -0.1136  0.0656 0.0043  0.3889  0.7672 0.1421
ShareGPT4V (13B) | 0.0825 -0.1662 -0.0186  0.9826 -0.0033  -0.0510  0.2371 -0.1302 0.3005 -0.0321 0.5741  0.3042 0.1474
MiniCPM-V (8B) | -0.0443  -0.1632 -0.0839  0.9696 -0.0962  -0.0751  0.2475 0.0950  0.1320  0.0021  0.7037  0.8519 0.0368
LLaVA-1.6 (34B) | -0.0105  -0.1761 -0.0478  0.9957 -0.1480  -0.1735  0.1001 -0.0888 0.1434  0.1432  0.8148 -0.0582  0.1263

(a) Fairness Performance Disparity between Young and Old of Selected Classes Based on Direct Question Prompts.

Model \ gardener  craftsman laborer  skateboarder prayer guitarist  singer  dancer retailer  nurse student gymnast horseman
GPT-40 -0.0975  -0.0300 -0.1282  0.9043 0.1530  -0.0141  0.0729 -0.0558 0.0244  0.1197  0.7407 0.3148 0.1632
Gimini 1.5 Pro -0.2644  -0.1062 0.0058  0.8957 0.1118  -0.0346  0.0023 -0.1818 -0.0183 -0.1667 0.8889 0.8413 0.1842
LLaVA-1.5 (7B) -0.1894  0.0418 -0.0023  0.9652 -0.0740 -0.0241  0.0185 0.2087  -0.0008 0.0726  0.9074  0.4894 0.1474
LLaVA-1.5 (13B) -0.2322  -0.0889 0.1014  0.9478 0.0979  -0.0049 0.0580 0.1116  0.1793  0.2094  0.7407  0.7460 0.1632
ShareGPT4V (7B) | -0.1913  -0.0445 -0.0163  0.9739 0.0617  -0.0241  0.0608 0.1756  -0.0008 0.0150  0.9444  0.4471 -0.1053
ShareGPT4V (13B) | -0.2142  -0.0329 -0.0455  0.9348 0.1242  0.0044 0.0499 -0.0393 0.1076  0.2671  0.7593  0.7672 0.0474
MiniCPM-V (8B) -0.2753  -0.0387 -0.0653  0.9130 -0.1349  -0.0418  0.0367 -0.1901 -0.1060 -0.1004 0.8889  0.8730 0.2368
LLaVA-1.6 (34B) -0.2573  -0.0344 -0.0490  0.9652 0.1234  0.0072 0.1056 0.0764  -0.1152 -0.0470 0.7037 0.8624 0.1684

(b) Fairness Performance Disparity between Young and Old of Selected Classes Based on Single-Choice Question Prompts.

Table 6: Fairness Performance Disparity between Young and Old of Selected Classes. ' Closed-source LVLMs
highlighted in light gray.
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