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Abstract

Large-scale datasets are usually required to train deep neural networks; however,
they increase computational complexity, hindering practical applications. Recently,
dataset distillation for images and texts has attracted considerable attention, as it
reduces the original dataset to a small synthetic one to alleviate the computational
burden of training while preserving essential task-relevant information. However,
dataset distillation for 3D point clouds remains largely unexplored, as point clouds
exhibit fundamentally different characteristics from those of images, making this
task more challenging. In this paper, we propose a distribution-matching-based
distillation framework for 3D point clouds that jointly optimizes the geomet-
ric structures and orientations of synthetic 3D objects. To address the semantic
misalignment caused by the unordered nature of point clouds, we introduce a
Semantically Aligned Distribution Matching (SADM) loss, which is computed on
the sorted features within each channel. Moreover, to handle rotational variations,
we jointly learn optimal rotation angles while updating the synthetic dataset to
better align with the original feature distribution. Extensive experiments on widely
used benchmark datasets demonstrate that the proposed method consistently out-
performs existing dataset distillation approaches, achieving higher accuracy and
strong cross-architecture generalization.

1 Introduction

With the increasing demand for large-scale training datasets, the high cost of retraining models
from scratch has become a major challenge, motivating research on dataset distillation [22]]. The
objective of dataset distillation is to produce a significantly smaller synthetic dataset from a large
original dataset, that preserves the essential task-relevant information contained in the original dataset.
Hence the models trained on the reduced synthetic dataset are encouraged to achieve comparable
performance to those trained on the original dataset. Existing dataset distillation methods [3, 6} (8}
1141304 1294 1314 118k 27, 154 9] can be broadly classified into gradient matching, trajectory matching,
and distribution matching approaches. The gradient matching and trajectory matching methods
aim to ensure that the synthetic dataset produces similar optimization dynamics to the original
dataset. To this end, the gradient matching method [30] minimizes the difference between the
gradients computed on the synthetic and original datasets. However, it potentially overlooks long-
term dependencies in the training process. Rather than comparing individual gradients, the trajectory
matching methods [3,16, 8 [11]] encourage the models trained on the synthetic dataset follow similar
optimization trajectories to those trained on the original dataset. Note that these methods train
the networks while optimizing the synthetic dataset, and significantly increase the computational
complexity. To alleviate the computational burden in dataset distillation, the distribution matching
techniques [29, 31} 18} 27, 5] have been introduced. The networks are randomly initialized and used

39th Conference on Neural Information Processing Systems (NeurIPS 2025).



without training to extract features, after which the feature distributions of the original and synthetic
datasets are compared.

While dataset distillation has been extensively studied for structured data such as images [30, 3, [29]]
and texts [[10, 12} [13]], its application to 3D point clouds remains almost unexplored. PCC [28]] simply
applied an existing distillation method for images [30] to the 3D point clouds without considering in-
herent characteristics of 3D point clouds, however it still suffers from high computational complexity.
Unlike the structured data, 3D point clouds consist of unordered and irregularly distributed points in
3D space. Therefore, semantically similar regions across different 3D models are often associated
with inconsistent orders (i.e., point indices), which makes direct feature comparison incorrect, thereby
worsening the performance of distribution-matching-based dataset distillation. We refer to this issue
as semantic misalignment. Moreover, the datasets of 3D point clouds also suffers from rotational
variation. 3D point clouds are often captured or synthesized under arbitrary poses due to the absence
of canonical orientations. Such rotational differences cause objects of the same class to produce
different features, significantly increasing intra-class variability. As a result, it becomes difficult
to construct a representative synthetic dataset that faithfully follows the feature distribution of the
original dataset.

In this paper, we propose an optimization framework combining Semantically Aligned Distribution
Matching (SADM) and orientation optimization for dataset distillation of 3D point clouds. A major
challenge in this setting is achieving effective feature alignment despite the unordered nature of point
clouds and their arbitrary orientations. The SADM loss addresses the issue of misaligned semantic
structures by sorting the point-wise feature values within each channel before computing the distance
between two feature distributions. In parallel, we employ learnable rotation parameters to address the
orientation variation by estimating the optimal poses of 3D models while generating the synthetic
dataset. By simultaneously enforcing semantic consistency and orientation alignment, the proposed
method achieves superior performance of dataset distillation compared with the existing methods, as
demonstrated by extensive experiments on standard 3D point cloud classification benchmarks.

The key contributions of this paper are summarized as follows:

* To the best of our knowledge, we are the first to propose a distribution-matching-based
dataset distillation method of 3D point clouds, that jointly optimizes the shapes and orienta-
tions of synthetic dataset.

* We devised the SADM loss, computed on the sorted features within each channel, to preserve
semantic alignment between the compared 3D objects.

* We validated the proposed method through extensive experiments on the four benchmark
datasets widely used for 3D point clouds classification, and showed the superiority of the
proposed method over the existing dataset distillation techniques.

2 Related Works

2.1 3D Point Data Analysis

3D point clouds are generally unordered exhibiting irregular characteristics, that makes it difficult to
apply the convolution operations in deep neural networks commonly used for images. To process
such data, early studies [26, [33]] converted point clouds into structured representations, such as
multi-view images or voxel grids, enabling the use of standard convolutional neural networks
(CNN) architectures. However, these conversions introduce quantization errors and increase memory
overhead. PointNet [[15] addressed this limitation by directly learning the features from unordered
points, which serves as the backbone in our dataset distillation framework. Subsequent methods,
such as PointNet++ [[16], PointConv [24]], and DGCNN [23]], extended PointNet by capturing local
geometric relationships through hierarchical architecture. Additionally, attempts have been also made
to apply the transformer [21] to 3D point clouds processing, where Point Transformer [32]] utilizes
the attention mechanism to capture the long-range dependencies. We adopt these architectures as
evaluation networks to assess the cross-architecture generalization capability of our distilled datasets.
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Figure 1: The overall framework of the proposed dataset distillation method for 3D point clouds.

2.2 Coreset Selection

Coreset selection is a technique designed to select representative samples from a given dataset, while
maintaining the model’s performance even with the sampled data. The random selection method [17]]
randomly chooses a subset of data samples from the whole dataset. It is simple but suffers from the
robustness due to the lack of informative criteria for sampling. The K-center method [19] selects
data samples iteratively that maximize the minimum distance to the set of already selected ones,
taking into account the data distribution. The Herding method [2} [1] iteratively takes data points
that minimize the discrepancy between the mean embeddings of the selected subset and the entire
dataset in the feature space. The coreset selection operates within the space of existing samples, and
hence lacks the flexibility to synthesize informative patterns. This limitation naturally leads to the
emergence of dataset distillation, which generates synthetic datasets capturing task-specific patterns
beyond the original samples.

2.3 Dataset Distillation

Dataset distillation [22] methods can be largely categorized into the gradient matching [30], trajectory
matching 3,16} 18, [11], and distribution matching [29} 131} [18} 127, S]] approaches. The gradient match-
ing, first introduced by DC [30], minimizes the difference between the gradients computed from
the original and synthetic datasets, respectively, guiding the synthetic dataset to follow the training
direction of the original dataset. The trajectory matching methods [3} 16, 8 [11]], initially proposed by
MTT [3], encourage the models trained on the synthetic dataset to follow the optimization trajectories
similar to those trained on the original dataset rather than comparing individual gradients. ATT [11]
automatically adjusts the length of the training trajectories between the synthetic and original datasets,
enabling more effective and precise matching. The distribution matching, introduced by DM [29],
focuses on minimizing the distance between the feature distributions of the original and synthetic
datasets. DataDAM [18]] enhances the distribution matching by aligning the feature maps using
attention mechanism, achieving unbiased feature representation with low computational overhead.
Furthermore, M3D [27] employs the Gaussian kernel function in the distribution matching loss,
enabling the alignment across higher-order statistical characteristics of the feature distributions. Re-
cently, a gradient matching-based point clouds distillation method [28]] has been introduced, however
it simply applied the existing image-based method without considering the unique characteristics of
3D point clouds.

3 Methodology

We propose a novel dataset distillation method for 3D point clouds that first addresses the key
challenges of semantic misalignment and rotational variation. We perform SADM that effectively
aligns the features of semantically consistent structures across different 3D models. To handle the
rotational variation, we also estimate optimal orientations while generating the synthetic dataset.
Figure[I] shows the overall framework of the proposed method.



3.1 Preliminaries

Problem Definition. The objective of dataset distillation is to compress the task-relevant information

in the original dataset T = {t; }IT| and generate a much smaller synthetic dataset S = {sz}‘ill,
where |S| < | T, such that a model trained on & achieves close performance to that trained on 7.
Given a 3D point cloud sample p following a real data distribution with the corresponding class label

[, the optimal synthetic dataset 8* can be obtained via

§" = argmin By [||C(¢7(p),1) ~ L(¢s (), DII] ey
where £ denotes a task-specific loss function, such as the cross-entropy loss, and ¢4 and ¢ s represent

the models to estimate the class label which are trained on 7~ and S, respectively.

Distribution Matching. The distribution matching (DM) strategy focuses on aligning the feature
distributions derived from the original and synthetic datasets, respectively, via

S = argsmin D(o(T), #(5)), 2

where ¢ is the feature extractor and D denotes a distance function. We employ a randomly initialized,
untrained network, which has been demonstrated to sufficiently capture the structural information for
distribution alignment [29]]. Also, the Maximum Mean Discrepancy (MMD) [[7] loss Lymp is often
used as D, given by

Lwvvp(T,8) = K(T,T) + K(S8,8) - 2K(T,S), 3
where K (-, ) is a kernel function. We used the Gaussian kernel in this work as
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3.2 Semantically Aligned Distribution Matching

Whereas the pixels of image exhibit well struc-

tured spatial relationships with one another and s N ~
consistently indexed across different images, — %; o e 47 <
the points in 3D point clouds are unordered “"; ™ © - ey '
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ing methods cannot be directly applied to 3D~ 5, =~ 7 S A

point clouds, since the features of semantically " p N
similar structures are not aligned between two s, o : i

&

compared models. Motivated by the importance
of preserving semantic correspondence, we in-
vestigate the relationship between the feature Figure 2: Visualization of the points corresponding
values and semantic significance in 3D point to the largest (top), 200th largest (middle), and
clouds. We first extracted point-wise features us- 500th largest (bottom) features in each channel.
ing a randomly initialized network ¢, and sorted

the feature values for each of 1024 channels according to their size. Figure 2] visualizes the points
corresponding to the largest (top), 200th largest (middle), and 500th largest (bottom) features, respec-
tively. We observe that, even without model training, the points associated with the largest features
consistently capture semantically meaningful regions, such as edges and corners, across different
classes. In contrast, the points yielding low-ranked features are distributed around less informative
regions. This suggests that the features reflect the relative importance of points in characterizing
the structures of 3D objects, and the points with similar orders of sorted features tend to capture
semantically related regions across different 3D models.

In order to preserve the semantic correspondence across different 3D models, we propose a Semanti-
cally Aligned Distribution Matching (SADM) loss. Specifically, given a 3D point cloud object p, we
extract the features using ¢ via

}01,1 §2,1 .]]ZC,l
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where N denotes the number of points in p, C is the number of feature channels, and f; =
{fi1, fi2, .., fi N} represents the feature vector of the i-th channel where fi,; 1s the feature value
of the j-th point. We then perform channel-wise sorting to the extracted features of f; ;’s in the

descending order of their values, and obtain the sorted feature vector f, = { fm, f,g, e ﬁ N ¢ such

that f; ; > f; j+1. Then we have the set of the sorted feature vectors as
Q;(p): |:f‘17f‘27a?0:| ) f‘z ERN (6)

Note that t in the original dataset 7 and s in the synthetic dataset S exhibit different orders of
points in general, and therefore the features in ¢(t) and ¢(s) are inconsistently aligned with each

other worsening the desired behavior of comparison in (3. On the contrary, the sorted features qg(t)

and gﬁ(s) exhibit consistent ordering of features in each channel reflecting their relative semantic
importance, and thus facilitates reliable feature comparison across different 3D objects. To measure
the discrepancy between the sorted features, we redefine the Gaussian kernel as

RT.S) = ZZexp( [ 0 <>|2>_ -

teTses

Then we devise the loss £,, from Lynp (@), given by
Lo(T,S)=K(T,T)+ K(S,8) - 2K(T,S). 8)

We additionally employ Lz to boost the role of the most significant feature in each channel, defined
as
Eﬁ(T7 8) = KtOp(T7 T) + Klop(S>S> - 2Ktop(T7 S), (9)

where ffmp(', -) denotes the Gaussian kernel computed with only the largest feature in each channel.
The SADM loss is then formulated as a weighted sum of the two losses, given by

Lsapm(T,8) = MLL(T,S) + M Ls(T,S), (10)

where A1, Ao are the weighting parameters. By using Lsapm instead of Lynp, we facilitate reli-
able matching of feature distributions considering semantic structures of 3D point clouds, thereby
improving the performance dataset distillation.

3.3 Estimation of Optimal Rotations

3D objects usually exhibit different orientations from each other. Therefore, while generating optimal
3D objects in the synthetic dataset in terms of their geometric shapes, we also estimate their optimal
rotations best representing various orientations of 3D objects in the original dataset. In practice, we
introduce three rotation angles, 0, 6, and 0, corresponding to rotations around the z-, y-, and
z-axes, respectively. These angles are treated as learnable parameters, allowing the orientation of each
synthetic 3D object in S to be adaptively adjusted during dataset distillation. Therefore, instead of
minimizing Lsapm (7T, S) in (TI0), we minimize Lsapm(7T, Re(S)), where Rg denotes the rotation
operator according to the rotation parameters 8 = (6,,6,,6.). The overall objective is formally
defined as

{8*,0%} = aﬁirg;n£SADM(T7 Ro(S)). (11)

Note that we optimize the synthetic 3D objects as well as their rotation parameters simultaneously,
during the dataset distillation process. Specifically, at each iteration, we randomly initialize the
network parameters and construct the synthetic dataset S by randomly selecting samples from the
original dataset. We then form R (S) by rotating the objects in S according to the angles 6, 6,,,
and 6, initially set to zero. For each class, a mini-batch is sampled from 7, with a batch size of
8 per class. The corresponding synthetic mini-batch is sampled from Rg(S), with the batch size
determined by the number of point cloud objects per class (PPC). The joint optimization process
iteratively updates both the geometric structure of the synthetic dataset and their rotation parameters
by minimizing Lsapm (7, Re(S)). This ensures that the synthetic dataset preserves the geometric
characteristics of the original dataset while aligning their orientations more effectively. The benefit of
this joint optimization is justified in the following proposition.



Table 1: Comparison of quantitative performance. DC, DM, and the proposed method were initialized
with random selection [17] for fair comparison. ‘Whole’ refers to the classification accuracy obtained
by training the network on the entire original dataset without any distillation. ‘Ratio’ represents the
percentage of the size of the distilled dataset compared to that of the original dataset. The best and
the second best scores are highlighted in bold and underlined, respectively.

Datasets | ModelNet10 |25 | ModelNet40 |25 | ShapeNet [4 | ScanObjectNN [20
PPC 1 3 10 ‘ 1 3 10 ‘ 1 3 10 ‘ 1 3 10
Ratio (%) 0.25 0.75 2.5 0.4 1.2 4.0 0.15 0.45 1.5 0.15 0.45 1.5
Whole | 9141 | $7.84 | 8249 | 63.84
Random | 35.54+4.7 752+1.7 853+1.1 | 34.6£1.8 60.0+1.3 74.1£0.4 | 34.0+£3.0 54.8+1.5 63.1£1.0 | 13.9+1.4 204+1.3 34.8%1.1

Herding
K-center

40.1+5.2 78.0+1.3 86.9+0.6 | 544+2.0 685+1.0 788 +0.4
40.1 452 77.6£1.9 832+1.4 | 544420 63.042.7 653+1.1

DM 31.944.3 77.6+1.6 86.1+0.8 | 32.3+4.8 62.0+1.9 752+0.5 | 27.8£4.0 56.1+£1.2 64.3+0.7 | 14.94+2.0 233+1.5 35.6+1.4
DC 439455 75.0£2.4 86.1+1.1 | 52.0£1.7 66.6£1.3 75.6+0.5 | 49.841.3 60.1+1.4 64.6+£0.7 | 18.6+1.6 24.3+2.5 35.3+1.2

Ours | 447 +£6.1 84.4+1.2 878+1.0 | 558 +1.5 72.1+0.8 80.1+0.4 | 50.2+1.4 63.7+0.7 684+0.5 | 174+1.5 31.6+1.0 43.9+19

495423 59.840.9 669 +05 | 157 +£1.7 27.7+1.4 387417
495423 514417 478 +£0.7 | 157£1.7 19.84+0.8 24.0+1.0

Table 2: Comparison of cross-architecture generalization performance evaluated on PointNet++ [16]],
DGCNN [23]], PointConv [24], and PT [32], respectively.

Datasets | ModelNet10 [23 | ModelNet40 [23 | ShapeNet [4 | ScanObjectNN [20
Method | DM DC Ours | DM DC Ours | DM DC Ours | DM DC Ours
PointNet++ | 35.0+8.3 51.5+7.8 829414 | 14.1+£2.7 46.9+6.0 68.5+0.5 | 20.3+3.7 34.3+3.4 53.2+1.5| 15.5+3.6 11.6+2.2 22.0+3.9
DGCNN 56.6+5.3  62.6

PointConv | 33.4+6.2 40.0+10.5 56.6+4.9 | 20.0+£5.7 37.94£3.9 51.3+£6.2 | 17.4£3.0 34.0+4.8 474423 | 1524+1.7 142+1.8 16.8£1.5

.
22 790122 | 348435 523127 669+L1 | 138422 380427 528+16 | 177424 125t13 19.0+L5
PT 48.5+6.6 7.

=)

1.8+1.6  77.6+1.6 | 26.7+5.0 47.54+2.7 61.6+£1.1 | 34.2+£5.3 42.64+2.5 55.54+0.5 | 17.1+0.8 14.9+0.5 21.9+2.7

Proposition 1. Jointly optimizing the synthetic dataset S and the rotation parameters 6 guarantees a
lower or equal loss to that of optimizing S alone.

{Iglgl} Lsapm(T,Ra(S)) < H}Siﬂ Lsaom(T,S), (12)

where Rg denotes the rotation operator according to 0.

Proof Sketch. The proof is provided in Appendix A. Jointly optimizing over S and 6 enlarges the
feasible set, as the original optimization over S alone is a special case of the joint optimization with
fixed (65,6,,0.) = (0,0,0). ]

4 Experimental Results

4.1 Experimental Setup

The proposed method was evaluated on the ModelNet10 [25], ModelNet40 [25]], ShapeNet [4]], and
ScanObjectNN [20] datasets. The ModelNet10, ModelNet40, and ShapeNet are synthetic datasets
generated from CAD models, containing 10, 40, and 55 classes, respectively. The ScanObjectNN
consists of real-world scanned objects from 15 classes. Following previous methods [30, [29], we
measure the classification accuracy trained on the distilled synthetic dataset. We ensure the fairness
by training the network 10 times and report the mean and standard deviation of accuracy. We evaluate
the performance across different PPC values of 1, 3, and 10. Each point cloud object contains 1,024
points, which is a common standard used in the 3D point clouds classification tasks [[15|16]]. The
dataset distillation process for the synthetic dataset was optimized for 1,500 iterations, where the
performance was evaluated at every 250 iterations by training the PointNet on the synthetic dataset
and testing it on the original test dataset.

4.2 Performance Comparison
4.2.1 Dataset Distillation

We compare the performance of the proposed method with that of 1) the three most representative
coreset selection methods: random selection [17], Herding [2, |1], and K-Center [[19], 2) two existing
image dataset distillation methods of DC [30] and DM [29]. Table [l| compares the quantitative
performance of the proposed method with that of the existing methods. DM and DC were initialized
with random selection. The synthetic datasets were optimized using PointNet [[15], and classification



Table 3: Comparison of cross-dataset gen- Table 4: Performance comparison across different
eralization performance at the PPC value of initialization strategies. The accuracies for PPC val-
3, where the models are trained on a subset ues of 1, 3, and 10 are averaged. MN10: Model-
of ModelNet40 and evaluated on a subset of Net10. MN40: ModelNet40. SN: ShapeNet. SONN:
ShapeNet, and vice versa. ScanObjectNN.

Setting ‘ DC DM PCC Ours Init | Method | MN10 MN40 SN  SONN

SN — MN40 | 54.43 49.66 57.43 61.54 Noi lI))I\C/I égg 162-%54 152-26*9 g;g
ol1se . . . .
MN40 — SN | 53.75 47.35 49.42 54.40 Ours 7069 6525 5844 29.03
DC 68.32 6471 58.15 26.07
Table 5: Comparison of training times (in Random DM 65.17 5650 4939 24.57

hours) required for dataset distillation at the Ours | 7248 69.31 60.76 31.01
PPC value of 3. DC 69.57 61.85 4288 21.65
K-center DM 63.04 4993 4482 21.59

Method ‘ MN10 MN40 SN SONN Ours 7272 68.20 60.70 28.25

DCT | 7150 6679 5923 2698
DC 152543 757 219 Herding | DM | 6476 59.16 5261 27.58
DM 0.04 0.11 0.15 0.05 Ours 7293 69.67 62.25 31.08

Ours 0.08 0.26 0.35 0.11 T DC [30] with Herding initialization corresponds to PCC [28]

performance was evaluated on PointNet to demonstrate their validity. Among the coreset selection
methods, Herding achieves the best overall performance. When PPC is set to 1, Herding and K-Center
yield identical results since K-Center selects the first data point using the same algorithm to Herding.
As PPC increases, Herding consistently outperforms other coreset selection methods, showing its
effectiveness. However, because coreset selection methods rely solely on sample selection without
further optimization, they struggle to capture complex feature distributions. The features used in DM
are extracted from the layer before the classifier, and they discard substantial information through
the global max pooling process of PointNet. This information loss weakens the effectiveness of the
distribution matching, preventing DM from accurately capturing the feature distribution of the original
dataset. DC, on the other hand, aims to match the gradients of the network. However, PointNet is
significantly larger than typical networks in image-based distillation tasks, making it difficult for DC
to precisely align the gradients. As a result, it consistently underperforms compared to the proposed
method. The proposed method outperforms both coreset selection and existing distillation techniques.
When the PPC is small, accurately capturing the original distribution is challenging, leading less
noticeable improvement. As the PPC increases, the proposed method more effectively matches the
feature distributions significantly improving the performance.

4.2.2 Cross-Architecture Generalization

We also present the cross-architecture generalization performance in Table [2] where the synthetic
dataset is optimized using PointNet [[15] and evaluated on different backbone networks including
PointNet++[16l], DGCNNJ[23|], PointConv [24], and PT [32]], respectively. Unlike PointNet, the
architectures used for generalization performance comparison follow hierarchical structure similar to
CNN-based networks in image processing, exhibiting significantly different characteristics from those
of PointNet. This difference makes it essential for the distilled dataset to retain rich and transferable
features that generalize well toward different architectures. Due to significant information loss caused
by the pooling operation, DM primarily captures the features specific to the PointNet, failing to
preserve the original feature distribution. Consequently, the synthetic dataset lacks diverse structural
details, resulting in poor generalization performance, particularly on hierarchical models. DC, while
performing better than DM, also suffers from key limitations. It matches the gradients obtained from
a trained PointNet, the synthetic dataset becomes overfitted to that specific architecture and fails to
generalize toward other networks. Consequently, the generalization ability of DC degrades when
applied to other architectures. In contrary, the proposed method addresses these limitations by directly
matching the feature distributions extracted from randomly initialized network. By comparing feature
maps containing richer and less architecture-biased information, the synthetic dataset captures the
features relevant to the PointNet while following the original data distribution more closely. Wherease
DC suffers from the overfitting and DM loses critical information, the proposed method yields higher
adaptability showing strong generalization performance across various backbone networks.



Table 6: Performance comparison between DM Table 7: Ablation study of the proposed semantic
and the proposed method at the PPC value of 3, alignment (SA) method. Experiments were per-
where the proposed method was trained during formed at the PPC value of 3.

the same time as DM.

Method | MN10 MN40 SN SONN
Method | MN10 MN40 SN  SONN
Random | 75.17 59.96 54.84 20.42

DM 77.58 62.04 56.14 23.33 w/oSA | 75.01 5996 5391 20.20
Ours 83.64 70.56 63.34 33.06 w/ SA 8442 72.08 63.74 31.84

4.2.3 Cross-Dataset Generalization

To further evaluate the generalization capability of the distilled datasets across different domains, we
provide an experimental result of cross-dataset experiment in Table|3| Specifically, we constructed
the subsets of ShapeNet and ModelNet40, respectively, by selecting the 16 object classes shared
between them. Then we performed the experiments in which the dataset was distilled on the subset
of ShapeNet and tested on ModelNet40 (SN — MN40), and vice versa (MN40 — SN). As shown
in Table 3] the proposed method consistently achieves the best performance in both settings of the
cross-dataset evaluation, indicating that our distilled datasets effectively capture geometric patterns
that are useful regardless of the datasets.

4.2.4 Initialization Strategies

Table[z_f]presents the classification performance of DC [30], DM [29]], and PCC [28]] under different
initialization strategies, including uniform noise, random selection [17]], Herding [2, [1]], and K-
Center [19]. Note that the results for PCC are obtained using our implementation, where PCC is
equivalent to performing DC with Herding initialization. When initialized with noise, DC fails to
effectively optimize the synthetic dataset because the network has far more parameters than typical
networks used for image dataset distillation, making it difficult to align the gradients. Therefore, the
original dataset cannot properly guide the training process, leading to poor convergence. In contrast,
the structured initializations such as random selection, Herding, or K-Center improve the performance,
where the Herding performs the best by selecting the most representative samples. Unlike DC, DM
directly matches feature representations rather than relying on gradients, making it less sensitive
to initialization strategies. However, due to information loss, DM consistently underperforms DC,
even when structured initializations are used. In contrast, the proposed method achieves favorable
performance even when initialized from uniform noise. Furthermore, it significantly outperforms
other approaches under heuristic initialization strategies, such as random selection. These results
demonstrate that the proposed method is robust across diverse initialization schemes and effectively
addresses the instability issues inherent in existing dataset distillation methods.

4.2.5 Training Time

Table 5] compares the training times between the proposed method and the existing methods. DM [29]
achieves the fastest training time as it uses only a small subset of the overall features, however
it often ignores many useful features leading to performance degradation. In contrast, DC [30]]
incurs a significantly higher computational cost as it aligns the gradients across all the parameters.
Notably, for the largest dataset of ShapeNet [4]], DC requires over 7 hours for training 50 times slower
that DM that completes the training in just 9 minutes (0.15 hours). Since the proposed method is
based on the distribution matching approach, its training time is marginally increased compared to
DM, yet achieves significant improvement in dataset distillation performance. To further justify the
computational overhead, we conducted an experiment where DM was trained with its default setting,
whereas the proposed method was trained during the same training time as DM. As shown in Table [6]
even under the same training time condition, our method consistently outperforms DM.

4.2.6 Qualitative Comparison of Synthetic Datasets

Figure [3| compares the resulting synthetic datasets distilled by using the proposed method and the
existing methods, respectively. The first row shows the original datasets and the second row shows
initialized point cloud objects. DC [30] fails to deviate significantly from the initialized objects and
causes noise. Similarly, DM [29] also maintains the original shape of the initialized objects while
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Figure 3: Comparison of synthetic datasets distilled from the ModelNet40 [25] dataset. Point
clouds were colorized according to the y-coordinates. From top to bottom, the orginal dataset (first),
initialized point cloud models (second), and the distilled synthetic datasets by using DC [30] (third),
DM [29] (fourth), and the proposed method (fifth).

shifting certain points only, that hinders to capture meaningful structural changes. In contrast, as
shown in the bottom row, the proposed method successfully preserves the overall semantic structures
of 3D objects in each class, while selectively learning essential features. For example, in the airplane
class, we observe significant changes in the edges and corners, that are critical for class discrimination,
especially around the wings. Also, in the guitar class, the proposed method jointly optimizes the
shape and orientation of the synthesized 3D objects.

4.3 Ablation Study
4.3.1 Effect of SADM Loss

Table [/| presents an ablation study on the impact of the proposed SADM loss on classification
performance using PointNet [15]. Without preserving semantic alignment, the unordered nature of
point clouds restricts effective feature matching, resulting in performance nearly identical to that of
random selection [[17]. This indicates that the model has not been properly optimized. In contrast,
when semantic alignment is applied, accuracy improves across all datasets, as the aligned features
provide a consistent and structured representation that facilitates more effective feature matching
during optimization. These results confirm that preserving inherent semantic alignment via feature
sorting enables the network to exploit well-aligned corresponding features, significantly enhancing
classification performance.

4.3.2 Effect of Optimal Rotation Estimation

Table 8] presents the ablation study to evaluate the impact of joint optimization of synthetic dataset and
rotation angles. We categorized the test datsets into the aligned, mixed, and rotated groups to analyze
the effectiveness of the proposed rotation estimation. The aligned group consists of the datasets
where the objects maintain consistent orientations, including ModelNet10 and ShapeNet [4]. The
mixed group includes ModelNet40 where only certain classes exhibit rotation variations. The
rotated group is ScanObjectNN [20] where the objects exhibit arbitrary rotations across all classes.
The baseline (first row) shows the performance without optimization which is identical to that of the
random selection. In the second row, we present the results where only the orientation of the synthetic
data is optimized using the proposed SADM loss, without updating the synthetic dataset. This leads
to performance improvements across all the groups compared to random selection. The improvement



Table 8: Ablation study of the proposed Table 9: Performance comparison of different point sort-
optimal rotation estimation. Experiments ing schemes at the PPC value of 3. For fair comparison,

were performed at the PPC value of 3. the rotation parameter optimization was not applied.
S 6 | Aligned Mixed Rotated Method | MN10 MN40 SN  SONN
_ 65.01 59.96 20.42 Unsorted 7521 5996 5391 20.20

_ V| 6622 62.17 24.89 Axis-Aligned | 76.44  60.85 5397 21.80
viooo_ 73.96 71.51 29.72 Z-order [14] | 76.55 6147 5517 21.76
v v | 7435 72.08 31.84 SADM 83.17 67.52 60.71 27.66

becomes more significant as the classes with rotation variation become more dominant. Optimizing
the synthetic dataset further boosts the performance, with the best results achieved when both the
synthetic data and rotation angles are optimized simultaneously. In particular, the accuracy on the
rotated dataset improves significantly, demonstrating that the proposed joint optimization enables the
model to be resilient to rotation variations.

4.3.3 Effect of Point Sorting

We compared the performance of the proposed SADM against two representative point sorting
schemes. The axis-aligned sorting method simply orders the points in the ascending order of their
z-coordinates, without considering any structural or semantic relationships. The Z-order sorting
method [[14]] assigns an index to each point based on its 3D coordinates simultaneously, ensuring that
points close in space receive nearby indices. As shown in Table[J] the existing sorting methods yield
only marginal improvements over the baseline that does not use point sorting. Moreover, they fail to
provide consistent semantic alignment across different samples. In contrast, the proposed SADM
significantly outperforms these methods by achieving semantically consistent matching, thereby
enhancing the effectiveness of dataset distillation for 3D point clouds.

4.4 Limitation

While the proposed SADM loss enhances the semantic consistency by sorting the features, it does not
completely align semantically meaningful regions across different point cloud objects. Estimating
optimal rotations also increases the complexity, particularly when the datasets are already well-aligned
to the canonical axes.

5 Conclusion

We proposed a semantically aligned and orientation-aware dataset distillation framework for 3D point
clouds. To address the inconsistency in point ordering between compared 3D objects, we devised a
Semantically Aligned Distribution Matching (SADM) loss that compares sorted features within each
channel. Additionally, we introduced learnable rotation angle parameters to estimate the optimal
orientation of synthetic objects. The geometric structures and orientations of the synthetic objects are
jointly optimized during dataset distillation. Experimental results on four widely used benchmark
datasets—ModelNet10 [25], ModelNet40 [25], ShapeNet [4], and ScanObjectNN [20]—demonstrate
that the proposed method outperforms existing distillation approaches while maintaining strong
cross-architecture generalization. Furthermore, the effectiveness of each component is validated
through extensive ablation studies.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims in the abstract and introduction are consistent with the main
contributions of the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are discussed in the Section 4.4 of the main paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The paper includes a proposition, for which the assumption is clearly stated,
correct proof is provided in the Supplementary material.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The experimental setup is described in detail in Section 4.1 and the supple-
mentary material.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: The paper includes all necessary details to reproduce the main experimental
results, and we are planning to release the official code upon publication.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All experimental details, including data splits, training settings, and hyperpa-
rameter choices, are provided in Section 4.1 and the supplementary material.

Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: The paper reports standard deviation as error bars to indicate variability.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Details on computational resources are provided in the supplementary material.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We follow the NeurIPS Code of Ethics.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: The paper have no negative societal impacts.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper has no particular risks for misuse.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All the datasets and models are cited properly.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We plan to release the implementation code upon publication. The released
code will include the full implementation of proposed framework.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper

include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This work does not involve any crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This work does not involve any research with human subjects, so IRB approval
is not applicable.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: No large language models (LLMs) were used in the development of the core
methods in this research.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
LLM) for what should or should not be described.
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Appendix

A Proof of Proposition 1

Proposition 1. Jointly optimizing the synthetic dataset S and the rotation parameters @ = (0,,6,,0.)
guarantees a lower or equal loss to that of optimizing S alone.

{Igl,igl} Lsapm(T,Re(S)) < méin Lsaom (T, S), (13)

where Rg denotes the rotation operator according to 0.

Proof. Let us consider two optimization objectives. The first is the baseline optimization, which
optimizes only the synthetic dataset without applying any rotation

L= msin ﬁSADM (T7 8) . (14)

The second is the proposed joint optimization over both the synthetic dataset S and the rotation
parameters 6 = (6, 0,,0.), given

L* = {Igig} Lsapm (T, Re(S)) - (15)

Consider a special case of the proposed joint optimization framework where no rotation is applied,
i.e., the rotation parameters are fixed to @ = (0,0, 0). In such a case, Rg(S) = &, and the baseline
optimization can be regarded as a special case of the proposed joint optimization. This implies that
the feasible set of the baseline optimization is a subset of that of the joint optimization such that

{(87 0) ‘ 0 = (07070)} - {(87 0)} (16)

The joint optimization is performed over a larger feasible set than that of the baseline optimization,
and therefore its optimal solution must not be higher than that of the baseline. Therefore,

L* < L. (17)

B Expeimental Details

Datasets. Table|l0]summarizes the number of training and testing samples for ModelNet10 [25],
ModelNet40 [25]], ShapeNet [4], and ScanObjectNN [20].

* ModelNet10 consists of 10 categories of aligned 3D CAD models. There is no rotational
variation.

* ModelNet40 includes 40 categories from the same source to ModelNet10, with partially
misaligned instances introducing moderate rotational variation.

» ShapeNet contains 55 categories of manually aligned 3D models without rotational varia-
tion.

* ScanObjectNN consists of 15 categories from real-world RGB-D scans with background
clutter, occlusion, and sensor noise. Objects are unaligned, and rotation variation is inherent.
We use the PB_T50_RS split, which includes perturbed background, translation jitter,
rotation, and scaling.

Table 10: Train/test statistics for ModelNet10, ModelNet40, ShapeNet and ScanObjectNN.
ModelNetl0 ModelNet40 ShapeNet ScanObjectNN

# of training samples 3991 9843 35708 11416
# of test samples 908 2468 10261 2882
# of classes 10 40 55 15
# of points for each sample 1024 1024 1024 1024

Network Architecture. We evaluate our method on five representative point-based architectures:
PointNet [15]], PointNet++ [[16], DGCNN [23]], PointConv [24], and Point Transformer [32].
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* PointNet is a widely used neural network designed for processing 3D point clouds. We
use PointNet as the backbone in dataset distillation model. While the original PointNet
includes two transformation modules for aligning input and features, we only use the input
transformation module. The rest of the architecture follows the standard PointNet design.

* PointNet++ is used for cross-architecture evaluation. To reduce computational cost and
accelerate training, we decrease the width of all MLP layers by half, while keeping the
overall structure unchanged. We use two set abstraction modules with multi-scale grouping
and one with single-scale grouping to extract point features, followed by two linear layers
and a final classifier for prediction.

* DGCNN employs dynamic graph construction and EdgeConv layers to capture local ge-
ometric relationships by recomputing a k-NN graph (k = 20) at each layer in the feature
space. We use the default architecture, which consists of four EdgeConv layers followed by
two linear layers and a final classifier.

* PointConv extends convolution to point clouds by accounting for non-uniform point densi-
ties during feature learning. The architecture consists of three density-aware set abstraction
layers, followed by two linear layers and a final classifier.

* Point Transformer applies self-attention mechanisms to point clouds to capture both local
and global dependencies. We use the default configuration with four transformer blocks,
followed by two linear layers and a final classifier.

Implementation Details. We optimized the synthetic dataset S using stochastic gradient descent
(SGD) with a learning rate of 0.01, a momentum of 0.5, a weight decay of 0, and a batch size of 8
per class sampled from the original dataset 7, while the batch size of the synthetic dataset was set
equal to the number of synthetic samples per class (PPC). The synthetic dataset optimization was
performed for 1,500 iterations, and the corresponding configuration is summarized in Table @ To
preserve fine-grained geometric details, the SADM loss was computed using the feature maps before
the max pooling layer. Additionally, a secondary loss term was applied to the top-1 sorted feature
values in each channel to emphasize semantically dominant regions. The loss weights A\; and A,
were determined based on PPC, and set to 0.002, 0.006, and 0.02 for A1, and 0.001, 0.003, and 0.01
for Ay when PPC was 1, 3, and 10, respectively.

The rotation parameters @ = (0, 0,, §,) were jointly optimized with the synthetic dataset using SGD
with a momentum of 0.5 and a weight decay of 0. The learning rates were set to 0.5 for 6, and 0,
and 5.0 for 6, reflecting that the samples in datasets are vertically aligned. A step decay scheduler
was used with a step size of 100 and a decay factor of 0.5. This setup is detailed in Table [TTb}

For evaluation, we trained all backbone networks including PointNet, PointNet++, DGCNN, Point-
Conv, and Point Transformer using SGD with a learning rate of 0.01, a momentum of 0.9, and a
weight decay of 0.0005. A step decay scheduler was applied with a step size of 250 and a decay
factor of 0.1. Each model was trained for 500 epochs with a batch size of 8. These test-time settings
are listed in Table TTd

All experiments were conducted on a single NVIDIA GeForce RTX 3090 GPU.

Table 11: Hyperparameter settings used for (a) optimizing the synthetic dataset, (b) optimizing the
rotation parameters, and (c) evaluation network.

Hyperparameters | PPC1 ~ PPC3  PPCI0 Hyperparameters Hyperparameters
Optimizer SGD SGD SGD Optimizer SGD Optimizer SGD
Momentum 0.5 0.5 0.5 Momentum 0.5 Momentum 0.9
Weight Decay 0.0 0.0 0.0 Weight Decay 0.0 Weight Decay 0.0005
Learning Rate 0.01 0.01 0.01 Learning Rate (6 ) 0.5 Learning Rate 0.01
Tteration 1500 1500 1500 Learning Rate (6.) 5.0 Epochs 500
Learning Rate (6) 0.5 Batch Size 8
A1 0.002  0.006 0.02
Ao 0.001 0.003 0.01 Scheduler StepLR Scheduler StepLR
- Step Size 100 Step Size 250
Batch Size (T) ‘ 8 8 8 Gamma 0.5 Gamma 0.1
@ (b) ()
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Figure 4: Visualization of synthetic samples of ModelNet40 [25] at PPC 1, obtained by using the
random selection [17]](top), DataDAM [18](middle), and MTT [3]|(bottom).

Baselines. All baseline methods were implemented on 3D point clouds using PointNet as the feature
extractor, following their original designs. All methods were trained for 1,500 iterations using a batch
size of 8 per class from the original dataset T, and the training configurations are summarized in
Table[I2 Details for each method are as follows

* DC [30]: We followed the original framework and performed gradient matching. The
number of inner and outer loop steps were set to 1/1/10 and 1/5/3 for PPC values of 1, 3,
and 10, respectively

e DM [29]]: Following the original setup, we used the feature vector obtained before the final
classifier to compute the matching loss between the original and synthetic datasets.

e MTT [3]: We followed the original framework for trajectory matching, with modifications
only in the hyperparameter settings.

» DataDAM [[I8]: We followed the original framework for feature matching, making only
minor adjustments to hyperparameters.

Table 12: Hyperparameter settings of the baselines.

DC DM MTT DataDAM
Mode PointNet PointNet PointNet PointNet
Learning Rate 0.0001 1 0.0001 0.0001
Batch Size (7°) 8 8 8 8
Tteration 1500 1500 1500 1500

Inner Loop 1/1/710 - - -
Outer Loop 1/5/3 - - _

C Comparison with Additional Baselines

Table[T3] presents the additional comparison results of the classification accuracy with DataDAM [18]]
and MTT [3]. For DataDAM and MTT, we used a possible learning rate to prevent divergence on the
synthetic datasets. The performance of both DataDAM and MTT is almost similar to that of random
selection [17], as shown in the second and third rows in Figure 4 where most points remain nearly
unchanged from their random initialization in the first row.

D Additional Ablation Studies

To further support the effectiveness of the proposed rotation optimization method, we compared
widely used rotation augmentation that applies random rotations to the training data to address the
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Table 13: Classification accuracy of the proposed method compared with DataDAM [18]] and MTT [3]]
initialized with randomly selected samples.

Datasets | ModelNet10 | ModelNet40 | ShapeNet |  ScanObjectNN
PPC | | 310 | 1 310 | 1 3010 | 1 310

MTT 2895 76.73 85.19 | 3442 59.81 73.88 | 3390 52.92 62.73 | 13.94 20.28 34.07
DataDAM | 40.51 76.60 86.56 | 34.54 6037 7494 | 3570 54.56 63.64 | 16.29 20.51 3545

Ours | 4470 84.96 87.79 | 55.80 72.08 80.07 | 50.20 63.74 68.35 | 17.29 31.84 4391

rotation variation of 3D point clouds. While this strategy is effective when dealing with datasets
showing severe rotational variations, such as ScanObjectNN, it does not achieve good performance
on datasets where the 3D objects are fully or partially aligned, such as ModelNet10, ShapeNet, and
ModelNet40. As shown in Table[I4] the proposed learnable rotation estimation method consistently
improves the performance across all datasets, however, the random rotation augmentation introduces
unnecessary variation in already aligned datasets, degrading the performance. This highlights the
benefit of explicitly modeling the orientation via optimization over the naive augmentation.

Table 14: Performance comparison between the proposed rotation optimization and the random
rotation augmentation (Aug.). All experiments were conducted at PPC 3.

Prop. Aug. | Aligned Mixed Rotated

— 65.01 59.96 20.42

_ v 58.92 52.56 31.42
v _ 74.35 72.08 31.84

E Additional Qualitative Results

Figure[5|shows randomly sampled 3D models from ModelNet40. Figures|[6] [7] and [§] visualize the
synthesized models at PPC 1 obtained by using DC, DM, and the proposed method, respectively.
While DC and DM maintain the geometric shapes of the original data with only slight movement of
some points, the proposed method generates noise-free samples with high visual quality across all
classes.

Figure 9] compares the optimization process for DM [29] and the proposed method. DM fails to
converge even after multiple training iterations, however the proposed method progressively refines
the point cloud models into more structured shapes.

Figure [10|shows the results of the proposed method on ModelNet40 at different PPC values: 1, 3, and
10. As PPC increases, the distilled synthetic datasets exhibit more diverse shapes and orientations. In
particular, as shown in the last row, the human class appears in diverse poses. Additional qualitative
results of the proposed method on the ShapeNet and ScanObjectNN datasets can be found in

Figures[T1]and[12] respectively.
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Figure 6: The synthetic dataset distilled from ModelNet40 by using DC at PPC 1.
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Figure 8: The synthetic dataset distilled from ModelNet40 by using the proposed method at PPC 1.
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Figure 9: Optimization process in the ModelNet40 at PPC 1 initialized from uniform noise, distilled
by using (a) DM [29] and (b) the proposed method.
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Figure 10: The synthetic dataset distilled from ModelNet40 by using the proposed method at three
PPC values of 1, 3, and 10, respectively.
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Figure 11: The synthetic dataset distilled from ShapeNet by using the proposed method at PPC 1.

Figure 12: The synthetic dataset distilled from ScanObjectNN by using the proposed method at PPC
1.
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