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Abstract

Current parameter-efficient fine-tuning methods for adapting pre-trained language
models to downstream tasks are susceptible to interference from noisy data. Con-
ventional noise-handling approaches either rely on laborious data pre-processing or
employ model architecture modifications prone to error accumulation. In contrast
to existing noise-process paradigms, we propose a noise-robust adaptation method
via asymmetric LoRA poisoning experts (LoPE), a novel framework that enhances
model robustness to noise only with generated noisy data. Drawing inspiration
from the mixture-of-experts architecture, LoPE strategically integrates a dedicated
poisoning expert in an asymmetric LoRA configuration. Through a two-stage
paradigm, LoPE performs noise injection on the poisoning expert during fine-
tuning to enhance its noise discrimination and processing ability. During inference,
we selectively mask the dedicated poisoning expert to leverage purified knowl-
edge acquired by normal experts for noise-robust output. Extensive experiments
demonstrate that LoPE achieves strong performance and robustness purely through
the low-cost noise injection, which completely eliminates the requirement of data
cleaning.

1 Introduction

Recently, pre-trained language models (PrLMs) have demonstrated remarkable success across various
natural language processing tasks (Gao et al.,|2025; Bianchi et al.| 2024; |Guo et al., 2025} Yang et al.
2025)). To further enhance model performance on downstream tasks, researchers typically employ
domain-specific corpora for targeted fine-tuning of pre-trained models (Li et al.,|2024a)). However,
this mainstream solution critically depends on the quality of training data in both pre-training and
fine-tuning stages, though with distinct emphases. Different from the pre-training stage, where
models acquire general linguistic knowledge through exposure to large-scale corpora, the fine-tuning
stage requires models to adapt to specific downstream tasks using comparatively smaller datasets,
thereby imposing stricter requirements on data quality (Mai et al., 2024} [Shi and Lipani, [2023).

In downstream NLP applications (Ou et al.||2025), noise poses multiple critical challenges: 1) labeling
errors, syntactic irregularities, and extraneous content disrupt the model’s ability to capture and learn
effective features, leading to unstable training and hindering the establishment of precise, robust
knowledge systems (Mao et al.| [2023}; |Xu et al.| [2024); 2) noise weakens model generalization when
encountering unseen data, impairing flexible knowledge transfer (Ahn et al., [2024)); 3) noisy data
may introduce biases, causing models to disproportionately emphasize or neglect specific categories,
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Figure 1: The unique configuration of the asymmetric LoRA architecture in our approach, where the
grey area on the right represents the mask for the poisoning expert, thereby eliminating the knowledge
affected by the noise learned by the poisoning expert.

compromising fairness and interpretability during fine-tuning stage (Zhao et al.|[2024). These issues
collectively manifest as drastic performance degradation in downstream tasks.

Recent research on noise can be broadly divided into two types of work. The first type focuses
on reconstructing the data before training by cleaning, filtering, or relabeling to construct purified
datasets (Ye et al.| 2022 |Yuan et al.,[2024). The second type involves developing dedicated denoising
architectures during training (Wu et al.l 2023} Zhu et al.,[2024)). Through the analysis of existing
denoising approaches, we identify two primary limitations in current research paradigms: (1) Numer-
ous methods heavily rely on manual intervention or prior assumptions during data pre-processing,
requiring noise detection and cleaning before model training; (2) Methods that focus on improving the
model architecture during training avoid explicit data cleaning, but still cannot avoid discriminating
noise information. In light of this, the effectiveness of these methods is often limited to specific
noise types or data distributions. In addition, data processing pipelines not only incur additional
computational and annotation expenses but also lead to error propagation.

Fortunately, compared to noise injection identification and processing, noise injection presents a
cost-effective and easily automatable alternative that enhances data distribution authenticity through
stochastic generation. However, noise addition to training data to improve model robustness seems
like a pipe dream, as both clean and noisy samples influence all model parameters, preventing optimal
utilization of noise patterns. Therefore, to exploit noise data for beneficial robust effects, a possible
approach is to integrate noise injection into a dedicated noise-adaptive module. Subsequently, the
module that has learned the noise patterns can be eliminated through complementary set operations,
thereby effectively shielding the main network from noise perturbations. We name this strategy
“Guided Poisoning”.

To achieve this goal, it is necessary to model and separate the noise with dedicated modules to split it.
The recent emergence of Mixture-of-Experts (MoE) systems (Shazeer et al.,[2017) provides an ideal
implementation framework, as their architectural design naturally supports functional specialization
through expert combinations. In this context, Low-Rank Adaptation (LoRA) (Hu et al.| [2022)
within asymmetric MoE architectures offers unique advantages. As shown in Figure|I} the modified
MOoE-LoRA architectures replace multiple A matrices with a shared A matrix, where each matrix B
forms an independent expert. Prior studies (Tian et al.|2024) demonstrate that in such asymmetric
LoRA architectures, the shared A matrix typically captures universal knowledge, while individual B
matrices adapt to discrepancy knowledge.

Building on these insights, this paper proposes a noise-robust adaptation method via asymmetric
LoRA poisoning experts (LoPE). Specifically, we take one of the matrices B to serve as the poisoning
expert within the MoE to route and process noise data as shown in Bp on the right side of Figure
During the inference stage, we achieve noise robustness by masking the pathway of the poisoning
expert. The overall process consists of two stages: fine-tuning (I-I, I-II) and inference (II).

I-]) In the first stage of fine-tuning, we propose a hybrid noise injection (HyNolse) approach that
combines augmentation at both the input and embedding levels to enhance the original dataset.
While freezing other parameters, we train the matrix A and poisoning expert Bp of LoRA with the
augmented data. This strengthens the poisoning expert’s noise processing capability and leverages
the properties matrix A to learn universal knowledge.

I-1I) In the second stage of fine-tuning, we focus on the router’s ability to guide both clean and
noisy data and the normal experts’ capacity for learning from clean data. Specifically, we fine-tune



the entire LoRA architecture using original data without noise injection, freezing the poisoning
expert Bp’s parameters but allowing its participation in forward propagation. Moreover, to further
strengthen the integrity of all expert outputs, we propose the Dynamically Compensated Expert
Synergy (DyCompEnSate) mechanism to mitigate the impact of removing the poisoning expert
during inference.

II) During inference, we only utilize the outputs from normal experts trained on the original data. By
masking the poisoning expert, we complete the inference task with nearly noise-free knowledge.

Extensive experiments on benchmark datasets across mainstream NLP tasks demonstrate that our
method achieves strong performance without relying on processed clean data, addressing limitations
in existing denoising methods. A subsequent series of experiments further validates the fitness
between our asymmetric LoRA architecture and noise-robust enhancement. Notably, since LoPE is
based on a low-rank parameter-efficient fine-tuning framework, it maintains noise robustness while
also achieving high efficiency. The main contributions of this paper are summarized as follows:

1. We propose LoPE, a novel noise-robust adaptation method that utilizes noise injection to handle
noise. This approach integrates the noise handling module as an independent expert using the
asymmetric LoRA architecture. Combined with multi-stage fine-tuning and masking operations, we
enhance the model’s robustness to noise only through the generated noisy data.

2. We design a flexible hybrid noise injection strategy, introducing discrete noise at the input level
and continuous noise at the embedding level. We also devise a dynamically compensated expert
synergy mechanism to compensate for the gap caused by directly masking the poisoning expert.

3. Extensive experiments on multiple mainstream benchmark datasets show that our method achieves
competitive performance, which departs from conventional noise-handling paradigms and addresses
critical limitations in existing denoising methods.

2 Related Work

2.1 Research on Data Noise

As data quality continues to play an increasingly crucial role in the performance of deep learning
models, handling data noise has become a pressing and critical challenge across various domains.
Recently, numerous studies have been conducted to address this issue, aiming to enhance the accuracy
and reliability of deep learning models. The primary approach involves constructing denoising
models for specific tasks or data structures to learn from the data. (Xu et al., |2024) designed
MICL, a contrastive learning module to filter out irrelevant interactions in recommendation systems.
(Biester et al.|[2024) introduced LLMClean, leveraging generated contextual modeling and rule-based
correction for tabular data denoising. (Mao et al.,|2023) proposed LeCoRE, which mainly solves the
problem of complex search intent understanding in conversational search. These existing methods
usually have limitations when dealing with data from different domains, and the trained models are
difficult to transfer to other domains. Another common approach involves cleaning, filtering, or
relabeling raw data before training to eliminate noisy samples and construct a cleaner dataset. (Feng
et al., 2024) introduced an intelligent receiver integrating a pre-denoising network and an LSTM
module for denoising preprocessing. (Ji et al., 2024) developed a self-denoising method to refine
LLM predictions on noisy inputs. Despite the advancement of existing denoising approaches, they
have certain limitations, such as essential noise detection, limitation to data distributions, and error
propagation cascades.

2.2 Development of LoRA

LLMs have attracted considerable attention due to their powerful natural language processing ca-
pabilities (Kenton and Toutanoval [2019)). However, the massive parameters of these models make
full-parameter tuning prohibitively expensive. Low-Rank Adaptation (LoRA) (Hu et al., [2022)
decomposes weight updates into trainable low-rank matrices (A, B), maintaining performance
while drastically reducing parameters and computation, establishing it as a key parameter-efficient
fine-tuning (PEFT) (Li and Liang| 2021) technique. Recent innovations integrate LoORA with Mixture-
of-Experts (MoE) architectures. MoE-LoRA (Dou et al.|[2024) synthesizes complementary strengths:
MoE’s specialized expert networks with gating mechanisms synergize with LoRA’s low-rank adap-



tations, enabling cross-domain adaptability. This hybrid approach mitigates multitask interference
while preserving parameter efficiency through task-specific adaptor coordination. (Li et al., 2024b)
integrated LoRA experts into the feedforward network (FFN) layers of a frozen pre-trained model,
improving task adaptability while addressing imbalance issues in MoE models. To address the
performance degradation of LoRA in complex corpora while maintaining parameter efficiency, (Tian
et al.| |2024)) developed HydraLoRA, an asymmetric structure that partitions LoRA modules into
specialized experts with MoE-based routing, improving efficiency and adaptability in heterogeneous
corpora. The asymmetric LoRA structure’s unique design enables explicit noise modeling and sepa-
rates noise-processing modules. This provides a foundation framework for achieving noise robustness
through the generated noise.

3 Methodology

In this section, we present a comprehensive description of our proposed noise-robust adaptation
method via asymmetric LoORA poisoning experts, which encompasses two stages: fine-tuning and
inference, as illustrated in Figure 2] We begin by introducing the asymmetric LoRA architecture
and the construction of poisoning experts, followed by a sequential explanation of our framework’s
workflow. Details of each module are given respectively in the remainder of this section.
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Figure 2: The LoPE pipeline consists of two stages: fine-tuning and inference stages. Fine-tuning
Stage I: HyNolse is to enhance the poisoning expert’s noise understanding. Fine-tuning Stage
II: Freezing the poisoning expert while fine-tuning the remaining experts and the shared matrix.
Inference stage: Masking the poisoning expert with noise-affect knowledge, allowing the remaining
experts to generate outputs that are relatively robust to noise.

3.1 Asymmetric LoRA architecture

Here we first introduce the asymmetric LoRA architecture (Tian et al.| 2024) we employed. This
architecture utilizes a centrally shared matrix A and multiple distinct matrices B;, shown as fol-

lows: W= W, + Zf\il w; B; A. Compared to symmetric architectures, asymmetric configurations
demonstrate superior advantages in mitigating parameter redundancy and enhancing computational
efficiency. By sharing a central matrix A, the architecture significantly reduces learnable parameters
while maintaining representational capacity, yielding a more lightweight architecture. The imple-
mentation of multiple matrices B; enables flexible assignment of specialized adaptive modules for
distinct objectives.

Because of these relatively independent experts, our approach, which involves isolating a dedicated
module within the model to separate and process noise, becomes technically feasible. In LoPE, the
matrix B is treated as the expert adapter. Furthermore, a randomly selected matrix B is designated
as a dedicated poisoning expert, denoted as Bp. This expert shares the same structure as the other
experts but undergoes a targeted modification of its capabilities through the process described in the
following sections, with the aim of identifying and processing noise. Its forward propagation is as

follows: W =Wy + (wpBp + Zfi_ll w;B;)A.



3.2 Fine-tuning Stage
3.2.1 Hybrid Noise Injection (HyNolse)

The original dataset is defined as S = (z;, pi)f\il, where x; denotes model inputs and p; their
corresponding target labels. To increase the noise ratio in the data, we implement a hybrid data
augmentation strategy that integrates both discrete and continuous noise perturbations, with multi-
level noise coverage spanning character, token, label, and structural anomalies. To uniformly cover
disturbances from all noise types, we adopt an equal-injection strategy. First, discrete noise injection
is performed using a function NoiseFunction(-). Concretely, we adopt three representative and
commonly referenced noise strategies that randomly introduce character-level noise (including word
order shuffling, noise character insertion, and character deletion) to generate modified inputs, .
These transformations enable to simulation of realistic disturbances such as character-level corruption

and random truncations. The augmented dataset is then produced as S" = (z}, p;)ﬁl

Additionally, we inject continuous noise at the embedding level, influencing both the label and token
levels. Inspired by (Jain et al.,[2023), let £ € R?*!* represent the embedding for input sequences,
where b, [, and d correspond to batch size, sequence length, and embedding dimension, respectively.
We introduce an attention mask M € R®**! indicating valid token positions and continuous noise
N ~ U(—1,1)"*!¥4 from a uniform distribution. The noise-injected embeddings are computed as
E' = E+ aN ® M, where ® denotes element-wise multiplication, and « stands for noise ratio.
Multiplying the noise with the attention mask element-wise ensures that the noise is applied only to
the valid positions of the sequence. The proposed HyNolse method combines these complementary
noise injection strategies to expose the model to diverse noise patterns during fine-tuning.

3.2.2 Fine-tuning Stage I: Specialized Poisoning Expert

In Stage I, we exclusively fine-tune the poisoning expert Bp and shared matrix A using the HyNolse
method from Section 3.1 while keeping the other expert adapters B; frozen. This stage approach
enables Bp focused learning of noise-handling without cross-expert interference. The forward
computation during this stage is formalized as:

N1
y = Woz + (wpBp + Z w; f(B;))Azx, (D

i=1

where wp denotes the adaptive weighting coefficient for the poisoning expert, which is part of w;,
and f(-) stands for freezing parameter operation.

3.2.3 Fine-tuning Stage II: Dynamically Compensated Expert Synergy

In Stage II, we achieve collaboration and complementarity among all expert adapters. To simulta-
neously enhance the routing mechanism’s discriminative capacity for noise patterns and optimize
normal experts for clean data processing, we conduct joint fine-tuning of all adapter components
while preserving the poisoning expert’s specialization. During this phase, we maintain parameter
freezing of the Bp from Stage I to keep its capabilities, while updating the remaining expert matrices
B; and shared matrix A. The forward computation evolves to:

N-1
y = Wox + (wpf(Bp) + Z w;B;) Ax. 2)

i=1

We introduce a router network (gating function) to dynamically allocate expert adapters’ contributions.
It processes the token representation = through a fully connected layer and softmax to compute expert
weights w; = soﬁmax(WgateT:c), where Wase € R™*N denotes the router’s parameters. To address
the interdependency disruption caused by expert masking in the inference stage, we propose the
Dynamically Compensated Expert Synergy (DyCompEnSate) mechanism. Our analysis reveals that
joint expert training establishes learned inter-expert correlations, where the direct mask of Bp during
inference has the potential to disrupt these dependencies. DyCompEnSate dynamically preserves
these relationships through dependency-aware weight compensation. Formally, we construct an
expert dependency matrix € RY*N where the element 6;; quantifies the similarity of output
between experts ¢ and j. The poisoning expert dependencies 8, are computed via output similarity



analysis: 6;p = sim(y;,yp), ¢ = 1,2,...,N,i # D, where sim(-,-) denotes cosine similarity
metric. These dependencies compensate expert contributions through dynamic weight amplification:

K
y=Woz + Bwpf(Bp) + Y _(1+ bip)w:B;) Az, 3)

i=1

where K indicates the number of active experts participating in the computation. To maintain output
stability, we introduce (3 to adjust the weight parameter normalization.

3.3 Inference Stage

During the inference stage, we exclusively employ experts that have acquired purified knowledge
during the fine-tuning stage, which naturally leads to masking the poisoning expert while preserving
the normal experts. Since the matrices B; play the role of linear transformations, in the initial
stage, we calculate the weighted average of the remaining experts to aggregate their specialized
knowledge. Based on this, we perform the parameter-efficient fine-tuning transformation on the input
data using the aggregated expert knowledge. In the inference stage, all parameters are frozen, and the
contribution of expert adapters is dynamically adjusted based on the input data, thereby achieving
the merging of adapters. Specifically, the poisoning expert Bp is masked, such that the system
exclusively outputs inference results from the remaining experts trained on clean data to achieve
knowledge purification. The result obtained after inference:

K
y=Wox+ B> (14 bip)w;f(Bi)Ax. 4

=1
4 Experiments

4.1 Datasets, Evaluation Metrics and Compared Baseline Models

Datasets and Evaluation Metrics. The dataset used in our experiment is from Alpaca-52K (Taori
et al., [2023)), which consists of 52K instruction-following data. We used 10% of the dataset for
fine-tuning. The dataset spans a wide range of task types, including calculations, question answering,
and creation, among others. For evaluation, we first utilized the Massive Multitask Language
Understanding (MMLU) (Hendrycks et al.,|2020) benchmark, and additionally selected three domains
in MMLU encompassing a total of 30 distinct tasks, for in-depth analysis: Natural Sciences and
Engineering Technology (NSET), Social Behavior and Humanities (SBH), and History. We also
use the GSM8K (Cobbe et al., [2021) math problem set, Question Answering datasets (Physical
Interaction QA (Bisk et al.| |2020), Social Interaction QA (Sap et al.,[2019), and ARC-easy (Clark
et al.l2018))). We used different datasets for fine-tuning and evaluating, which effectively mitigates
the issue of domain shift. Accuracy (%) is used as the evaluation metric across all datasets. This
setup systematically evaluates the model’s noise-robust capabilities across general scenarios and
specialized domains. A detailed description of these datasets can be found in Appendix [A]

Baselines. LoPE is a general fine-tuning framework that works across different noise environments
and data types, and does not conflict with existing denoising methods. Therefore, we mainly compare
it with similar fine-tuning methods. Specifically, we compared LoPE with five baseline PEFT methods
on the same datasets: (1) P-Tuning (Liu et al., 2024]), (2) Prefix Tuning (Li and Liang} [2021), (3)
AdaLoRA (Zhang et al.), (4) LoRA (Hu et al.}[2022), and (5) HydraLoRA (Tian et al.|[2024). Detailed
descriptions of these methods are provided in Appendix

4.2 TImplementation Details

We define two modes for the fine-tuning datasets: Ortg, corresponding to the publicly available
version discussed in Section 4.1, and N ois, the version with discrete noise injected. To simulate
the real-world noise distributions and create a challenging and impartial noise learning environment
across all baseline models, we employed a uniform discrete noise injection strategy same as Section
3.2.1 to generate the IN ots dataset, introducing a controlled proportion of noise into the original data.
Empirical studies (Song et al.,|2022)) suggest real-world datasets contain 8%-38.5% noise. Given that



Table 1: The comparative performance (%) of different PEFT methods across various datasets. The
methods marked with a t are fine-tuned with the IN ois datasets, while all subsequent methods are
fine-tuned based on Orig datasets. r denotes the rank, #A represents the number of shared matrices,
#B represents the number of B matrices involved in the inference stage.

Methods MMLU PIQA SIQA GSMSK ARC-e NSET SBH History %Param | #A #B
HydraLoRA(r=4) 46.10 76.28 52.92 16.15 62.61 35.99 54.78 55.95 0.062 1 3
LoPE(r=4) 46.86 76.99 53.58 17.89 64.20 36.82 54.46 56.66 0.062 1 3
P-Tuning 37.23 71.65 39.97 8.87 45.21 26.04 37.14 45.09 0.193
Prefix Tuningf 3791 71.79 40.42 9.25 43.48 27.13 38.77 44.21 0.077 - -
AdaLoRA(r=2)t 39.11 72.29 41.07 10.38 47.84 29.16 39.83 49.69 0.023 1 1
LoRA(r=2)t 38.22 69.47 40.94 9.13 46.24 26.17 38.61 46.83 0.015 1 1
LoRA(r=4)t 40.45 71.45 43.17 11.02 48.39 27.96 40.88 49.03 0.031 1 1
HydraLoRA(r=2)t 42.47 74.65 46.38 10.74 56.08 31.26 42.37 52.65 0.031 1 3
HydraLoRA(r=4)t 43.08 74.92 47.29 11.83 56.26 34.74 52.35 55.80 0.062 1 3
HydraLoRA(r=8)+ 43.98 75.30 48.12 12.44 57.47 35.23 53.07 56.35 0.124 1 3
LoPE(r=2)t 43.0510.28 75.034030 46.761017 11.231037 58.934051 33.361047 48.6541032 54.724029 | 0.031 1 3
LoPE(r=4)t 43.7610.20 75494041 48.331030 12.7240.33 58.664046 34.0610.11 48984037 55464018 | 0.047 1 2
LoPE(r=4)+ 44421048 76284038 49.034041 13.724034 60.494027 35451033 52.884020 56.844046 | 0.062 1 3
LoPE(r=8)+ 44.821 024 76831035 49.90.027 14311035 62361047 35791013 5371032 58.024034 | 0.124 1 3

the original dataset already contains some inherent noise, we used a conservative injection rate of 5%
to ensure consistency across models and maintain typical noise levels. The HyNolse ratio o used
in our main experiment is also set to 5%, and the number of poisoning experts is set to 1. Detailed
descriptions of experiment configurations are provided in Appendix [B.2]

4.3 Main Results

In this section, we evaluate LoPE’s effectiveness through extensive experiments and compare it
with several mainstream PEFT methods on LLaMA2-7b (Touvron et al., 2023)). Table |l| presents
the performance of LoPE alongside the baseline methods. MMLU represents the average accuracy
across all tasks. NSET, SBH, and History represent the average accuracy of tasks within each
respective set. The specific accuracy for each sub-task can be found in Appendix [D.2] We first
compared LoPE with HydraLoRA on the Orig datasets mentioned in Section 4.2. In the original
environment, LoPE exhibited only a limited improvement across these datasets. Given that the Orig
datasets are nearly noise-free with minimal inherent noise, LoPE’s noise adaptation capability was
not significantly demonstrated. Subsequently, we conducted experiments on the IN ots datasets. The
results indicate that LoPE exhibits robustness and adaptability across most tasks. Notably, LoPE
excelled across three QA tasks, achieving a 4.89% improvement on the ARC-e with a rank of 8.
Consistent with our theoretical analysis, LoPE also showed an improvement on the GSM8K task.
Moreover, LoPE outperformed baseline methods in the MMLU benchmark (average accuracy of 57
sub-tasks), achieving a 1.34% average improvement over HydralLoRA with a rank of 4. Specifically,
as the sub-task of MMLU, NSET, similar to GSM8K, often involves precise computations, LoPE
maintained coherent reasoning under noise, whereas traditional methods struggled. Furthermore,
LoPE also outperforms other methods in complex tasks such as SBH and History, which involve long
texts and logical reasoning. In conclusion, LoPE overcomes the limitations of conventional denoising
methods, achieving enhanced robustness through noise injection. Notably, our method maintains the
same time complexity of O(n?) as other fine-tuning methods, ensuring high computational efficiency.
In Table[I] we also explore LoPE’s sensitivity to parameter configurations by examining the impact
of varying the rank and the number of experts, as well as comparing its parameter scale with other
methods. Higher ranks generally lead to better performance; However, increasing the rank also
incurs higher parameter and computational costs, thus requiring a balance between scalability and
effectiveness. In the following experiments, the rank is set to 4 by default, with three normal experts
and one poisoning expert.

4.4 Ablation Study

4.4.1 Ablations on HyNolse

In this section, we explore the effectiveness of the proposed HyNolse method. We fine-tune the
model on INois data and set different basic noise ratios (3.5%, 5%, 8%). At the same time, the



ratio of our HyNolse method is 5%, and the results are shown in Table@ The results indicate that
both discrete noise and continuous noise can improve the method. Our method maintains relatively
stable performance when handling different levels of noise. To further verify the effectiveness of
our proposed HyNoise method, we conduct ablation studies by selectively removing each type of
noise (discrete noise or continuous noise) during injection. As evidenced in Table 2] the robustness of
the model is somewhat reduced under single-noise conditions. However, performance with either
discrete or continuous noise still surpasses the None type noise injection, thereby highlighting the
effectiveness of both noise types. Notably, fine-tuning with discrete-only noise outperforms fine-
tuning with continuous-only noise. This can be attributed to the fact that discrete noise directly
manipulates the original natural language text, facilitating more effective alignment in the semantic
space during the fine-tuning stage II.

Table 2: Average accuracy (%) of LoPE on PIQA and SIQA datasets under different noise conditions.
None indicates that no noise is injected during the fine-tuning stage 1.

Noise Type None Continuous Discrete Hybrid

3.5% Level 60.90 61.23 62.07  63.31
5% Level  59.89 60.71 61.95  62.66
8% Level 57.48 58.68 60.14  61.86

To further investigate whether LoPE’s strong performance depends on the consistency between
the noise types in the IN ois dataset and the discrete noise in HyNolse, we conducted additional
experiments introducing inconsistent noise injection between the dataset construction and the discrete
noise in HyNolse. The results in Table [3|show that when different operations are applied for LoPE
training and dataset construction, all LoPE variants achieve considerable improvements over the
baseline HydralLoRA. This demonstrates that LoPE’s effectiveness generalizes across different noise
categories and does not strongly depend on noise type consistency.

Moreover, the observed performance gains on the Orig dataset (Table|l)) further indicate that LoPE
is effective and generalizable to naturally occurring noisy data. It is worth noting that HyNolse also
injects continuous noise, which contributes to enhancing the model’s robustness under multiple types
of noise.

Table 3: Performance comparison of LoPE under inconsistent noise injection and Hydral.oRA.
Each row represents a distinct noise operation. Abbreviations used: NCI (Noise Character Insertion),
WOS (Word Order Shuffling), CD (Character Deletion), and WR (Word Replacement), representing
four types of noise operations.

Model Dataset HyNolse MMLU PIQA SIQA GSMSK
LoPE Orig + NCI Continuous + WOS  44.58 75.15 50.11 14.92
HydralLoRA  Orig + NCI None 4424  75.03 49.75  12.78
LoPE Orig + WOS  Continuous + CD 45.09 7584 50.55 14.64
HydralLoRA Orig + WOS None 4437 7521 49.65 1234
LoPE Orig+ WR  Continuous + NCI 4513 7535 50.17 14.73
HydraLoRA  Orig + WR None 4431 75.07 49.73 1239

We further applied HyNolse directly to the original HydraLoRA framework (Table d)) and observed a
notable performance drop. This is mainly due to the absence of the division of labor between normal
experts and poisoning experts, and the multi-stage differentiated training, causing noisy and clean
data to equally affect the model from the start. Therefore, LoPE’s key contribution is its architecture
and multi-stage process, enabling explicit noise filtering and robustness.

4.4.2 TImpact of Backbone LLMs

To evaluate the impact of backbone architectures on LoPE’s performance, we conducted model
substitution experiments, with results summarized in Table E} LoPE consistently demonstrates
stable performance improvements across LLaMA2-7b (a decoder-only model), T5-large (a classic
encoder-decoder model), as well as Qwen2-7b and Qwen1.5-14b. This result indicates that LoPE’s



Table 4: Performance comparison of LoPE and HydraLoRA (with/without HyNolse) across bench-
marks. The methods marked with a  are fine-tuned with the N ois datasets.

Methods MMLU PIQA SIQA GSMSK
HydraLoRAf(with HyNolse) 40.57 73.40 45.03 8.47
Hydral.LoRAT 43.08 7492 4729 11.83
LoPE+} 4442 7628 49.03 13.72

performance gains primarily stem from its asymmetric LORA architecture and two-stage training
strategy, which strengthen its generalization across diverse tasks and application scenarios.

Table 5: Performance (%) of different backbone LLMs of our method on SIQA dataset after fine-
tuning of N ozs datasets (5%).

Approaches  T5-large LLaMA2-7b Qwen2-7b Qwenl.5-14b

HydralLoRA 33.64 47.29 66.49 78.23
LoPE 36.37 49.03 68.99 80.02

4.4.3 Ablation Study on DyCompEnSate

We verified the effectiveness of the proposed DyCompEnSate method. First, we directly masked
the output of Bp without introducing the DyCompEnSate mechanism, as shown in Figure 3} when
the column number = 0, which indicates that no experts are involved in the DyCompEnSate method,
accuracy dropped at the lowest value.

63% 62.66%
62% 61.4%
61% 60.52%
z 60%
939
£ o0 9%
1 o
S %
57%
56%
55%
0 1 2 3

Number of Experts Involved in DyCompEnSate Method

Figure 3: The relationship between the number of experts involved in the DyCompEnSate method
and the average accuracy (%) of datasets PIQA and SIQA.

This phenomenon validates our hypothesis: when all experts are jointly trained, there exist significant
inter-dependencies among them, and directly eliminating the output of Bp indirectly affects other
experts’ outputs. With the introduction of DyCompEnSate and the increase in the number of normal
experts involved, it dynamically weights the amplification of the contribution of other experts to
mitigate the information loss caused by removing Bp in a smooth and adaptive manner.

These results demonstrate the existence of inter-expert dependencies and the effectiveness of our
compensation strategy in preserving performance when masking a compromised expert.

S Analysis

5.1 Does Higher HyNoise Ratio Enhance Performance?

In Section 4.2, while our baseline experiments employed a 5% HyNolse ratio, we investigated
whether an increased noise ratio during Stage I enhances noise robustness. We evaluated four
HyNolse ratios (3.5%, 5%, 10%, 15%), with comparative results visualized in Figure Contrary to
potential expectations, our analysis reveals a non-monotonic relationship between HyNolse intensity
and model robustness. Excessive noise injection (i.e. > 10%) degrades the router’s discriminative
capability for noise patterns, as evidenced by reduced expert specialization. We consider that this
was due to overwhelming data distortion, which prevents effective differentiation between clean and



noisy inputs, ultimately compromising expert weight allocation. We also evaluated the performance
under different basic noise ratios; additional experimental results are provided in Appendix

63% 62.66%  62.54%
62%
61%
g
5 0% 6o.10%
<
< 59%
8% 58.32%
57%
35% 5% 10% 15%

HyNolse Ratio

Figure 4: Average accuracy to different HyNolse ratios in PIQA and SIQA datasets.

5.2 Can the Poisoning Expert Truly Accomplish Its Task?

The core of our proposed method is the pioneering introduction of the poisoning expert. In Section
4.3, we investigated the impact of the number of normal experts in LoORA on the experimental results.
Here, we discuss the influence of the number of poisoning experts on the results. According to the
design, poisoning experts play an auxiliary role. Therefore, their number should be lower than normal
experts. We conducted experiments with three different configurations of the number of experts, and
the parameter freezing settings remain consistent with Section 3. The experimental results in Table 6]
demonstrate that increasing the number of poisoning experts has little impact, as it does not affect
the objective of stage I of fine-tuning. These poisoning experts share the functionality previously
assigned to a single poisoning expert. During stage II of fine-tuning, after freezing their parameters,
the normal experts can learn clean knowledge as usual. When the total number of experts remains
constant, changing the number of poisoned experts will have a significant impact on the results, as
the normal experts responsible for inference are replaced.

Table 6: Average accuracy of LoPE in PIQA and SIQA datasets with different experts, PE is the
number of poisoning experts, NE is the number of normal experts.

Method NE=3,PE=1 NE=3,PE=2 NE=2,PE=2 | Mask(NE=3,PE=1) Not Mask(NE=3,PE=1)
LoPE 62.66 62.31 60.31 \ 62.66 60.75

Also, we propose that the involvement of the poisoning expert in the inference process may result in
the contamination of knowledge to a catastrophic degree. In light of this, we set up a comparative
experiment: Masking vs. Not Masking. The experimental results show that after the first-stage
fine-tuning, the poisoning expert intends to specifically adapt and handle the noisy data. If the
poisoning expert’s output is not masked during inference, allowing it to participate, the model may
be affected by the misinformation it learns from the noise, which may affect the reliability of the
inference results. This aligns with our original intention for designing the poisoning expert. By
masking the poisoning expert that learns from noise-affected data during inference, this approach
allows other experts to perform inference using relatively pure knowledge.

6 Conclusion

In this paper, we introduce LoPE, a noise-robust adaptation method via asymmetric LoORA poisoning
experts, which is specifically designed to address performance degradation caused by noisy datasets.
The two-stage paradigm and selective masking mechanism enable the model to enhance its robustness
only through generated noise perturbations, as evidenced by our experimental results. This approach
effectively overcomes the inherent limitations of conventional noise-handling methods. In future
research, we believe the combination of the two-stage fine-tuning paradigm and selective masking
mechanism opens a door to a promising area of intractable problem resolution through complement
set approaches, and we will explore it for more than noise processing in the future.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The Abstract Section and Section [I] of this article accurately reflect the
contribution and scope of the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discussed the limitations of this work in Appendix
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The paper provides the full set of assumptions and a complete (and correct)
proof.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper fully discloses all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:[Yes]
Justification: The paper provides open access to the data and code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We have provided relevant details in Section @ and Section[B.T]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We have provided relevant details in Section 4}
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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10.

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have provided relevant details in Section [B.1]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses both potential positive societal impacts and negative
societal impacts of the work performed in Section [6and Section|C|

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper does not address this issue.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets (e.g., code, data, models), used in
the paper, are properly credited and the license and terms of use explicitly mentioned and
properly respected.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets

has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: This paper does not address this issue.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]
Justification: This paper does not address this issue.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification: This paper does not address this issue.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: This paper does not address this issue.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.

20


https://neurips.cc/Conferences/2025/LLM

Appendix

A Dataset

A.1 Fine-tuning Dataset

Alpaca 52k is a dataset consisting of 52,000 instruction-following data, generated by Stanford Univer-
sity using the self-instruct method by the text-davinci-003. This dataset aims to enhance the model’s
ability to understand and follow instructions. The dataset covers a wide range of domains and task
types, including text generation, reasoning and explanation, transformation and calculation, classifi-
cation and induction, question answering and suggestions, description and explanation, functionality
and logic, as well as text processing and editing. By fine-tuning on these tasks, the model is better
equipped to understand and execute various instructions, thereby improving its effectiveness and
reliability in real-world applications.

A.2 Evaluation Dataset

Additionally, to comprehensively evaluate the model’s performance across different domains, we
employed multiple evaluation benchmarks. To assess general-domain capabilities, we utilized the
Massive Multitask Language Understanding (MMLU) benchmark. MMLU spans tasks across
multiple fields, enabling a thorough evaluation of the model’s language understanding abilities. For
our evaluation, we focused on three major categories: Basic Natural Sciences and Engineering
Technology (NSET), Social Behavior and Humanities (SBH), and History. The specific tasks are
listed in the table [7]below.

Table 7: Task categories and corresponding tasks

Task Category Tasks

NSET College Biology, College Chemistry, College Computer Science, College Math-
ematics, College Physics, Electrical Engineering, Abstract Algebra, Astronomy,
Machine Learning, Computer Security, High School Chemistry, Elementary
Mathematics, High School Physics, High School Computer Science, High
School Statistics, High School Biology, High School Mathematics, Conceptual

Physics.

SBH Moral Disputes, Moral Scenarios, Professional Psychology, World Religions,
High School Psychology, Philosophy, High School Government and Politics,
Sociology.

History Prehistory, High School US History, High School World History, High School

European History.

NSET consists of 18 tasks related to science, engineering, technology, and mathematics. This category
encompasses foundational disciplines within the natural sciences and engineering fields, including
biology, chemistry, computer science, mathematics, physics, electrical engineering, astronomy, and
more. These tasks cover biological knowledge, ranging from cell structure and molecular biology
to ecology. In chemistry, tasks span from analytical chemistry to organic chemistry, covering
fundamental laws (e.g., Newtonian mechanics and principles of chemical reactions). In computer
science, research focuses on algorithms, graph theory, recursive methods, and the logic of technical
implementation (e.g., algorithm design and circuit systems). Mathematical tasks encompass various
branches, such as calculus, combinatorics, and ordinary differential equations. These tasks are highly
sensitive to data and require significant specialization and logical reasoning, making them ideal for
evaluating the model’s precision in computation and reasoning.

SBH includes 8 tasks from fields such as psychology, philosophy, sociology, and political science,
focusing on human behavior patterns, moral decision-making, and ethical dilemmas within a societal
context. The tasks involve analyzing moral controversies (e.g., freedom of speech, the death penalty,
addiction), examining moral situations (e.g., violence, theft), exploring psychological principles
behind individual behavior (e.g., personality development, emotional changes), and discussing ethical
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dilemmas from a philosophical perspective (e.g., skepticism, utilitarianism). Additionally, the tasks
address the impact of social structures on individual behavior, including socialization and inequality
in sociology, and government functions and socio-political systems in political science.

The History category consists of 4 tasks related to the development of human history, including
Prehistory, American history, world history, and European history. The content spans topics from the
early evolution of humans and the origins of civilization to major historical events and transformations
in modern and contemporary society. These tasks involve complex logical structures, reflecting the
model’s depth of reasoning and its ability to transfer knowledge within the social sciences domain.

For evaluating mathematical reasoning ability, we adopted the GSM8K dataset, which includes
complex mathematical problems and allows for a quantitative assessment of the model’s accuracy
and efficiency in solving these problems.

The AI2’s Reasoning Challenge (ARC) dataset is a multiple-choice response dataset containing
science exam questions for grades three through nine. The dataset is divided into two sections: an
easy section (Arc-E) and a hard section (Arc-C) for questions that test the model’s ability in scientific
reasoning. We used the Arc-E section.

Physical Interaction QA (PIQA) is a dataset designed to test a model’s ability to predict how objects
interact in the physical world. The questions are typically based on everyday physical scenarios.

Social Interaction QA (SIQA) is a question-answering benchmark designed to assess a model’s ability
to reason about social commonsense intelligence. SIQA focuses on inferring human actions and
their social implications. The behaviors in SIQA span a wide range of social contexts, with answer
choices including both human-crafted answers and adversarially filtered machine-generated options.
Social 1Qa contains over 37,000 QA pairs, used to evaluate a model’s ability to reason about the
social implications of everyday events and situations.

Through this multidimensional evaluation, we assessed the proposed method’s adaptability to both
general and domain-specific tasks comprehensively, offering a thorough examination of the model’s
capabilities across diverse multi-task settings and providing solid empirical support for future research.

B Baseline, Configurations and Backbone LLMs

B.1 Baseline

1. P-Tuning (Liu et al., |2024): P-Tuning employs a prompt encoder to automatically optimize
continuous prompt embeddings, avoiding the limitations of manually designing discrete prompts.
By flexibly inserting anchor tokens into the input sequence, P-tuning can effectively improve the
alignment accuracy of the semantic space, achieving better task adaptation performance.

2. Prefix Tuning (Li and Liang} 2021)): This method injects trainable prefix parameter matrices
at the input of each layer of the Transformer. Through a hierarchical representation rectification
mechanism, the prefix parameter matrices can guide the model output while keeping the backbone
network parameters frozen. This approach allows for efficient adaptation to new tasks while retaining
the pre-trained knowledge.

3. AdLoRA (Zhang et al.): Adaptive LoRA is based on a dynamic allocation algorithm that assesses
parameter importance. It applies high-rank decomposition configurations to critical weight matrices
and employs low-resource allocation strategies for non-core modules. This breaks the traditional
paradigm of uniform parameter allocation, adaptively adjusting parameters for different parts to
reduce computational and storage overhead while maintaining performance.

4. LoRA (Hu et al.}[2022): LoRA (Low-Rank Adaptation) is an efficient fine-tuning technique for
adapting pre-trained language models to downstream tasks. It aims to reduce the computational
and storage overhead while maintaining the performance of the adapted model. The core idea of
LoRA is to introduce low-rank update matrices to the pre-trained model. Instead of fine-tuning all
the parameters of the model, LoRA keeps the original pre-trained weights frozen and injects trainable
low-rank matrices into each layer of the model.

5.HydralLoRA (Tian et al.l 2024): Hydral.oRA is a parameter-efficient fine-tuning method based
on the LORA mechanism, which aims to improve the performance of large-scale language models
(LLMs) in multi-task learning and cross-domain adaptation. This method involves the decomposition
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of the LoRA module into multiple independent expert modules, thereby enhancing the original
symmetrical LoRA structure into a single A and multi-B LoRA structure. This modification enables
the model to respond to varying task requirements with greater flexibility.

B.2 Experiment Configurations

The experiment configurations are as follows: learning rate is 0.0002, random seed is 614, and epoch
is 1. The hardware and software configurations used in our experiments are as follows.

CPU: Intel(R) Xeon(R) Platinum 8468V, 800MHZ, 48cores; GPU: NVIDIA TESLA H800 80 GB;
Operating system: Ubuntu 20.04; Deep learning framework: Pytorch 1.13.1.

B.3 Backbone LLMs

1. T5-large (Raffel et al.,|2020): T5-large is a pre trained language model based on the Transformer
architecture, which has wide applications in the field of natural language processing. T5 stands
for "Text-to-Text Transfer Transformer", which converts all NLP tasks into text-to-text format for
processing. T5-large has over 7.7 million parameters, and compared to smaller TS model variants,
it is able to capture more complex patterns and semantic relationships in text. It performs well in
tasks such as text generation, text classification, question answering systems, machine translation,
etc. It can generate smooth and natural text, accurately understand context, and demonstrate good
adaptability and universality in multiple language environments.

2. LLaMA2-7b: LLaMAZ2-7b is a large-scale language model launched by Meta, with approximately
7 billion parameters. It has excellent language comprehension and generation capabilities, and can
handle various natural language tasks such as text generation, question answering, translation, sum-
marization, etc. It performs well in multiple languages and can be widely applied in various scenarios,
providing users with convenient text processing services. Its open-source and free commercial license
characteristics also promote its application and research in many fields.

3. Qwen2-7b (qwe, [2024): Qwen2-7b is an open-source model launched by the Alibaba Cloud Tongyi
Qianwen team, which supports multimodal input of text, images, and videos. It has 27 language
processing capabilities and 32K long context understanding, and performs better than models of the
same scale in areas such as code generation and mathematical reasoning. Adopting efficient group
query attention (GQA) technology, adapted to various scenarios from mobile to server, and open
sourced under Apache 2.0 protocol, it is commercially available for free.

4. Qwenl.5-14b (Bai et al., [2023): Qwenl.5-14b is a language model series including decoder
language models of different model sizes. For each size, we release the base language model and the
aligned chat model. It is based on the Transformer architecture with SwiGLU activation, attention
QKYV bias, group query attention, mixture of sliding window attention and full attention, etc.

C Limitations

Our study has several limitations. The reliance on LoRA’s framework somewhat limits its extensi-
bility. Additionally, during the first stage of fine-tuning, the introduction of discrete noise does not
specifically consider the distribution of noisy data, which, to a certain extent, increases the uncertainty.
This presents a potential direction for future exploration, where more noise modeling techniques
could be developed.

D Additional Experiments

D.1 Robustness Analysis under Varying Basic Noise Ratios

To investigate the robustness of LoPE when fine-tuning on datasets with higher inherent noise, we
systematically evaluated basic noise ratios of 3.5%, 5%, 8%, 10%, 20%, and 30%. As shown in
Table 8] although overall performance gradually declines as the noise level increases, it does not
fully collapse, demonstrating that LoPE effectively delays performance degradation under high-
noise conditions. This behavior can be attributed to several factors. First, the overall quality of
fine-tuning datasets impacts final inference performance. When the noise reaches a certain level, it

23



Table 8: Performance under different noise ratios (transposed version).

Dataset / Noise Ratio 3.5% 5% 8% 10% 20% 30% 30% (HydraLoRA)

MMLU 4459 4442 44.15 43.81 4235 40.78 37.96
PIQA+SIQA 63.31 62.66 61.86 61.27 60.14 59.50 56.83
GSMBK 15.31 13.72 11.83 925 8.04 7.60 7.12

blurs the boundary between clean data and noise, and fine-tuning becomes harmful, highlighting
the importance of fine-tuning data quality. As a result, for tasks requiring high precision, such as
mathematics datasets, the rate of accuracy decline actually slows at higher noise levels. This may be
because mathematical pattern-related content in the fine-tuning dataset has already been corrupted,
resulting in less impact on the model itself, and the model may no longer recognize that it is learning
mathematics-related knowledge.

D.2 Specific accuracy for sub-task

The specific accuracy for each task can be found in Table[9] Table[I0] Table[IT] Table[I2] Table
and Table[14l

Table 9: Performance across each specific task in NSET for LoPE and HydralLoRA (Orig).

Task Model

NSET LoPE HydraLoRA
College Biology 44.44 43.75
College Chemistry 32.00 30.00
College Computer Science 37.00 37.00
College Mathematics 38.00 34.00
College Physics 16.67 18.63
Electrical Engineering 42.76 45.52
Astronomy 40.79 42.76
Abstract Algebra 32.00 30.00
Machine Learning 38.39 36.61
Computer Security 58.00 58.00
High School Chemistry 35.96 32.51
Elementary Mathematics 29.89 27.51
High School Physics 28.48 29.14
High School Computer Science  37.00 37.00
High School Statistics 30.56 25.00
High School Biology 47.42 49.35
High School Mathematics 29.26 28.89
Conceptual Physics 44.26 42.13

Table 10: Performance across each specific task in SBH for LoPE and HydraLoRA(Org).

Task Model

SBH LoPE HydraLoRA
Moral Scenarios 27.71 24.69
Professional Psychology 43.14 43.63
World Religions 66.67 66.08
Philosophy 59.49 58.84
Moral Disputes 49.13 51.16
High School Government and Politics  66.84 68.39
Sociology 61.19 64.18
High School Psychology 61.47 61.28
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Table 11: Performance across each specific task in History for LoPE and HydraLoRA(Orig).

Task Model
History LoPE HydralLoRA
High European History 60.61 63.64
Prehistory 47.22 47.22

High School World History  62.45 59.49
High School US History 56.37 53.43

Table 12: Performance across each specific task in NSET for LoPE and HydraLoRA(IN ots).

Task Model

NSET LoPE HydraLoRA
College Biology 45.14 43.75
College Chemistry 31.00 29.00
College Computer Science 38.00 33.00
College Mathematics 33.00 40.00
College Physics 17.65 15.69
Electrical Engineering 38.62 33.79
Astronomy 42.11 38.16
Abstract Algebra 32.00 34.00
Machine Learning 38.39 37.50
Computer Security 53.00 52.00
High School Chemistry 33.50 33.00
Elementary Mathematics 26.72 27.51
High School Physics 31.13 27.81
High School Computer Science 41.00 38.00
High School Statistics 21.30 23.61
High School Biology 46.13 47.10
High School Mathematics 28.52 29.63
Conceptual Physics 40.85 41.70

Table 13: Performance across each specific task in SBH for LoPE and HydraLoRA(IN ozs).

Task Model

SBH LoPE HydralLoRA
Moral Scenarios 26.03 25.92
Professional Psychology 44.28 44.12
World Religions 63.74 64.33
Philosophy 56.27 56.91
Moral Disputes 48.84 48.55
High School Government and Politics ~ 65.28 64.25
Sociology 58.21 56.22
High School Psychology 60.37 58.53

Table 14: Performance across each specific task in History for LoPE and HydraLoRA(NN ois).

Task Model
History LoPE HydralLoRA
High European History 63.61 61.21
Prehistory 49.38 47.53
High School World History ~ 59.92 59.07
High School US History 54.41 55.39
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Figure 5: Comparison of the average parameter changes of matrices A and B during first-stage
fine-tuning, with and without HyNolse. Specifically, A and B correspond to the matrix A and
poisoning expert Bp trained without HyNolse, while A’ and B’ represent the respective matrix A
and poisoning expert Bp trained with HyNolse injected.

D.3 Matrix Parameter Visualization

We hypothesize that matrix A captures fundamental language-environment knowledge, which is both
basic and universal, and is minimally affected by noise (a dataset with added noise can be considered
analogous to a dataset from a new domain). To investigate this, we conducted Stage I training with
and without HyNolse data, observing the changes in matrix A parameters to assess whether harmful
noise is absorbed into matrix A. Figure[5]shows that the average parameter change of matrix A, with
or without HyNolse, is much smaller than that of matrix B under the same operations. This finding
suggests that matrix A primarily encodes universal contextual features present across all data, while
the influence of noise on matrix A is substantially smaller than on matrix B.
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Figure 6: A denotes the parameter visualization of matrix A during the first-stage fine-tuning, while
A’ represents the updated matrix A in the second stage. B indicates a randomly selected normal
expert in the second-stage fine-tuning, and Bp corresponds to the poisoning expert from the first
stage. This visualization highlights the parameter evolution of clean and poisoned experts across
different training phases.

We further visualize the parameter distributions of matrices A and B across the two-stage fine-tuning
process. As shown in Figure[6] the position of matrix A in the visualization space changes very little
throughout training. This observation that matrix A primarily encodes general, universal knowledge.
In contrast, we observe significant positional shifts between a randomly selected normal expert matrix
B and the poisoning expert matrix Bp across the two stages. We attribute this phenomenon to matrix
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B capturing task-specific knowledge, while B absorbs noise-contaminated patterns, fundamentally
differing from the clean representations encoded by other experts.

D.4 Evaluation against a Task-Specific Denoising Baseline

We have also included a dedicated comparison experiment against a task-specific denoising model
to further assess LoPE’s generality in downstream applications. Specifically, we investigated the
representative denoising method LeCoRE, which is designed for conversational search tasks. Follow-
ing its evaluation protocol, we conducted experiments under comparable settings. The results are
summarized in Table

Table 15: Performance comparison between LoPE and the task-specific denoising model LeCoRE.

Method MRR NDCG@3 R@10 R@100

LeCoRE  51.1 48.5 73.9 89.7
LoPE 54.7 50.1 75.6 91.3
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