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Abstract

Large language models have shown good per-001
formances in generating code to meet human002
requirements. However, human requirements003
expressed in natural languages can be vague,004
incomplete, and ambiguous, leading large lan-005
guage models to misunderstand human require-006
ments and make mistakes. Worse, it is difficult007
for a human user to refine the requirement. To008
help human users refine their requirements and009
improve large language models’ code genera-010
tion performances, we propose ChatCoder, a011
method to refine the requirements via chatting012
with large language models. We design a chat013
scheme in which the large language models014
will guide the human users to refine their ex-015
pression of requirements to be more precise,016
unambiguous, and complete than before. Ex-017
periments show that ChatCoder has improved018
by a large margin. Besides, ChatCoder has019
the advantage over refine-based methods and020
LLMs fine-tuned via human response.021

1 Introduction022

Code generation is to generate source code that023

satisfies the human user’s requirements expressed024

in natural language. Recently large language mod-025

els have shown impressive abilities in code gen-026

eration. For example, OpenAI’s GPT-4(OpenAI,027

2023) passes 67% of the tests of HumanEval(Chen028

et al., 2021), and so are the open-source LLMs,029

e.g., (Gunasekar et al., 2023) passes 50.6% of the030

tests. It’s promising to deploy the LLM as an assis-031

tant for humans in real-world software production032

workflow.033

Although promising, the LLMs struggle with034

poor requirement expressions. In practice, require-035

ments are written in natural language. The natural036

language expressions can be vague, incomplete and037

ambiguous, misleading an LLM to generate the038

wrong code. Figure 1 shows a real-world example039

from a widely-used code generation benchmark,040

MBPP. The original expression of the requirement 041

is to find ‘the largest negative number’ without ex- 042

plaining the definition of ‘the largest negative num- 043

ber’. The real intent of the requirement is to find the 044

negative number with the largest absolute value. 045

However, according to the generated code from 046

gpt-3.5-turbo, the LLM is misled to look for the 047

negative number with the largest actual value. The 048

ambiguity of ‘the largest negative number’ leads to 049

incorrect programs from LLMs. 050

The above problem can be solved via require- 051

ments refinement, a widely used technique in real 052

development scenarios. Requirements refinement 053

is the process of revealing the underlying depen- 054

dencies and hidden structures(Liu, 2008). It alle- 055

viates potential ambiguities by revealing more re- 056

quirement details. As shown in Figure 1, we reveal 057

the hidden structure of ’the largest’ as ’the largest 058

absolute value’ to the LLM and get the correctly 059

generated code. 060

#MBPP/443
Write	a	python	function	to	find	the	largest

negative	number	from	the	given	list.

def	largest_neg(list1):
				if	len(list1)	==	0:
								return	None
				max_neg	=	None
				for	num	in	list1:
								if	num	<	0:
												if	max_neg	is	None	or	num	>	max_neg:
																max_neg	=	num
				return	max_neg

#	User's	Real	Intention
>>>	largest_neg([1,2,3,-4,-6])	->	-6
>>>	largest_neg([1,2,3,-8,-9])	->	-9

#MBPP/443	Refined	Requirements
Write	a	python	function	to	find	the	largest

negative	number	from	the	given	list.
	largest	negative	number:	The	largest
negative	number	refers	to	the	negative

number	with	the	largest	absolute	value	in
the	given	list.

Refine	the	concept	of	"largest"

def	largest_neg(list1):
				largest	=	None
				for	num	in	list1:
								if	num	<	0:
												if	largest	is	None	or	abs(num)	>
abs(largest):
																largest	=	num
				return	largest

Orignal	Requirement

Refined	Requirement

largest:

largest	actual	value?

largest	abstract	value?

Code	generated	before	refinement

Code	generated	after	refinement

Figure 1: Example of Refinement Improving Code Gen-
eration Performance

Inspired by the above observation, we intro- 061

duce requirement refinement into code generation 062

and propose ChatCoder, a new code generation 063

approach. ChatCoder utilises the human-in-the- 064
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loop mechanism to refine requirements, asking the065

LLM and the human user to chat to extend the066

original requirement expression. By the coopera-067

tion of refinement, the details are settled, the dis-068

ambiguation is clarified, and the more informa-069

tive and precise refined requirement expressions070

are eventually formed. Then, the LLM generates071

code based on the refined version of the require-072

ment. Compared with the previous code generation073

approaches, ChatCoder mitigates the disambigua-074

tion in the requirement expression, improving the075

LLM’s code generation accuracy.076

A key challenge in ChatCoder is to design the077

human-in-the-loop mechanism. As a code gener-078

ation stakeholder, the human user has to partic-079

ipate in the refinement (iee, 1998). ChatCoder080

should provide an effective way of communication081

between an LLM and a human. We propose a two-082

round dialogue scheme for the human-in-the-loop083

requirement refinement. In each round, the LLM084

extends the requirement expressions obtained from085

the previous round following our designed require-086

ment extension framework. Then, the human user087

checks the extended expressions and edits the mis-088

takes. The edited expressions are prepared for the089

next round of extension or output as the finalised090

refined version.091

We apply ChatCoder to 2 popular LLMs, gpt-092

3.5-turbo and gpt-4. Our method is evaluated on093

two popular benchmarks, Sanitized-MBPP and Hu-094

manEval. The test results show that the refined095

requirements with ChatCoder improve the LLM’s096

code generation performances by a large margin,097

at an average percentage of 10.098

Our contribution is summarised as follows:099

1): We find and raise the problem that human’s100

poor requirement expressions in natural language101

limit LLMs’ ability to generate better programs.102

2): We propose ChatCoder, the first approach103

using human-in-loop requirement refinement to en-104

hance code generation.105

3): We evaluate ChatCoder on Sanitized-MBPP106

and Humaneval benchmarks. The extensive exper-107

iments show that ChatCoder effectively enhances108

the LLMs’ code generation performances.109

2 background110

2.1 Large Language Model for Code111

Generation112

Large language models are currently pre-trained113

Transformer-based language models with at least114

tens of billions of parameters. The first well- 115

known large language model is OpenAI’s GPT-3 116

(Brown et al., 2020) which has extraordinary code 117

generation ability. Following GPT-3, a series of 118

business-oriented close-source large language mod- 119

els have been proposed, e.g. GPT-3.5 and GPT- 120

4, and several open-source large language models 121

for code-related tasks have been published, e.g., 122

StarCoder(Li et al., 2023b), CodeT5+(Wang et al., 123

2023). WizardCoder(Luo et al., 2023) etc. They all 124

behave well in code generation. 125

The prompting technique is the current way of 126

using LLM to generate code. A prompt is a piece 127

of carefully designed text, e.g., the instructions for 128

the LLM. The prompt will be the LLM’s input, 129

influencing the LLM to generate what the human 130

user expects. In code generation, researchers have 131

explored multiple prompting techniques in order 132

for the LLM to generate code satisfying the hu- 133

man users’ requirements more precisely. For ex- 134

ample, Li et al. (2023a) proposes to provide exam- 135

ples closely related to the programming tasks in the 136

prompt as examples for the LLM. Jiang et al. (2023) 137

proposes that decomposing the programming task 138

in the prompt helps large language models solve 139

complex problems. The experiments prove that 140

the carefully designed prompts improve the LLMs’ 141

code generation performances. 142

2.2 Requirements Refinement 143

Requirements refinement is the process of revealing 144

the underlying dependencies and hidden structures, 145

serving as a start from requirement to design. Re- 146

quirements refinement is important because many 147

users in practice do not understand what functions 148

they want precisely at the beginning of a software 149

project(Liu, 2002), leading to poor original require- 150

ment expressions. Thus, the users and software 151

suppliers need to refine the requirements to sort out 152

the users’ true needs. 153

Previous studies of requirements refinement fo- 154

cus on providing a formal method for the soft- 155

ware supplier to analyse and refine the software 156

customer’s requirements. Liu (2008) raises a hi- 157

erarchical framework from the business level to 158

the component level to refactor the customer’s re- 159

quirements. de Jong et al. (2000) propose formal 160

refinement patterns for goal-driven requirements 161

elaboration via KAOS. Liu (2002) proposes to use 162

the SOFL language to describe the refinement pro- 163

cess and raises the model of successive refinements 164

in which the requirements refinement is a process 165

2



from coarse to fine with a loop back.166

Requirements refinement requires collaboration167

with both the software provider and the software168

user. On the one hand, the refinement methods169

are frameworks that require domain knowledge170

and an understanding of actual user requirements.171

On the other hand, the users may not understand172

the software design enough, so their expressions173

may not correctly express their requirements. So174

the key to requirement refinement techniques175

is to design an efficient way of cooperation for176

the user and the software to find the necessary177

points to extend and reach an agreement on the178

requirement.179

3 Methodology180

3.1 Overall Structure of ChatCoder181

ChatCoder is a code generation method. It im-182

proves LLM’s code generation ability by refining183

requirements via the chat between LLMs and hu-184

mans. ChatCoder comprises a dialogue schema185

following which the LLM and the human can com-186

municate to refine requirements effectively and ef-187

ficiently, resulting in an accurate and informative188

requirement expression. Based on the refined re-189

quirement expression, the LLM can generate code190

fulfilling the human’s need precisely.191

Specifically, ChatCoder refines the original re-192

quirement expressions via a two-round dialogue,193

illustrated in Fig 2. The first round is Paraphrase194

and Extend. Following our designed command, the195

LLM paraphrase the original requirement expres-196

sion and extends it in six specific angles, necessary197

for the precise map from human needs in NL to to198

the corresponding code. Then the human program-199

mer reviews the LLM’s expanded expression and200

edits the mistakes and missing parts. The second201

round is Going-deep and Loop-back. Following202

our designed command, the LLM asks the human203

programmer about its further confusion of the final204

edited requirement expressions in the first round. If205

a question is reasonable to the human programmer,206

it is answered directly. Otherwise, the human pro-207

grammer needs to review the expression in the first208

step to find and correct the mistake leading to the209

unreasonable question. The final refined require-210

ment is the combination of the corrected expression211

in the first step and the reasonable questions in the212

second round and their corresponding answers.213

In the following paragraphs, we will explain the214

design of each round in detail.215

initial	requirement
specifications

Key	Concept

Method
Purpose

Input
Requirements

Output
Requirements

Edge	Cases

Exceptions
and	Errors

Generate	by
Paraphase	&	Extend

Key	Concepts

Input

Output

Eage	Cases

going	deep

going	deep

going	deep

going	deep

going	deep

going	deep

Generate

Review	and	Edit Review	and	Edit

Loop-back	to
Correct	Mistakes

Large	language	model

Human	user Human	user

Phase	1:	
Paraphrase	and	Extend

Phase	2:
Going-deep	and	Loop-back

Refined	Requierment	Specifications

Figure 2: Overall Structure of the ChatCoder Dialogue
Framework

3.2 Paraphrase and Extend 216

The Paraphrase and Extend round is to extend the 217

original vague, incomplete and ambitious require- 218

ment expression into clear and accurate require- 219

ment statements for coding, via the chat between 220

LLM and the human programmer. In concrete, first 221

the LLM paraphrases and extends the original re- 222

quirement expression from six angles important for 223

correct programming. Then the human program- 224

mer reviews the extended requirement expression 225

and edits the wrong and the missing. 226

ChatCoder uses a hand-craft prompt to command 227

the LLM to paraphrase and extend the expressions, 228

illustrated in Figure 3. The prompt contains: 1) the 229

instruction to paraphrase and extend; 2): the angles 230

for extending the requirement. The design of the 231

angles is important since the angles are the scaffold 232

for both the LLM and the human programmers to 233

sort out what the requirement is. Inspired by IEEE 234

Recommended Practice for Software Requirements 235

Specifications, we propose six angles from which 236

the programmers are likely to ask for clarification 237

of the requirement for correct programming. They 238

are presented as follows: 239

Key Concepts The LLM is required to extract 240

and explain the key concepts involved in the user’s 241

requirements, including objects and actions. By ex- 242

tending this angle, the user and the large language 243

model can align their understanding of the key con- 244

cepts, setting a firm basis for further discussion. 245

Method Purpose The LLM is required to para- 246

phrase the design of how to fulfil the proposed 247

requirements in detail. The LLM’s design reflects 248

its ongoing implementation based on the LLM’s 249

understanding of the initial requirement expression 250
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Prompt	for	the	LLM:	Paraphase	and	Extend Example	Output	from	Large	Language	Model

Here	is	a	programming	task:

{task}

Please	help	refine	the	requirement	specification	following	the	steps:
1.	List	and	clarify	the	definitions	of	the	key	concepts
2.	Explain	the	purpose	of	the	method	to	be	implemented	with	your	understandings
in	details
3.	Analyze	each	parameter's	type,	meanings,	format,	properties	and	restrictions.
4.	Analyze	the	return	values'	types,	meanings,	format,	properties	and	restrictions.
5.	Raise	possible	edge	cases	and	solutions
5.	Raise	possible	exceptions	and	errors	and	the	solutions.

e.g.	

Here	is	a	programming	task:

def	filter_by_prefix(strings:	List[str],	prefix:	str)	->	List[str]:
				"""	Filter	an	input	list	of	strings	only	for	ones	that	start	with	a	given	prefix.
				>>>	filter_by_prefix([],	'a')
				[]
				>>>	filter_by_prefix(['abc',	'bcd',	'cde',	'array'],	'a')
				['abc',	'array']
				"""

Please	help	refine	the	requirement	specification	following	the	steps:
1.	List	and	clarify	the	definitions	of	the	key	concepts
2.	Explain	the	purpose	of	the	method	to	be	implemented	with	your	understandings
in	details
3.	Analyze	each	parameter's	type,	meanings,	format,	properties	and	restrictions.
4.	Analyze	the	return	values'	types,	meanings,	format,	properties	and	restrictions.
5.	Raise	possible	edge	cases	and	solutions
5.	Raise	possible	exceptions	and	errors	and	the	solutions.

1.	Key	concepts:
-	`strings`:	A	list	of	strings	that	will	be	filtered.
-	`prefix`:	A	string	that	will	be	used	to	filter	the	list	of	strings.

2.	Purpose	of	the	method:
The	purpose	of	the	`filter_by_prefix`	method	is	to	filter	an	input	list	of	strings	and
return	a	new	list	that	only	contains	strings	starting	with	a	given	prefix.

3.	Parameter	analysis:
-	`strings`:	This	parameter	is	of	type	`List[str]`,	which	means	it	expects	a	list	of	strings
as	input.
-	`prefix`:	This	parameter	is	of	type	`str`,	which	means	it	expects	a	string	as	input.	The
prefix	is	the	string	that	will	be	used	to	filter	the	list	of	strings.

4.	Return	value	analysis:
The	return	value	of	the	`filter_by_prefix`	method	is	a	new	list	of	strings	that	only
contains	strings	starting	with	the	given	prefix.	The	return	type	is	`List[str]`.

5.	Possible	edge	cases	and	solutions:
-	If	the	input	list	`strings`	is	empty,	the	method	should	return	an	empty	list.
-	If	none	of	the	strings	in	the	input	list	`strings`	start	with	the	given	prefix,	the
method	should	return	an	empty	list.

6.	Possible	exceptions	and	errors:
-	There	are	no	specific	exceptions	or	errors	mentioned	in	the	provided	code.
However,	some	possible	exceptions	that	could	occur	are:
		-	If	the	`strings`	parameter	is	not	a	list,	a	`TypeError`	should	be	raised.
		-	If	the	`prefix`	parameter	is	not	a	string,	a	`TypeError`	should	be	raised.
		-	If	any	of	the	strings	in	the	`strings`	list	are	not	of	type	`str`,	a	`TypeError`	should	be
raised.

To	handle	these	exceptions,	appropriate	type	checks	and	error	handling	should	be
implemented	in	the	method.

Prompt	for	LLM:	Going-deep	and	Loop-back Example	Output	from	Large	Language	Model

Here	is	a	programming	task:

{the	task:	with	the	refinement	from	previous	step	aggregated}

Based	on	the	given	task	descriptions,	please:
Raise	up	to	5	question	about	the	requirements	that	you	concern	the	most.	
				-	Each	questions	should	be	followed	by	an	answer	based	on	your
understanding	of	the	task	or	your	guess.	
				-	You	can	raise	questions	from	the	following	aspects:	[Key	Concept]
[Input	Requirement]	[Output	Requirement]	[Edge	Case],	and	any	other
categories	you	concern.
				-	Don't	ask	questions	that	have	answers	in	the	task	description.

1.	[Input	Requirement]	Can	the	input	list	`strings`	contain	duplicate	strings?
			-	the	input	list	can	contain	duplicate	strings.

2.	[Output	Requirement]	Should	the	returned	list	of	strings	be	in	the	same	order	as
the	original	list?
			-	Yes.	the	returned	list	of	strings	should	be	in	the	same	order	as	the	original	list

3.	[Edge	Case]	What	should	be	the	behavior	if	the	input	list	`strings`	is	None?
			-	raise	a	`TypeError`	since	it	expects	a	list	of	strings	as	input.

4.	[Edge	Case]	What	should	be	the	behavior	if	the	input	prefix	is	an	empty	string?
			-	the	method	should	return	an	empty	list	since	no	strings	in	the	input	list	will	start
with	an	empty	string.

5.	[Edge	Case]	What	should	be	the	behavior	if	the	input	prefix	is	longer	than	any
string	in	the	input	list?
			-	the	method	should	return	an	empty	list	since	no	strings	in	the	input	list	will	start
with	a	prefix	longer	than	themselves.

Figure 3: Prompts for Large Language Models and Example Outputs

and its inference for the incomplete expression,251

revealing the error and incompleteness of the re-252

quirement expression.253

Input Requirements The LLM is required to254

extend the requirements for the method’s inputs,255

including the parameters’ types, actual meaning,256

boundaries and properties. The type, boundary and257

property are important in programming by easily258

missing. And the human can check whether the259

LLM correctly understands the parameters’ mean-260

ings.261

Output Requirements The LLM is required to262

extend the requirements for the method outputs, in-263

cluding the types, the meaning and the format. Like264

the input requirements, the output requirements are265

easily missing and misunderstood, making it nec-266

essary to check them.267

Edge Cases The LLM is required to extend pos-268

sible edge cases and solutions. Since a method can269

run in complicated outer environments, the input270

and the global variable states may not fulfil the271

method’s running preconditions. So properly han-272

dling edge cases is necessary for a robust method273

implementation but can be easily ignored by soft-274

ware customers.275

Exceptions and Errors The LLM is required276

to extend the solutions for possible exceptions and277

errors during the method’s execution. Like edge278

cases, handling exceptions and errors are necessary 279

but can be easily missed by the users because of 280

their unprofessional software design. The large 281

language model must be analysed, raise solutions 282

and wait for the users’ review. 283

When the LLM finishes paraphrasing and ex- 284

tending the original expression, the coarsely refined 285

requirements are sent to the human stakeholder to 286

review item by item. The human stakeholder, i.e., 287

the programmer who submits the programming re- 288

quirements to the LLM, should check whether the 289

refined requirements fulfil the needs, correcting the 290

mistakes generated by the LLM. 291

3.3 Going-deep and Loop-back 292

In this round, the large language model is asked 293

to going-deep: to further refine the requirements 294

based on the specifications obtained in Paraphrase 295

and Extend; the human user is requested to loop 296

back: check for possible errors in the reviews and 297

the errors corrected. 298

Going-deep The large language model is asked 299

to raise questions in the angles based on the existing 300

specifications obtained in Paraphrase and Extend. 301

The instruction for the large language model is 302

also wrapped in a prompt, presented in Figure 3. 303

In this round, we let the LLM ask questions in a 304

free form for what confused the most about the 305
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requirements, then give possible answers based on306

its observations or assumptions. We design Going-307

deep to refine the requirements further because308

the large language model is a black box, and it is309

hard to say we have used up its potential to refine310

requirements through Paraphrase and Extend.311

Loop-back The user is asked to review the ques-312

tions and answers generated by the large language313

model in Going-deep and correct the wrong an-314

swers for further refinement. The user may find315

that the LLM raises wrong questions, e.g., it asks316

whether the output list should be sorted. However,317

the desired output is an integer. In this case, the318

user must "Loop-back": review the specifications319

in Paraphrase and Extend to look for the wrong320

expressions leading to the wrong questions, then321

have them corrected. Loop-back is important be-322

cause it is difficult to guarantee that the users never323

make mistakes.324

3.4 Advantage Analysis325

ChatCoder refines the original requirement mitigat-326

ing vague and disambiguate expression, preventing327

the LLM from misunderstanding the human’s re-328

quirement in downstream code generation. The329

dialogue scheme provides a scaffold for the LLM330

to refine the requirement. The two-round design331

makes the refined requirement more informative332

and with fewer mistakes. The design of ChatCoder333

makes its output refined requirement effective in334

assisting the LLM to generate code. Besides, in335

ChatCoder most of the text is generated by the336

LLM and humans need only to edit, saving much337

human labor for requirement refinement.338

4 Experiments339

4.1 Datasets340

We select two datasets for our experiments:341

Sanitized-MBPP A widely-used dataset(Austin342

et al., 2021) for evaluating an LLM’s program-343

ming skill with 257 Python programming ques-344

tions. Though the task descriptions are claimed345

to be manually checked for disambiguation by the346

authors, they are not clear enough for the LLM347

to understand and program correctly based on our348

manual check. Then, Sanitized-MBPP becomes a349

good playground to evaluate how ChatCoder can350

improve an LLM’s programming skill by refining351

the requirements.352

HumanEval A widely-used dataset(Chen et al.,353

2021) for evaluating an LLM’s programming skill354

with 164 Python programming questions. The task 355

descriptions are more longer and more complete 356

than those of Sanitized-MBPP, leaving a challenge 357

for ChatCoder to find the remaining key blind 358

points for refinement. 359

4.2 Baseline Models and Generation 360

Configurations 361

We use gpt-3.5-turbo and gpt-4 as our baselines. 362

Both gpt-3.5-turbo and gpt-4 are used as both the 363

base LLM in ChatCoder and the model for com- 364

parison without using ChatCoder to refine require- 365

ments. 366

For HumanEval, we perform greedy generation, 367

which means the generation is zero-shot, and the 368

sampling is performed only once with a tempera- 369

ture of 0. For Sanitized-MBPP, we perform 3-shot 370

generation. For each task, we sample 20 programs 371

with top_p=0.2 when evaluating models for gpt- 372

3.5-turbo. As for GPT-4, because there is a calling 373

rate limit and the calling fee is high, it is difficult 374

and expensive to sample 20 programs for a pro- 375

gramming task. So we sample one program for 376

a programming task with temperature 0 like Hu- 377

manEval. The version of GPT-4 is gpt-4-0613. The 378

version of gpt-3.5-turbo is gpt-3.5-turbo-0613. For 379

a fair comparison, we rerun all the baselines with 380

the same prompts and our generation configura- 381

tion rather than copy the results from the original 382

papers. 383

4.3 Metrics 384

We report the test pass rate(Chen et al., 2021). For 385

HumanEval and Sanitized-MBPP on GPT-4, we 386

report pass@1. We report pass@1, pass@5, and 387

pass@10 for the other settings. 388

4.4 Research Questions 389

To evaluate our proposed ChatCoder, we raise and 390

investigate the following research questions: 391

1) How does ChatCoder perform compared with 392

existing code generation models? 393

2) Is ChatCoder an efficient method for LLM 394

and human users to communicate for requirement 395

refinement? 396

3) How much improvement is brought by human 397

involvement in ChatCoder? 398

4.5 RQ1: Code Generation Performances 399

RQ1 evaluates whether ChatCoder enhances an 400

LLM’s code generation ability through its com- 401

bined approach of LLM and human cooperation 402
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on requirement refinement. Specifically, we use403

ChatCoder on gpt-3.5-turbo to get the refined re-404

quirement expressions for Sanitized-MBPP and405

HumanEval. Then we compare gpt-3.5-turbo and406

gpt-4’s code generation performances based on the407

refined requirements with the performances based408

on the original requirement expressions. We don’t409

use gpt-4 to get the refined requirements due to the410

high cost and limited access to gpt-4.

HumanEval Sanitized-MBPP

pass@1 pass@1 pass@5 pass@10

gpt-3.5-turbo 70.12% 57.04% 59.13% 59.75%
gpt-4 81.10% 66.15% - -

ChatCoder(gpt-3.5-turbo) 79.87% 71.25% 75.18% 76.25%
ChatCoder(gpt-4) 90.24% 76.65% - -

Table 1: Code Generation Performances

411
According to Table 1, ChatCoder significantly412

improved the generated code’s execution accu-413

racy, especially for Sanitized-MBPP. The refined414

requirement specifications provided by ChatCoder415

helped gpt-3.5-turbo to increase its pass@1 from416

57.04% to 71.25%. Compared horizontally, for417

both gpt-3.5-turbo and gpt-4, the performance im-418

provements on Sanitized-MBPP are more promi-419

nent than those on HumanEval. Compared to Hu-420

manEval, Sanitized-MBPP has simpler task de-421

scriptions, leaving more blind points for ChatCoder422

to discover to improve the overall code generation423

performances.424

HumanEval Sanitized-MBPP

pass@1 pass@1 pass@5 pass@10

gpt-3.5-turbo 70.12% 56.95% 59.48% 60.48%

Free Paraphrase 78.05% 64.61% 66.17% 66.68%
Free QA 71.95% 66.47% 70.91% 72.00%

ChatCoder 79.87% 71.25% 75.18% 76.25%

Table 2: Communication Efficiency Comparison

4.6 RQ2: Communication Efficiency425

Evaluation426

RQ2 evaluates whether ChatCoder is sufficiently427

efficient for the LLM and the human to cooperate428

to refine requirements. ChatCoder should provide429

a dialogue scheme generating refined requirements430

which results in better downstream generated code431

than the other dialogue schemes for requirement432

refinement.433

We compare ChatCoder with two other dialogue434

schemes for communication between human pro-435

grammers and the LLMs: 1) Free Paraphrase: 436

We let the large language model paraphrase the 437

original programming task without giving any an- 438

gles and ask the human user to have it edited and 439

corrected for cognition alignment. 2) Free QA: 440

We let the large language model ask human users 441

questions about their confusion about the original 442

programming task and collect the human users’ 443

responses. Comparing with these schemes helps 444

evaluate whether the angles to extend requirements 445

serve as scaffolds for the LLM to better under- 446

stand the human requirements and the two-round 447

dialogue setup, resulting in more concrete and in- 448

formative requirment expressions. All these experi- 449

ments are conducted based on gpt-3.5-turbo-0613. 450

The results are presented on Table 2 451

According to Table 2, all three dialogue schemes 452

help the LLM generate more accurate programs 453

downstream, which implies that requirement refine- 454

ment is effective in helping the LLMs in code gen- 455

eration. ChatCoder’s improvement is more promi- 456

nent than Free Paraphrase and Free QA due to its 457

carefully designed dialogue scheme. The angles 458

serve as scaffolds for the LLM to analyse and un- 459

derstand human requirements in requirement refine- 460

ment and code generation. The two-round dialogue 461

scheme provides not only more chances of find- 462

ing blind points but also a method to find mistakes. 463

Surprisingly, in Free Paraphrase and Free QA, the 464

LLM refines the requirements in part of our pro- 465

posed angles but can not cover all of them. Thus, 466

providing explicit guidance for analysing require- 467

ments for the LLM is vital. 468

HumanEval Sanitized-MBPP

pass@1 pass@1 pass@5 pass@10

gpt-3.5-turbo 70.12% 56.95% 59.48% 60.48%

Auto-Refine 68.90% 52.82% 56.30% 57.12%
ChatCoder 79.87% 71.25% 75.18% 76.25%

Table 3: Human Intervention Evaluation

4.7 RQ3: Human Intervention Evaluation 469

RQ3 aims to evaluate the importance of human- 470

in-the-loop in ChatCoder. The experiment intends 471

to prove that effective refinement of requirements 472

should involve both the software provider and the 473

software supplier, in this case, the human user and 474

the large language model. Specifically, we com- 475

pare ChatCoder’s performance with ’Auto-Refine’, 476

which involves the large language model paraphras- 477

ing and generating questions without human edit- 478
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ing. All experiments are conducted using gpt-3.5-479

turbo-0613. The results are presented in Table 3.480

The results show that Auto-Refine harms LLM’s481

code generation performance even as a require-482

ment refinement scheme. Because in Auto-Refine483

the LLM extends the requirements based on the484

knowledge from the training data different from485

the human user, the paraphrase can introduce er-486

rors and will not be corrected. Therefore, involving487

human users is necessary, and ChatCoder should488

be a human-in-the-loop technique.489

5 Discussion490

5.1 Case Study491

We raise three cases illustrating how ChatCoder492

helps LLMs generate correct code rather than the493

wrong by refining requirements. The cases are494

shown in Figure 4.495

MBPP/91 This task asks the coder to write a496

method checking if a string is presented in any497

string as a substring within a list. However, the498

large language model misunderstands the task of499

a list of words. ChatCoder corrects the misun-500

derstanding. It refines the requirement expression501

by pointing out that the method should return a502

boolean value.503

MBPP/118 This task asks the coder to write a504

method converting a string to a list. The LLM505

thinks the string is to be split into a list of char-506

acters, which should be split into a list of words.507

ChatCoder corrects the misunderstanding. It re-508

fines the requirement expression by explaining the509

concept ’split’ to be ’split into words’.510

MBPP/307 This task asks the coder to write a511

method to get a colon of a tuple. However, the512

meaning of the parameter is missing in the original513

requirement expression, causing the LLM to think514

that ‘m’ and ‘n’ are indexes. ChatCoder corrects515

the misunderstanding. It refines the requirement516

expression by directly explaining the meaning of517

the parameters.518

With the refined requirements, the LLM gener-519

ates the correct code in all three cases, showing the520

effectiveness of ChatCoder.521

5.2 Savings of Human Labor Costs522

Compared with performing requirements refine-523

ment with requirement engineers, ChatCoder asks524

the large language model to generate most of the525

text. At the same time, human users just need to526

review and edit, saving lots of human labour. This527

Task	ID:	MBPP/91

Requirement Code

Original	Requirment:

			Write	a	function	to	check	if	a
substring	is	present	in	a	given	list
of	string	values.

Original	Code:
def	find_substring(str1,	sub_str):
				result	=	[]
				for	string	in	str1:
								if	sub_str	in	string:
												result.append(string)
				return	result

Refined	Requirement:
...
4.	Return	value	analysis:
				The	return	value	of	the	method
should	be	a	boolean	indicating
whether	the	substring	is	present	in
any	of	the	strings	within	the	list.	It
should	be	of	type	bool
...

Code	with	ChatCoder
def	find_substring(str1,	sub_str):
				#	...	a	few	edge	case	check...
				if	sub_str	==	"":
								return	True
				for	string	in	str1:
								if	sub_str	in	string:
												return	True
				return	False

Test	Case:	
>>>	find_substring(["red",	"black",	"white",	"green",	"orange"],"ange")
			True

Task	ID:	MBPP/118

Requirement Code

Original Requirment:
write a function to convert a
string to a list

Original Code:
def string_to_list(string):
    return list(string)

Refined Requirement:
...
    2. Purpose of the method:
    The purpose of the method is
to convert a given string into a
list. This means that each word
in the string will be an individual
item in the resulting list.
...

Code with ChatCoder
def string_to_list(string):
   # ... some doc string
    return string.split()

Test Case: 
>>> string_to_list("python programming")
    ['python','programming']

Task	ID:	MBPP/307

Requirement Code

Original	Requirement:	
		Write	a	function	to	get	a	colon	of
a	tuple.

Original	Code:
def	colon_tuplex(tuplex,	m,	n):
				return	tuplex[m:n]

Refined	Requirement:
...
				3.	Parameter	analysis:
				-	`tuplex`:	The	input	tuple	from
which	the	colon	needs	to	be
extracted.	It	can	contain	elements
of	any	type.
				-	`m`:	the	index	of	the	colon,	i.e.,
the	empty	list.
				-	`n`:	the	value	to	be	append	to
the	colon
...

Code	with	ChatCoder
def	colon_tuplex(tuplex,	m,	n):
			#	Case	Check...
				new_tuple	=	list(tuplex)
				new_tuple[m].append(n)
				return	tuple(new_tuple)

Test	Case:	
>>>	>>>	colon_tuplex(("HELLO",	5,	[],	True)	,2,50)
		("HELLO",	5,	[50],	True)

Figure 4: Case Study
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section will analyse how much human labour costs528

are saved.529

We evaluate the savings of the human labour530

costs by calculating how many tokens in the final531

refined requirement specifications are from humans.532

The statistics are shown in Figure 5. From Figure 5,533

we can see that tokens from human users take only534

a tiny proportion of the refined specifications. To535

boost the code generation performance, the users536

need to review the text, delete anything they do not537

like, and input, on average, ten tokens with the help538

of ChatCoder.539

max 76

median 4

average 9.93

Statistics	of	
Tokens	from	Human

Histogram	of	tokens	from	humans
x-axis:	numbers	of	tokens	from	human

y-axis:	number	of	tasks

Comparison	of	tokens	from	llms	and	humans
for	each	task

Figure 5: Statistics of Human Labor Savings

5.3 Relevance and Completeness540

We need to evaluate whether the improvement541

is due to ChatCoder’s refined requirements and542

whether the users think ChatCoder’s refined re-543

quirement specifications fulfil their needs well.544

Thus, we invited three people outside the research545

group to give scores on ten randomly selected Chat-546

Coder’s refined requirements about ‘relevance’ and547

‘completeness’. The results are depicted in Figure548

6. We ask the testers to compare the requirements549

before and after refinement and the code generated550

before and after the requirement refinement. Then,551

we ask them to give a score (1-5) to judge whether552

the refinement relates to the improvement of the553

generated code (The real score, 1 for unrelated and554

5 for directly related). Besides, we ask them to555

give a score (1-5) to judge whether the refinement556

makes them clearer about the user’s requirements557

(The comp score, 1 for getting confused and 5 for558

getting clear). We calculate the average scores with559

error bars and have the results depicted in Figure 6.560

Through Figure 6, we find that all testers agree561

that the refined requirements help the large lan-562

guage model generate better code and help them-563

selves better understand the requirements. How-564

ever, compared with the real score, the confi-565

dence that people get clearer about the problems is566

slightly weaker. That is because people judge the567

quality of the code partially based on the execution568

test results. However, execution tests are not per- 569

fect. The program passing certain test cases may 570

not fulfil the user’s requirements. So, ChatCoder 571

still needs to be improved to refine the requirements 572

better to fulfil the user’s actual needs. 573

Figure 6: Human Evaluation Score

5.4 Threats to Validations 574

The choice of datasets to test ChatCoder is the 575

major threat to our method. We use Sanitized- 576

MBPP and HumanEval since they are popular and 577

widely used code-generation datasets for evaluating 578

LLMs. However, the real-world requirements and 579

programs are more complex than the two datasets 580

we use. To refine the more complex real-world 581

requirements, it would be better to further improve 582

the dialogue schemes in ChatCoder. Besides the 583

choice of datasets, the experiment participants are 584

another threat. The participants for this paper are 585

all volunteer professional programmers who can 586

give proper responses in the requirement refine- 587

ment chat. However, the trait can not be guaran- 588

teed to be owned by any user of ChatCoder. Both 589

threats can be evaluated by large-scale deploying 590

ChatCoder in the real world and collecting user 591

feedback which remains our future work. 592

6 Conclusion 593

We find that poorly expressed requirements degrade 594

the LLMs’ code generation performances. Then 595

we propose ChatCoder to improve the LLM’s code 596

generation by introducing the human-in-the-loop 597

requirement refinement via chat. With the carefully 598

designed dialogue scheme, the LLM and the hu- 599

man user can disambiguate the requirements and 600

help the LLM generate code more precisely. The 601

experiments show that ChatCoder can not only im- 602

prove the LLM’s code generation ability by a large 603

margin, better than other refinement techniques, 604

and also save human labour. 605
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