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Abstract

The rapid evolution of digital communication
has amplified the demand for sticker retrieval
systems that can match vivid stickers as carri-
ers to satisfy the user’s expressive needs. How-
ever, real-world sticker retrieval faces signifi-
cant out-of-distribution (OOD) challenges from
unseen queries and stickers, due to the diverse
user expression habits and sticker visual rep-
resentations. The OOD issues often result
in the retrieval of irrelevant or inappropriate
stickers, negatively impacting the user experi-
ence. Inspired by symbolic interactionism in
cognition, this paper proposes XAlign-SR to
improve OOD robustness in sticker retrieval
by aligning abstract expressive intent between
queries and stickers across different modalities.
We construct two OOD sticker retrieval bench-
marks that simulate real-world OOD queries
and sticker scenarios. Both online and offline
experiments demonstrate that our approach sig-
nificantly outperforms prevailing baselines '.

1 Introduction

The popularization of instant messaging and social
media platforms has cemented stickers as indis-
pensable tools for digital communication. During
online chat, stickers serve as vivid visual elements
that enhance conversational dynamics by transcend-
ing linguistic and cultural barriers (Tang and Hew,
2019). Effective sticker retrieval systems, which
match user queries with stickers that align with
their intended expression from a massive repository,
are crucial for meeting users’ evolving expressive
needs in real-world applications.

The out-of-distribution challenge in sticker re-
trieval. As one of the most popular instant messag-
ing platforms (Datareportal, 2024; Tencent, 2023),
WeChat is a representative yet challenging applica-
tion scenario of sticker retrieval. During our investi-
gation of sticker retrieval in WeChat, we found that
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Figure 1: The sticker retrieval is challenged by the di-
verse query expressions and various sticker presentation

formats, even under the same expressive intent.
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(humorous expression)

there are specific characteristics of the query side
and the sticker side as shown in Figure 1: (i) User
queries are expressed in various ways. Queries
are usually short and casually expressed, leading
to significant query diversity. This variation arises
from personal expression, cultural background, and
even typing habits. For instance, user queries for
‘good morning” may appear in over 28 variations,
including synonyms, abbreviations, typos, and in-
complete phrases, “morrrning," “sunshine,” “gm,”
“fresh day,” or even playful phrases like “wakey
wakey.” (ii) Stickers with the same expression in-
tent can vary significantly. This variation arises due
to differences in artistic design, cultural influences,
and content. For instance, stickers expressing hap-
piness involve over 169 characters and 18 styles,
ranging from simple emoji, artistic text to laugh-
ing animated characters, or even meme-inspired
humorous images. Additionally, the evolution of
internet culture constantly introduces novel stickers
that users may like, creating an ever-expanding and
diverse sticker repository.

These characteristics collectively present out-of-
distribution (OOD) robustness challenges in sticker
retrieval during training, (i) OOD queries refer to
unseen query expressions; and (ii) OOD stickers
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refer to unseen or newly popular sticker contents
and styles. The inherent differences between query
and sticker modalities, combined with the diverse
expressions of queries and stickers, make the rele-
vance pattern difficult to learn naturally, resulting
in retrieving plenty of low-quality, irrelevant stick-
ers in practical sticker retrieval. We believe that
improving OOD robustness in sticker retrieval is
essential for deploying an effective and reliable
system, ultimately enhancing the user experience.

Using OOD retrieval solutions for sticker re-
trieval. Yet little effort has been directed toward ad-
dressing OOD challenges in sticker retrieval. The
most related work in this direction has focused on
OOD issues in text retrieval (Thakur et al., 2021;
Yu et al., 2022; Fang et al., 2024), where the key
idea is to enhance a model’s fine-grained matching
ability between queries and documents, allowing it
to ignore spurious correlations and focus on truly
relevant features. However, such approaches are
not directly applicable to sticker retrieval, where
relevance depends on capturing abstract expressive
intent rather than fine-grained textual matching. As
queries and stickers with the same intent can take
diverse forms, strict fine-grained matching may in-
troduce noise. Our experiments show that applying
state-of-the-art OOD documents (Jeronymo et al.,
2023; Yu et al., 2022) or OOD queries (Zhuang and
Zuccon, 2021) methods from text retrieval yields
only marginal gains in sticker retrieval (Section
6.1), as they struggle to capture the global, abstract
intent alignment between queries and stickers.

Our approach: Cross-modal intent alignment.
In this paper, we propose a novel training method
for sticker retrieval called XAlign-SR. Our goal is
to mitigate the challenge of OOD queries and stick-
ers by identifying the core expressive intent behind
various query and sticker expressions, and aligning
their cross-modal expressive intent during training.
This approach is inspired by the cognitive science
concept of symbolic interactionism (Blumer, 1986),
which posits that humans abstract expressive intent
by interactively aligning cross-modal expressive
symbols (such as queries and stickers) in the brain.

XAlign-SR trains a text intent encoder for
queries and sticker text, and an image intent en-
coder for sticker images, following three key
steps: (i) Text-focused intent understanding, uses
chain-of-thought (CoT) reasoning to capture query
and sticker intent, generating diverse expressions
for contrastive learning. (ii) Image-focused intent

understanding, jointly trains the image and text en-
coders to align visual expressions of similar intents
across stickers. (iii) Cross-modal intent alignment,
enhances relevance by aligning query and sticker
representations across modalities. Model training
combines unsupervised and semi-supervised learn-
ing to maximize data efficiency.

Experiments and contributions. We introduce
the first two OOD benchmarks for sticker retrieval,
WeChatoop and Sticker820Kopop. Experiments
demonstrate that our method outperforms state-of-
the-art sticker retrieval models as well as OOD-
robust retrieval baselines. Online tests on WeChat
further validate its practical efficacy, showing a
13% increase in user preference scores. To the best
of our knowledge, we are the first to address the
underexplored challenge of OOD sticker retrieval
and introduce corresponding benchmarks.

2 Related Work

Cross-modal retrieval. Cross-modal retrieval
refers to retrieving relevant data across different
modalities (e.g., text, image, video) based on a
query from one modality (Wang et al., 2025). Text-
to-image retrieval bridges the semantic gap be-
tween text queries and images (Ray et al., 2024;
Datta et al., 2008). Existing approaches focus on
object recognition (Zhang et al., 2024), object rela-
tionship reasoning (Pham et al., 2024), and enhanc-
ing detail discernment via denoising or adversarial
learning (Sarafianos et al., 2019; Tan et al., 2021;
Long et al., 2025). However, in sticker retrieval,
sticker images often abstractly convey certain con-
cepts or emotions (Tang and Hew, 2019). Tradi-
tional image retrieval methods with detailed object
recognition and analysis could be susceptible to the
highly diverse ways stickers express meaning.

Sticker retrieval. The sticker retrieval model has
become a crucial component of instant messaging
applications, as it enables users to find stickers
that match their expressive needs through queries
(Zhao et al., 2023). For example, Zhao et al. (2023)
first adopted CLIP (Radford et al., 2021) to cap-
ture the visual and textual features of stickers; and
Int-RA (Liang et al., 2024) comprises a relation-
aware method to retrieve stickers. Existing studies
primarily evaluate retrieval performance under the
independently and identically distributed (IID) sce-
nario. In this paper, we focus on a more realistic
and challenging OOD scenario—enhancing the ro-



bustness of sticker retrieval under OOD data.
OOD robustness of retrieval model. Due to the
inherent flaws of deep neural networks, neural re-
trieval models have been shown to exhibit vulnera-
bility when dealing with unseen data (Thakur et al.,
2021; Liu et al., 2023; Song et al., 2024). Studies
have found that despite their remarkable IID perfor-
mance, neural retrieval models could fall short in
OOD robustness (Thakur et al., 2021; Chen et al.,
2023; Petroni et al., 2021). Existing studies pri-
marily enhance OOD robustness through data aug-
mentation (Bonifacio et al., 2022; Zhuang and Zuc-
con, 2022), distributionally robust optimization (Yu
et al., 2022), or domain-invariant projection (Xin
et al., 2022). Essentially, these methods guide re-
trieval models to focus on fine-grained matching
signals, thereby reducing the impact of OOD con-
tent variations. Sticker retrieval presents a typical
scenario for OOD challenges. However, existing
OOD enhancement methods are not directly appli-
cable, as OOD sticker retrieval primarily focuses
on the abstract expressive intent of queries and
stickers rather than fine-grained matching signals.

3 Problem Statement

Task description. Given a textual query g, the
aim of sticker retrieval is to return a ranked list
‘R of top-K relevant stickers from a large sticker
repository S = {s1, s2, ..., sy} with a total of N
stickers, prioritizing the more relevant the closer to
the top. In general, each sticker s consists of text
t and image v, where the text includes the caption
and style category, etc. The sticker retrieval model
f should produce a relevance score Rel (¢, s) of
the query ¢ for each sticker s in S, based on the
sticker text ¢ and image v. Then a truncated ranked
list R is recalled by selecting the top-K stickers
with the highest relevance scores, where K < N.
OOD robustness in sticker retrieval. In retrieval
tasks, the OOD robustness refers to a retrieval
model’s ability to generalize and maintain rank-
ing performance when encountering unseen data
(Thakur et al., 2021; Liu et al., 2024, 2023). For-
mally, given a retrieval model fp, ., trained on the
original training data Dy iy, its OOD robustness
is derived from its ranking performance 2, under
unseen test data Dj,., with metric M:

D;kest) . (1)

In sticker retrieval, due to the diverse and ab-
stract expression of queries and stickers, the unseen
test data Dj; is inherently divided into two types:

Robustnessoop = R (fDy0n

(1) OOD queries refer to unseen query variations
for models of the same expression intent, arising
from typos, language habits, or memes et al; and
(ii) OOD stickers refer to unseen expressions of the
same intent, including strange or newly emerging
content, style et al. In this paper, we propose a
method to simultaneously address the challenges
posed by OOD queries and stickers, while evaluat-
ing robustness in two OOD scenarios separately.

Benchmark construction. We construct two
benchmarks for OOD evaluation, i.e., WeChatoop
and Sticker820Kpop, based on sticker re-
trieval datasets, WeChat (WeChat, 2024) and
Sticker820K (Zhao et al., 2023), respectively. The
detailed information is shown in Appendix A.1.

Discussion. The OOD challenges in sticker re-
trieval differ from traditional text/image retrieval
(Guo et al., 2022; Zhao et al., 2022; Wang et al.,
2019; Cao et al., 2022). Traditional retrieval fo-
cuses on matching key details to meet informa-
tional needs, with OOD issues often mitigated by
keyword/object matching (Thakur et al., 2021). In
contrast, sticker retrieval involves diverse visual
factors and casual, expressive context, increasing
OOD challenges. It prioritizes capturing query
intent over literal content, as visual elements of
stickers often can not directly serve as a reliable
relevance criterion. To address this, methods must
effectively capture the abstract intent behind both
the user’s query and the stickers’ expressive nature.

4 Our Method

We introduce XAlign-SR, enhancing sticker re-
trieval robustness under OOD queries and stickers.

4.1 Overview

The metadata of stickers includes both image v
and text ¢, so we use separate encoders to process
them independently. Additionally, the text encoder
also handles queries. As illustrated in Figure 2,
the XAlign-SR framework contains three key com-
ponents: (i) Text-focused intent encoder, which
captures the expressive intent behind the query and
the sticker text separately. (ii) Image-focused in-
tent encoder, which identifies the visual expressive
intent of stickers. (iii) Cross-modal intent align-
ment, which achieves relevance matching between
queries and stickers by interactively aligning their
intents. Besides, we introduce unsupervised warm-
up for text & image encoders, and semi-supervised
training for cross-modal intent alignment.
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Figure 2: The framework of XAlign-SR that understands and aligns the expressive intent of queries and stickers.

4.2 Text-Focused Intent Understanding

The goal of this stage is to address OOD issues
arising from text modalities by accurately under-
standing the expressed intent of both the query and
sticker text. We start by warming up the text-intent
encoder (see 4.5) and then further refine it to en-
hance its intent identification capabilities. Specifi-
cally, we first expand the short query and then train
the text encoder using a contrastive loss.

CoT-based query expansion. As mentioned ear-
lier, queries in sticker retrieval tend to be shorter
and more casual compared to those in typical re-
trieval tasks. To bridge this gap, we leverage large
language models (LLMs) to interpret the underly-
ing expressive intent behind user queries and enrich
the query content with alternative expressions.

Given a query ¢, which may represent either a
specific expression or a direct intent: (i) We first
prompt the LLM to analyze the query. If the query
contains a specific expression, the LLM extracts its
underlying intent ¢,. Queries that directly express
intent proceed to the next step. (ii) Based on the
identified intent ¢,, we adopt a chain-of-thought
(CoT) approach (Wang et al., 2023; Wei et al.,
2022) to generate alternative expressions of the
query in a step-by-step manner. At each step, the
LLM generates a new query expression depending
on query intent and previously generated expres-
sions. After k steps we obtain the alternative ex-
pressions {e1, ea, ..., e } that preserve intent while
varying in linguistic form. (iii) Finally, the original
query is then augmented with the identified intent
and generated expressions, forming an enriched
query ¢’ = [q; iq; €1; -..; ex]. The prompt templates

used in this process are detailed in Appendix A.2.1.

Text-intent encoder. An effective text encoder
should cluster different textual expressions, includ-
ing queries and sticker text, that share the same
intent in semantic space. For each expanded query
and its corresponding positive sticker pair (¢/, sT),
where sticker s = (t*,v™) contains sticker text
and image: (i) We first use LLMs to generate n vari-
ant textual expressions {t{, ...t} for the original
sticker text t* (prompt templates are provided in
Appendix A.2.2); (ii) Then, we sample m random
sticker texts {¢] , ..., t;, } as negative examples; and
(iii) Finally, we train the text encoder to capture the
expressive intent of queries and sticker text within
the output text embeddings using contrastive loss:
> exp(qt))

€N
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(2

where q and t are intent embeddings of query and
sticker text, respectively, generated by text encoder.

Etext =—1

4.3 Image-focused Intent Understanding

The aim of this stage is to train an image-intent en-
coder to mitigate OOD issues arising from diverse
visual expressions in sticker images. We begin by
warming up the image-intent encoder (see 4.5) and
then enhance its intent identification capabilities.
The image-intent encoder should cluster diverse
visual representations that share the same intent in
semantic space. Given an expanded query and its
corresponding positive sticker pair (¢/, sT): (i) We
match the query-sticker text pair in the training
set using the n variant textual sticker expressions
{t],...,t;"} generated above; (ii) For each gener-



ated expression t;r, we compute the cosine similar-
ity using the text-intent encoder and take the image
embedding of the most similar query-sticker text
pair as the positive examples {v{,...,v;'}. Ad-
ditionally, we randomly sample m sticker images
{v{,...,v;,} from the sticker repository as neg-
ative examples; and (iii) Finally, we train image
encoder to capture the expressive intent of sticker
images by optimizing the output image-based in-
tent embeddings with contrastive loss:

> exp(vTv;")

iEn

S exp(vIvi) 4+ 3 exp(vivy)’
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where v denotes the intent embedding of the sticker
image, generated by the image encoder.

Limg = —log

4.4 Cross-Model Intent Alignment

Having learned the respective intents of text and
images, the next challenge is how to effectively
match the expressed intent between the query and
the sticker to achieve meaningful relevance inter-
action. Specifically, we propose cross-modal in-
tent alignment, where query intent embeddings are
aligned with sticker intent embeddings that convey
the same intent during training. This approach en-
ables the model to learn query and sticker intent
embeddings that not only recognize intent but also
effectively match it across modalities.

Given an expanded query and its corresponding
positive sticker pair (¢’, s), the cross-modal intent
alignment is performed as follows: (i) Extracting
sticker embeddings: We compute the sticker text
embedding t, and the sticker image-based intent
embedding v using the text and image encoders:

ts:fT(t)a Vs:fl(v) 4)
where fr and f; represent the text and image en-
coders, respectively. (ii) Integrating sticker repre-
sentations: We employ a Transformer (Vaswani
et al., 2017) where sticker image-based intent em-
beddings v serve as values (V) and keys (K),
while sticker text-based intent embeddings ts serve
as queries (@), producing an integrated sticker in-
tent embedding h,:

h, = softmax (QZT) V = softmax (ti)g) vs, (5)
where d is the embedding dimension and \/& is
scaling factor. (iii) Sticker expression Loss: To
ensure consistency between the text-based intent
embedding and the integrated sticker intent embed-

ding, we minimize the sticker expression loss:

Eexpression = Hts - hs” (6)
(iv) Cross-modal alignment learning: To align the
expression intent of the query and sticker while
distinguishing them from unrelated stickers, we
employ cross-modal intent alignment loss with ran-
domly sampled negative stickers:

exp(sim(q, hy))
ESEB eXp(Sim(qa h;)) ,
where B is the training batch, h, is negative sticker
embedding, and sim(-) is the cosine similarity.

(M

Ealign = - log

4.5 Training

The training process consists of three phases: un-
supervised warm-up, semi-supervised joint intent
learning, and intent alignment learning.
Unsupervised warm up. For the text and image
intent encoders, we begin with an unsupervised
training method to initialize both encoders simul-
taneously, ensuring they possess initial text-image
matching capabilities. For each sticker s, we ran-
domly sample one type of sticker metadata (i.e.,
captions, OCR text, IP tags) ¢/, as query, and calcu-
late the initialize loss with its image v;:
exp(sim(t's, vs))
ZseBw exp(sim(t/s, vs))
where B,, represents the warm-up batch and t is
the embedding of the sampled sticker metadata.

Linit = — log (8)

Semi-supervised joint intent learning. After ini-
tializing the encoders, we propose jointly optimiz-
ing the intent understanding capabilities of the text-
intent encoder (Equation 2) and the image-intent
encoder (Equation 3). We dynamically balance
the optimization process between the two encoders
using adaptive weighting:
Ejoint = Lext + (1 - a)ﬁimg 9
»clext

. o »Ctexl"!‘»cimg X
During training, we generate pseudo-labels using

LLM and text similarity matching, enabling semi-
supervised learning for the training data.

where « is the adaptive weight.

Intent alignment learning. Once the text and
image encoders have acquired intent understand-
ing capabilities, we perform cross-modal intent
alignment, combining the sticker expression loss
(Equation 6) and cross-modal intent alignment loss
(Equation 7) for overall training:

Etotal = 'Yﬁexpression + Ealign (10)
where v is a hyperparameter that controls the
weight given to the sticker expression.



5 Experimental Setting

5.1 Evaluation

Evaluation scenario. For each benchmark dataset,
we evaluate the retrieval performance across three
scenarios, i.e., the original scenario, OOD queries,
and OOD stickers, which correspond to the origi-
nal retrieval effectiveness and the OOD robustness
when faced with unseen queries and stickers. The
model is trained under the training set that is IID
with the original scenario.

Evaluation metrics. In retrieval tasks, OOD ro-
bustness is measured by the retrieval performance
under OOD data (Thakur et al., 2021; Liu et al.,
2023). In this paper, we adopt two metrics for
each scenario: (i) Mean reciprocal rank (MRR @ K))
measures how high the relevant stickers rank within
the top-K result (Ma et al., 2021; Metilda et al.);
and (i) Recall@ K measures the proportion of rele-
vant stickers that exist in the top- K result (Ma et al.,
2022; Guo et al., 2022). For ease of observation,
the above metrics are presented as percentages.

5.2 Baseline methods

Baselines. We compare our method with several

representative approaches, including regular sticker

retrieval models, retrieval methods tackling OOD
queries and OOD documents (stickers, in this pa-
per), respectively, from text & image retrieval:

* For regular sticker retrieval models, we adopt:
BM25 (Robertson and Walker, 1994), Sticker-
CILP (Zhao et al., 2023), StickerLLM (Zhao
et al., 2023), and Int-RA (Liang et al., 2024).

* For retrieval methods tackling OOD queries, we
adopt: DRTA (Zhuang and Zuccon, 2021), DST
(Tasawong et al., 2023), PlugIR (Lee et al., 2024).

* For retrieval methods tackling OOD stickers, we
adopt: Inpars (Jeronymo et al., 2023), COCO-DR
(Yu et al., 2022), and DAR (Long et al., 2025).

Variants of XAlign-SR. We also implement three
variants of XAlign-SR for ablation studies to val-
idate the effectiveness of different components:
(1) XAlign-SR_1ex¢, which removes the text-fo-
cused intent understanding and only uses the orig-
inal query-sticker pair to train the text-intent en-
coder in Section 4.2; (ii) XAlign-SR jyage, Which
removes the image-focused intent understanding
and only uses the original query-sticker pair to
train the image-intent encoder in Section 4.2; and
(iii) XAlign-SR_ajign, Which removes the cross—
model intent alignment step.

5.3 Implementation details

For the backbone model, following (Zhao et al.,
2023; Metilda et al.), to facilitate comparison, both
XAlign-SR and the baseline methods use Chinese-
CLIP (Yang et al., 2022) as the text & image en-
coder. For the original scenario, we randomly ex-
tract 80% of the annotated query-sticker pairs for
training and reserve the remaining 20% for testing.
For sticker text, we directly contact the text fields
of the sticker with the format of “Caption:, Emo-
tion:, Style:, IP:, OCR:”. For the LLM applied in
this paper, employ the gpt-4-turbo API provided
by OpenAl (OpenAl, 2024). For XAlign-SR, we
set the query variant number k£ = 8, the sticker
text variant number n = 7, and the negative ex-
ample number m = 56. During training, the loss
hyperparameters o and y are set to 0.6 and 0.01, re-
spectively. We train the model with a batch size of
64, maximum sequence length of 256, and learning
rate of le-5. We repeated our experiment 3 times
on 4 x Tesla V100 32G to get the average results.

6 Experimental Result

6.1 Main result

Table 1 shows the comparison of XAlign-SR and
baselines across original (IID) scenario and OOD
scenarios, including OOD queries and stickers.
Comparison in original scenario. From the
performance in the original scenario, we can
observe that (i) The models’ retrieval perfor-
mance on WeChatoop is generally lower than on
Sticker820Kopop, as WeChatpop queries come
from real online users, introducing more random-
ness. This also highlights that practical sticker
retrieval is a particularly challenging scenario;
(i1) The methods tailored for sticker retrieval (like
StickerCILP and Int-RA) perform relatively well in
the original scenario, and training approaches that
enhance OOD robustness can slightly improve per-
formance on top of them. This reveals that sticker
retrieval itself is a highly dynamic scenario, where
data augmentation and robustness optimization can
help alleviate noise and uncertainty in the test set
to some extent; and (iii) XAlign-SR performs best
among all the methods because it understands the
expressive intent of the user query and matches
stickers that demonstrate the corresponding intent,
thus excelling in sticker retrieval scenarios.
Comparison in OQOD scenarios. When we look
at retrieval performance in OOD scenarios, we can



Dataset & method Original Scenario OOD Queries OOD Stickers
WeChatoop MRR Recall MRR Recall MRR Recall
@10 @5 @10 @10 @5 @10 @10 @5 @10
BM?25 19.1 20.5 23.3 8.3 9.6 12.3 16.7 17.9 20.9
StickerCILP 23.5 25.8 29.3 11.2 13.0 16.5 8.2 9.1 11.2
StickerLLM 25.7 27.3 31.2 16.5 18.6 21.3 12.5 14.1 17.9
Int-RA 32.8 34.8 399 19.3 20.7 24.6 16.9 18.0 23.3
DRTA 26.3 28.8 32.2 22.6 24.3 31.2 16.4 17.6 22.3
DST 26.5 28.3 32.6 23.2 24.9 30.1 16.2 17.8 22.8
PluglR 28.6 31.9 36.8 25.2 27.0 32.9 18.7 20.6 24.3
DAR 24.8 26.2 30.6 18.2 19.9 23.4 19.9 21.8 25.6
COCO-DR 25.0 26.9 31.5 20.3 22.1 25.6 23.1 23.5 26.9
InPars 27.5 29.3 32.0 21.7 22.9 26.8 24.6 24.9 28.7
XAlign-SR (Ours) 35.6* 39.2* 43.1* 28.8* 32.3* 36.2* 27.0¢ 31.2* 354*
Sticker820Koop MRR Recall MRR Recall MRR Recall
@10 @5 @10 @10 @5 @10 @10 @5 @10
BM25 38.5 46.7 52.6 20.5 24.8 30.2 33.8 41.7 46.9
StickerCILP 52.1 67.1 72.8 29.2 41.6 49.8 26.3 30.2 39.8
StickerLLM 59.8 73.6 78.4 35.8 44.9 52.1 32.8 36.9 42.3
Int-RA 65.9 82.3 86.3 39.5 47.3 59.0 37.0 42.1 47.7
DRTA 60.8 75.2 81.3 49.8 64.0 67.3 38.4 53.0 60.2
DST 61.3 76.0 82.9 50.3 64.2 68.9 37.8 52.4 599
PluglR 63.2 79.3 85.2 54.8 69.9 74.3 429 56.7 64.3
DAR 58.9 71.1 76.9 38.6 47.3 52.3 50.3 59.3 67.2
COCO-DR 60.3 74.3 79.6 41.2 52.8 57.9 53.1 66.3 70.2
InPars 63.0 78.6 84.6 43.8 56.7 62.1 55.6 69.8 74.3
XAlign-SR (Ours) 70.1*  89.6* 92.1* 60.3* 77.9* 823 58.7" 74.8° 80.1*

Table 1: Retrieval performance of XAlign-SR and the baselines across the original, OOD queries, and OOD stickers
scenarios on two benchmark datasets; * indicates significant improvements over the best baseline (p < 0.05).

find that (i) BM25, which has demonstrated strong
robustness in OOD text retrieval (Thakur et al.,
2021; Petroni et al., 2021), loses its advantage in
the OOD sticker retrieval scenario. This suggests
that precise text matching is not suitable for captur-
ing the abstract intent-based relevance in stickers;
(@i1) StickerCILP/LLM, and Int-RA experience a
significant drop in OOD scenarios because they
are designed for IID setting, making it challenging
for them to grasp the underlying expressive intent
behind diverse, unseen queries and stickers.

From the performance of baselines tailored for
enhancing OOD robustness, we can observe that
(1) BM25, which demonstrates strong robustness
in OOD text retrieval (Thakur et al., 2021; Petroni
etal., 2021), loses its advantage in the OOD sticker
retrieval scenario. This suggests that precise text
matching is not suitable for capturing the abstract
intent-based relevance in stickers; (ii) StickerCILP,

StickerLLLM, and Int-RA experience a significant
drop in performance in OOD scenarios because
they only consider IID test data, making it chal-
lenging for them to grasp the underlying expressive
intent behind diverse, unseen queries and stickers;
(iii) Methods designed for OOD queries and stick-
ers improve robustness in their respective scenarios,
but perform poorly in the other scenario. This sug-
gests that in sticker retrieval, focusing solely on
either the query or sticker modality is insufficient
for the model to adapt to various unseen OOD sce-
narios; and (iv) Leveraging LLMs to address OOD
challenges (such as PluglR and InPars) performs
better than similar methods, as the strong reasoning
capabilities of LLMs can understand the expressive
intent behind unseen queries and stickers.
XAlign-SR outperforms baselines, demonstrat-
ing that (i) Existing methods for OOD retrieval are
influenced by expressive noise in sticker retrieval
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Figure 3: The ablation study of XAlign-SR (denoted as
XAlign) in OOD queries and OOD stickers scenarios.
due to their focus on fine-grained matching signals.
XAlign-SR, through text/image-focused intent un-
derstanding, abstracts the expressive intent behind
queries and stickers, enabling intent-level relevance
matching; (ii) Classical text/image retrieval meth-
ods struggle to bridge the significant expressive
gap between the query and sticker modalities, mak-
ing it difficult to handle OOD scenarios in sticker
retrieval. However, XAlign-SR addresses this by
aligning cross-modal expressive intents, effectively
bridging the differences in the various forms of
queries and stickers; and (iii) Jointly optimizing
OOD query and sticker robustness allows the model
to gain benefits in cross-modal learning, resulting
in a model that is robust to both.

6.2 Ablation study

We compare XAlign-SR with three variants:
XAlign-SR Tex, XAlign-SR jage, and XAlign-
SR_align to validate the effectiveness of different
components. The MRR performance in the original
scenario of XAlign-SR, XAlign-SR ey, XAlign-
SR mage, and XAlign-SR_ajigy is 35.6, 29.8, 32.9,
and 27.5, respectively. The performance in OOD
queries and stickers of XAlign-SR with its variants
is shown in Figure 3. We report the MRR under
WeChatoop, with similar observations on the other
dataset and metrics. We find that: (i) After remov-
ing intent understanding for the text and image
modalities, the OOD performance for the corre-
sponding query and sticker modalities significantly
drops. The decline is more pronounced for the
text modality, as it contains more information; and
(i1) The cross-modal intent alignment component
can further enhance OOD performance by building
upon text/image intent understanding, achieving
joint gains for OOD queries and stickers.

6.3 Online test

To further validate the performance of XAlign-SR
in real-world scenarios, we conducted an online
test of our method in the sticker search system
of WeChat. The ever-evolving sticker repository

Method MRR Rele. Prefer.
Online system 243 82.7 28.1
Int-RA 17.3 659 17.3
PluglR 19.9 74.3 21.9
XAlign-SR 26.6 88.3 32.7

Table 2: The online test between XAlign-SR, the online
system, and representative baselines.

and the inherent randomness of user queries make
the sticker search system a naturally OOD envi-
ronment compared to the experimental training set.
We selected 10 volunteer users and asked them to
perform as many diverse daily queries as possi-
ble, resulting in 151 valid searches. We use user
clicks as ground truth and select a subset of sticker
repository for comparison. Then, we ask users to
score the overall relevance (from O to 100) of the
displayed results and their preference for different
model results (with the sum totaling 100). The
result is shown in Table 2, we find that XAlign-
SR outperforms representative baselines in both
retrieval accuracy and user satisfaction, even sur-
passing online systems. This is because it can mit-
igate the impact of OOD data, returning stickers
that better align with the user’s expressive intent.

Case study. Example outputs from different meth-
ods are provided in Appendix A.4. Through these
examples, we observe that when faced with user
queries that exhibit strong individuality, baseline
methods and the online system may stick to literal
meanings and lack familiarity with niche memes.
In contrast, XAlign-SR excels at identifying the ab-
stract intent behind query and stickers, effectively
aligning the user’s expressive intent with the corre-
sponding meme and its derivative sticker content.

7 Conclusion

This paper focused on the critical challenge of
OOD robustness in sticker retrieval, driven by two
key observations: (i) the vast diversity of user
query expressions and (ii) the stylistic heterogene-
ity of stickers sharing identical intents. We propose
XAlign-SR, a cognitive-inspired framework that
aligns cross-modal expressive intent to perform ro-
bust relevance judgment under unseen data. We
contrast two benchmarks for OOD sticker retrieval,
including OOD queries and OOD stickers, to en-
able systematic evaluation of OOD robustness. Of-
fline and online experiments demonstrate XAlign-
SR outperforms baselines and online systems in
term of OOD scenarios. This validates intent-level
alignment as essential for practical sticker retrieval.



8 Limitations

Our work has several limitations to address in fu-
ture research. (i) First, this paper investigates the
OOD issue in sticker retrieval within the context
of the first-stage retrieval process. Sticker retrieval
operates as a pipeline system, with the first-stage
retrieval serving as its foundation and being the
most directly impacted by OOD data. While this
study focuses on the first-stage retrieval, the rerank-
ing phase is also a promising area for future work,
where incorporating user characteristics into sticker
retrieval could further mitigate OOD challenges;
(1) Then, due to computational resource constraints
and for ease of comparison, we adopted the repre-
sentative cross-modal retrieval model CLIP as our
backbone. In internal testing, our approach main-
tained its advantage even when utilizing advanced
close-source multimodal models. In future work,
we plan to validate our method on a broader range
of cross-modal models, such as BLIP (Li et al.,
2022), and even explore its effectiveness on mul-
timodal LLMs (Lu et al., 2024); and (iii) Finally,
in this paper, we categorize the OOD scenarios in
sticker retrieval into two broad types: OOD queries
and OOD stickers. However, in real-world scenar-
ios, OOD phenomena can be more nuanced and
diverse. For instance, OOD queries may include
searches related to emerging topics, query varia-
tions, or multilingual queries, while OOD stickers
may involve newly introduced IPs, novel meme for-
mats, different content sources, or animated stick-
ers. In future work, we plan to develop more tar-
geted solutions to address specific OOD challenges
within these categories.

9 Ethics Statement

We approach ethics with great care. In this paper,
all the models we use are open-source. For datasets,
we construct benchmarks based on the open-source
dataset, invite volunteers with industry experience
to label. We pay our volunteers a salary that is in
line with the local pay scale. and ensured that all
data in the baseline were desensitized. Additionally,
the methods we propose aim to enhance the OOD
robustness of sticker retireval and do not encour-
age or induce the model to produce any harmful
information or leakage of user data.
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A Appendix

A.1 Benchmark information

A.1.1 Sticker retrieval datasets

We collect two original sticker retrieval datasets:
(i) WeChat (WeChat, 2024) is a public dataset
from the sticker retrieval challenge of CCIR Cup
2024 (CCIR, 2024), with 500K stickers span-
ning 73 different styles and 6,250 intellectual
properties (IPs, i.e., characters) from WeChat;
(ii) Sticker820K (Zhao et al., 2023) is another pub-
lic sticker retrieval dataset constructed by other
researchers containing around 820K stickers across
8 different styles. For WeChat dataset, the metadata
of a sticker includes image, caption, emotion, style,
IP and OCR (text recognized in the image). Here,
the sticker text ¢ comprises the caption, emotion,
style, IP, and OCR and the sticker image is denoted
as v. The fields of Sticker820K dataset are similar
to WeChat dataset, but lack the IP field. The data
examples of WeChat are shown in Figure 4.

A.1.2 Benchmark construction

Since these datasets do not have direct OOD data
part, we further construct OOD benchmarks for
evaluation by dividing query and sticker data.
We construct the benchmarks of WeChatgop and
Sticker820Koop for WeChat and Sticker8§20K
datasets, respectively. The overall statistics are
shown in Table 3.

* For OOD queries, we randomly sample 5% of
labeled queries from each of the two datasets to
generate their variants as OOD queries. Specif-
ically, we invited practitioners with experience
working with sticker search to write five variants
for each sampled query. These variants simulate
differences arising from typos, verbal expression
habits, and cultural contexts, but are guaranteed
to be relevant to the original stickers. We exclude
the stickers associated with the sampled queries
from the training set and use them along with the
query variants as the test set for the OOD queries.
For OOD stickers, we divide about 10% of the
labeled stickers from each of the two datasets and
ensure that types of style and IP of the divided
stickers no longer exist in the original dataset.
For Sticker820Koop, since the dataset does not
contain an IP field in its metadata, we perform
segmentation based only on style. The sampled
stickers, along with their associated queries, are
excluded from the training set and used as the
test set for OOD evaluation.
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Scenario Data WeChatoop Sticker820Koop
# Queries 11,018 50,235
Original # Stickers 450K 800K
# Pairs 11,519 50,302
. # Queries 2,465 12,530
OOD Queries 4 Giickers 500K 800K
. # Queries 1,243 5,024
OOD Stickers 4 Gickers 500K 800K
Table 3: The data statistic of WeChatoop and

Sticker820Koop. # Pairs denotes query-sticker pairs.
A.2 LLM prompts

A.2.1 Prompt for CoT-based query expansion

The guiding prompt for recognizing the ex-
pressed intent is: “Given a user query for
searching stickers, {query}, it may
either represent an expressive form of
intent or a direct intent expression.
For example, “overjoyed to the point of
flying” is an expressive form, whereas
“happy” is a direct intent expression.
First, determine whether the query is an
expressive form of intent or a direct
intent expression. (i) If it is an
expressive form of intent, analyze its
underlying core intent and output it
directly; (ii) If it is a direct intent
expression, output it as is.”

The prompt for guiding the step-by-step gener-
ation of the different expressions of the query is:
“Given a user query for searching stickers,
along with its expressive intent, your
task is to generate a new variant of the
sticker query that aligns with the given
intent while ensuring it is distinct from
both the original query and any previously
generated variants. The new variant

should maintain the intended meaning
but introduce differentiation wherever
possible.

Query: {query}
Intent: {intent}
Pervious variants: {variants}”

A.2.2 Prompt for generating variant sticker
text expressions

The prompt for generating variant sticker text
expressions is: “Given a user query for
searching stickers and the associated
sticker text (including captions, text
within the sticker, characters, and
sticker style), the task is to identify
the abstract expressive intent behind
the query and the sticker text. Based
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Figure 4: Data examples of query and sticker metadata in Wechat. Note that Sticker820K does not have the IP field.

on this understanding, a new variation
of the sticker text should be directly
generated that aligns with the given
expressive intent while ensuring it
is distinct from both the original
text and previously generated variations.
The generated variation should maintain
meaningful differentiation while staying
true to the intended expression.

Query: {query}

Relevant sticker text: {sticker text}
Pervious variants: {variants}”

A.3 Baseline details

We compare our method with several representa-
tive approaches, including regular sticker retrieval
models, retrieval methods tackling OOD queries
and OOD documents (stickers, in this paper), re-
spectively, from text & image retrieval:

* For regular sticker retrieval models, we adopt:
(i) BM25 (Robertson and Walker, 1994) is a clas-
sical probabilistic retrieval model that shows ef-
fectiveness on OOD retrieval tasks (Thakur et al.,
2021). We take sticker text as the document;
(i) StickerCILP (Zhao et al., 2023) directly fine—
tunes CLIP model (Radford et al., 2021; Yang
et al., 2022) to capture sticker features and text
features; (iii) StickerLLM (Zhao et al., 2023) is
similar with StickerCILP but uses ChatGLM-6B
(Zeng et al.) as the query encoder; and (iv) In-
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t-RA (Liang et al., 2024) matches stickers by
understanding the common-sense requirements
of the query.

* For retrieval methods that enhance robustness
to OOD queries, we adopt: (i) DRTA (Zhuang
and Zuccon, 2021) is from text retrieval and uses
contrastive learning to bridge the gap between
the query and the possible variants; (ii) DST (Ta-
sawong et al., 2023) is from text retrieval and
aligns the ranking list between query and variants
in a self-training manner; and (iii) PlugIR (Lee
et al., 2024) is from image retrieval and leverages
LLM reasoning to understand and refine unseen
queries.

* For retrieval methods that enhance robustness to
OOD stickers, we adopt: (i) Inpars (Jeronymo
et al., 2023) is from text retrieval and gener-
ates pseudo query for OOD stickers with LLMs;
(i1) COCO-DR (Yu et al., 2022) is from text re-
trieval and uses distributionally robust optimiza-
tion to learn domain features of unseen stickers;
and (iii) DAR (Long et al., 2025) is from image
retrieval and uses a diffusion model to generate
unseen stickers to assist with retrieval.

A4 Case study

Figure 5 illustrates an example where a user
searches for a popular internet homophonic meme
sticker. In this case, the literal meaning of the
query is *"blue, thin mushroom"*, but it actually



A homophonic pun meme”“Z/#Z#” in Chinese internet.
"FEE 7" Its literal meaning is “blue, thin mushroom,” but it is actually
a phonetic play on "miserable and want to cry."
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Figure 5: A case study on queries and stickers with
homophonic puns memes to express feeling sad and
wanting to cry cross baselines and XAlign-SR.
represents a widely recognized meme expressing
sadness and the urge to cry. From the results, we ob-
serve that baseline methods typically rely on the lit-
eral meaning, retrieving multiple stickers related to
mushrooms while also being misled by seemingly
relevant but ultimately unrelated stickers. Online
systems can partially capture the intended meaning
of *"feeling sad and wanting to cry"*, but they fail
to accurately retrieve stickers associated with the
specific meme. In contrast, XAlign-SR effectively
understands the user’s intent and the expressive
meaning embedded within the meme stickers, en-
abling precise retrieval.

A.5 Necessary Statements

The experiments were conducted on 4 x NVIDIA
Tesla V100 32G GPUs. Training an XAlign-SR
model takes approximately 12 hours, while evalua-
tion requires about 1.5 hours.

We invited ethical labelers and volunteers and
ensured that they received higher than the stan-
dard local hourly rate. For online test volunteers,
we invited users who were proficient in using the
sticker search function and ensured that all infor-
mation seen by all users was fully desensitized.
For the baseline, we ensured that all information
was desensitized and did not reveal user or system
information.
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