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Abstract001

The rapid evolution of digital communication002
has amplified the demand for sticker retrieval003
systems that can match vivid stickers as carri-004
ers to satisfy the user’s expressive needs. How-005
ever, real-world sticker retrieval faces signifi-006
cant out-of-distribution (OOD) challenges from007
unseen queries and stickers, due to the diverse008
user expression habits and sticker visual rep-009
resentations. The OOD issues often result010
in the retrieval of irrelevant or inappropriate011
stickers, negatively impacting the user experi-012
ence. Inspired by symbolic interactionism in013
cognition, this paper proposes XAlign-SR to014
improve OOD robustness in sticker retrieval015
by aligning abstract expressive intent between016
queries and stickers across different modalities.017
We construct two OOD sticker retrieval bench-018
marks that simulate real-world OOD queries019
and sticker scenarios. Both online and offline020
experiments demonstrate that our approach sig-021
nificantly outperforms prevailing baselines 1.022

1 Introduction023

The popularization of instant messaging and social024

media platforms has cemented stickers as indis-025

pensable tools for digital communication. During026

online chat, stickers serve as vivid visual elements027

that enhance conversational dynamics by transcend-028

ing linguistic and cultural barriers (Tang and Hew,029

2019). Effective sticker retrieval systems, which030

match user queries with stickers that align with031

their intended expression from a massive repository,032

are crucial for meeting users’ evolving expressive033

needs in real-world applications.034

The out-of-distribution challenge in sticker re-035

trieval. As one of the most popular instant messag-036

ing platforms (Datareportal, 2024; Tencent, 2023),037

WeChat is a representative yet challenging applica-038

tion scenario of sticker retrieval. During our investi-039

gation of sticker retrieval in WeChat, we found that040

1Our code is available at https://anonymous.4open.
science/r/Sticker-OOD-DF54.

“Wakey wakey”
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“Wake-up error: 404”
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(simple text style)

Figure 1: The sticker retrieval is challenged by the di-
verse query expressions and various sticker presentation
formats, even under the same expressive intent.
there are specific characteristics of the query side 041

and the sticker side as shown in Figure 1: (i) User 042

queries are expressed in various ways. Queries 043

are usually short and casually expressed, leading 044

to significant query diversity. This variation arises 045

from personal expression, cultural background, and 046

even typing habits. For instance, user queries for 047

‘good morning” may appear in over 28 variations, 048

including synonyms, abbreviations, typos, and in- 049

complete phrases, “morrrning," “sunshine,” “gm,” 050

“fresh day,” or even playful phrases like “wakey 051

wakey.” (ii) Stickers with the same expression in- 052

tent can vary significantly. This variation arises due 053

to differences in artistic design, cultural influences, 054

and content. For instance, stickers expressing hap- 055

piness involve over 169 characters and 18 styles, 056

ranging from simple emoji, artistic text to laugh- 057

ing animated characters, or even meme-inspired 058

humorous images. Additionally, the evolution of 059

internet culture constantly introduces novel stickers 060

that users may like, creating an ever-expanding and 061

diverse sticker repository. 062

These characteristics collectively present out-of- 063

distribution (OOD) robustness challenges in sticker 064

retrieval during training, (i) OOD queries refer to 065

unseen query expressions; and (ii) OOD stickers 066
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refer to unseen or newly popular sticker contents067

and styles. The inherent differences between query068

and sticker modalities, combined with the diverse069

expressions of queries and stickers, make the rele-070

vance pattern difficult to learn naturally, resulting071

in retrieving plenty of low-quality, irrelevant stick-072

ers in practical sticker retrieval. We believe that073

improving OOD robustness in sticker retrieval is074

essential for deploying an effective and reliable075

system, ultimately enhancing the user experience.076

Using OOD retrieval solutions for sticker re-077

trieval. Yet little effort has been directed toward ad-078

dressing OOD challenges in sticker retrieval. The079

most related work in this direction has focused on080

OOD issues in text retrieval (Thakur et al., 2021;081

Yu et al., 2022; Fang et al., 2024), where the key082

idea is to enhance a model’s fine-grained matching083

ability between queries and documents, allowing it084

to ignore spurious correlations and focus on truly085

relevant features. However, such approaches are086

not directly applicable to sticker retrieval, where087

relevance depends on capturing abstract expressive088

intent rather than fine-grained textual matching. As089

queries and stickers with the same intent can take090

diverse forms, strict fine-grained matching may in-091

troduce noise. Our experiments show that applying092

state-of-the-art OOD documents (Jeronymo et al.,093

2023; Yu et al., 2022) or OOD queries (Zhuang and094

Zuccon, 2021) methods from text retrieval yields095

only marginal gains in sticker retrieval (Section096

6.1), as they struggle to capture the global, abstract097

intent alignment between queries and stickers.098

Our approach: Cross-modal intent alignment.099

In this paper, we propose a novel training method100

for sticker retrieval called XAlign-SR. Our goal is101

to mitigate the challenge of OOD queries and stick-102

ers by identifying the core expressive intent behind103

various query and sticker expressions, and aligning104

their cross-modal expressive intent during training.105

This approach is inspired by the cognitive science106

concept of symbolic interactionism (Blumer, 1986),107

which posits that humans abstract expressive intent108

by interactively aligning cross-modal expressive109

symbols (such as queries and stickers) in the brain.110

XAlign-SR trains a text intent encoder for111

queries and sticker text, and an image intent en-112

coder for sticker images, following three key113

steps: (i) Text-focused intent understanding, uses114

chain-of-thought (CoT) reasoning to capture query115

and sticker intent, generating diverse expressions116

for contrastive learning. (ii) Image-focused intent117

understanding, jointly trains the image and text en- 118

coders to align visual expressions of similar intents 119

across stickers. (iii) Cross-modal intent alignment, 120

enhances relevance by aligning query and sticker 121

representations across modalities. Model training 122

combines unsupervised and semi-supervised learn- 123

ing to maximize data efficiency. 124

Experiments and contributions. We introduce 125

the first two OOD benchmarks for sticker retrieval, 126

WeChatOOD and Sticker820KOOD. Experiments 127

demonstrate that our method outperforms state-of- 128

the-art sticker retrieval models as well as OOD- 129

robust retrieval baselines. Online tests on WeChat 130

further validate its practical efficacy, showing a 131

13% increase in user preference scores. To the best 132

of our knowledge, we are the first to address the 133

underexplored challenge of OOD sticker retrieval 134

and introduce corresponding benchmarks. 135

2 Related Work 136

Cross-modal retrieval. Cross-modal retrieval 137

refers to retrieving relevant data across different 138

modalities (e.g., text, image, video) based on a 139

query from one modality (Wang et al., 2025). Text- 140

to-image retrieval bridges the semantic gap be- 141

tween text queries and images (Ray et al., 2024; 142

Datta et al., 2008). Existing approaches focus on 143

object recognition (Zhang et al., 2024), object rela- 144

tionship reasoning (Pham et al., 2024), and enhanc- 145

ing detail discernment via denoising or adversarial 146

learning (Sarafianos et al., 2019; Tan et al., 2021; 147

Long et al., 2025). However, in sticker retrieval, 148

sticker images often abstractly convey certain con- 149

cepts or emotions (Tang and Hew, 2019). Tradi- 150

tional image retrieval methods with detailed object 151

recognition and analysis could be susceptible to the 152

highly diverse ways stickers express meaning. 153

Sticker retrieval. The sticker retrieval model has 154

become a crucial component of instant messaging 155

applications, as it enables users to find stickers 156

that match their expressive needs through queries 157

(Zhao et al., 2023). For example, Zhao et al. (2023) 158

first adopted CLIP (Radford et al., 2021) to cap- 159

ture the visual and textual features of stickers; and 160

Int-RA (Liang et al., 2024) comprises a relation- 161

aware method to retrieve stickers. Existing studies 162

primarily evaluate retrieval performance under the 163

independently and identically distributed (IID) sce- 164

nario. In this paper, we focus on a more realistic 165

and challenging OOD scenario—enhancing the ro- 166
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bustness of sticker retrieval under OOD data.167

OOD robustness of retrieval model. Due to the168

inherent flaws of deep neural networks, neural re-169

trieval models have been shown to exhibit vulnera-170

bility when dealing with unseen data (Thakur et al.,171

2021; Liu et al., 2023; Song et al., 2024). Studies172

have found that despite their remarkable IID perfor-173

mance, neural retrieval models could fall short in174

OOD robustness (Thakur et al., 2021; Chen et al.,175

2023; Petroni et al., 2021). Existing studies pri-176

marily enhance OOD robustness through data aug-177

mentation (Bonifacio et al., 2022; Zhuang and Zuc-178

con, 2022), distributionally robust optimization (Yu179

et al., 2022), or domain-invariant projection (Xin180

et al., 2022). Essentially, these methods guide re-181

trieval models to focus on fine-grained matching182

signals, thereby reducing the impact of OOD con-183

tent variations. Sticker retrieval presents a typical184

scenario for OOD challenges. However, existing185

OOD enhancement methods are not directly appli-186

cable, as OOD sticker retrieval primarily focuses187

on the abstract expressive intent of queries and188

stickers rather than fine-grained matching signals.189

3 Problem Statement190

Task description. Given a textual query q, the191

aim of sticker retrieval is to return a ranked list192

R of top-K relevant stickers from a large sticker193

repository S = {s1, s2, . . . , sN} with a total of N194

stickers, prioritizing the more relevant the closer to195

the top. In general, each sticker s consists of text196

t and image v, where the text includes the caption197

and style category, etc. The sticker retrieval model198

f should produce a relevance score Rel (q, s) of199

the query q for each sticker s in S, based on the200

sticker text t and image v. Then a truncated ranked201

list R is recalled by selecting the top-K stickers202

with the highest relevance scores, where K ≪ N .203

OOD robustness in sticker retrieval. In retrieval204

tasks, the OOD robustness refers to a retrieval205

model’s ability to generalize and maintain rank-206

ing performance when encountering unseen data207

(Thakur et al., 2021; Liu et al., 2024, 2023). For-208

mally, given a retrieval model fDtrain trained on the209

original training data Dtrain, its OOD robustness210

is derived from its ranking performance RM under211

unseen test data D∗
test with metric M :212

RobustnessOOD = RM (fDtrain ;D
∗
test) . (1)213

In sticker retrieval, due to the diverse and ab-214

stract expression of queries and stickers, the unseen215

test data D∗
test is inherently divided into two types:216

(i) OOD queries refer to unseen query variations 217

for models of the same expression intent, arising 218

from typos, language habits, or memes et al; and 219

(ii) OOD stickers refer to unseen expressions of the 220

same intent, including strange or newly emerging 221

content, style et al. In this paper, we propose a 222

method to simultaneously address the challenges 223

posed by OOD queries and stickers, while evaluat- 224

ing robustness in two OOD scenarios separately. 225

Benchmark construction. We construct two 226

benchmarks for OOD evaluation, i.e., WeChatOOD 227

and Sticker820KOOD, based on sticker re- 228

trieval datasets, WeChat (WeChat, 2024) and 229

Sticker820K (Zhao et al., 2023), respectively. The 230

detailed information is shown in Appendix A.1. 231

Discussion. The OOD challenges in sticker re- 232

trieval differ from traditional text/image retrieval 233

(Guo et al., 2022; Zhao et al., 2022; Wang et al., 234

2019; Cao et al., 2022). Traditional retrieval fo- 235

cuses on matching key details to meet informa- 236

tional needs, with OOD issues often mitigated by 237

keyword/object matching (Thakur et al., 2021). In 238

contrast, sticker retrieval involves diverse visual 239

factors and casual, expressive context, increasing 240

OOD challenges. It prioritizes capturing query 241

intent over literal content, as visual elements of 242

stickers often can not directly serve as a reliable 243

relevance criterion. To address this, methods must 244

effectively capture the abstract intent behind both 245

the user’s query and the stickers’ expressive nature. 246

4 Our Method 247

We introduce XAlign-SR, enhancing sticker re- 248

trieval robustness under OOD queries and stickers. 249

4.1 Overview 250

The metadata of stickers includes both image v 251

and text t, so we use separate encoders to process 252

them independently. Additionally, the text encoder 253

also handles queries. As illustrated in Figure 2, 254

the XAlign-SR framework contains three key com- 255

ponents: (i) Text-focused intent encoder, which 256

captures the expressive intent behind the query and 257

the sticker text separately. (ii) Image-focused in- 258

tent encoder, which identifies the visual expressive 259

intent of stickers. (iii) Cross-modal intent align- 260

ment, which achieves relevance matching between 261

queries and stickers by interactively aligning their 262

intents. Besides, we introduce unsupervised warm- 263

up for text & image encoders, and semi-supervised 264

training for cross-modal intent alignment. 265
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Sticker text 

𝓛𝒆𝒙𝒑𝒓𝒆𝒔𝒔𝒊𝒐𝒏

𝓛𝒂𝒍𝒊𝒈𝒏

“CPU烧了”

I don’t pear

Figure 2: The framework of XAlign-SR that understands and aligns the expressive intent of queries and stickers.

4.2 Text-Focused Intent Understanding266

The goal of this stage is to address OOD issues267

arising from text modalities by accurately under-268

standing the expressed intent of both the query and269

sticker text. We start by warming up the text-intent270

encoder (see 4.5) and then further refine it to en-271

hance its intent identification capabilities. Specifi-272

cally, we first expand the short query and then train273

the text encoder using a contrastive loss.274

CoT-based query expansion. As mentioned ear-275

lier, queries in sticker retrieval tend to be shorter276

and more casual compared to those in typical re-277

trieval tasks. To bridge this gap, we leverage large278

language models (LLMs) to interpret the underly-279

ing expressive intent behind user queries and enrich280

the query content with alternative expressions.281

Given a query q, which may represent either a282

specific expression or a direct intent: (i) We first283

prompt the LLM to analyze the query. If the query284

contains a specific expression, the LLM extracts its285

underlying intent iq. Queries that directly express286

intent proceed to the next step. (ii) Based on the287

identified intent iq, we adopt a chain-of-thought288

(CoT) approach (Wang et al., 2023; Wei et al.,289

2022) to generate alternative expressions of the290

query in a step-by-step manner. At each step, the291

LLM generates a new query expression depending292

on query intent and previously generated expres-293

sions. After k steps we obtain the alternative ex-294

pressions {e1, e2, ..., ek} that preserve intent while295

varying in linguistic form. (iii) Finally, the original296

query is then augmented with the identified intent297

and generated expressions, forming an enriched298

query q′ = [q; iq; e1; ...; ek]. The prompt templates299

used in this process are detailed in Appendix A.2.1. 300

Text-intent encoder. An effective text encoder 301

should cluster different textual expressions, includ- 302

ing queries and sticker text, that share the same 303

intent in semantic space. For each expanded query 304

and its corresponding positive sticker pair (q′, s+), 305

where sticker s+ = (t+, v+) contains sticker text 306

and image: (i) We first use LLMs to generate n vari- 307

ant textual expressions {t+1 , ..., t+n } for the original 308

sticker text t+ (prompt templates are provided in 309

Appendix A.2.2); (ii) Then, we sample m random 310

sticker texts {t−1 , ..., t−m} as negative examples; and 311

(iii) Finally, we train the text encoder to capture the 312

expressive intent of queries and sticker text within 313

the output text embeddings using contrastive loss: 314

Ltext = − log

∑
i∈n

exp(q⊤t+i )∑
i∈n

exp(q⊤t+i ) +
∑
j∈m

exp(q⊤t−j )
,

(2) 315

where q and t are intent embeddings of query and 316

sticker text, respectively, generated by text encoder. 317

4.3 Image-focused Intent Understanding 318

The aim of this stage is to train an image-intent en- 319

coder to mitigate OOD issues arising from diverse 320

visual expressions in sticker images. We begin by 321

warming up the image-intent encoder (see 4.5) and 322

then enhance its intent identification capabilities. 323

The image-intent encoder should cluster diverse 324

visual representations that share the same intent in 325

semantic space. Given an expanded query and its 326

corresponding positive sticker pair (q′, s+): (i) We 327

match the query-sticker text pair in the training 328

set using the n variant textual sticker expressions 329

{t+1 , ..., t+n } generated above; (ii) For each gener- 330
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ated expression t+i , we compute the cosine similar-331

ity using the text-intent encoder and take the image332

embedding of the most similar query-sticker text333

pair as the positive examples {v+
1 , ...,v

+
n }. Ad-334

ditionally, we randomly sample m sticker images335

{v−
1 , ...,v

−
m} from the sticker repository as neg-336

ative examples; and (iii) Finally, we train image337

encoder to capture the expressive intent of sticker338

images by optimizing the output image-based in-339

tent embeddings with contrastive loss:340

Limg = − log

∑
i∈n

exp(v⊤v+
i )∑

i∈n
exp(v⊤v+

i ) +
∑
j∈m

exp(v⊤v−
j )

,

(3)341

where v denotes the intent embedding of the sticker342

image, generated by the image encoder.343

4.4 Cross-Model Intent Alignment344

Having learned the respective intents of text and345

images, the next challenge is how to effectively346

match the expressed intent between the query and347

the sticker to achieve meaningful relevance inter-348

action. Specifically, we propose cross-modal in-349

tent alignment, where query intent embeddings are350

aligned with sticker intent embeddings that convey351

the same intent during training. This approach en-352

ables the model to learn query and sticker intent353

embeddings that not only recognize intent but also354

effectively match it across modalities.355

Given an expanded query and its corresponding356

positive sticker pair (q′, s+), the cross-modal intent357

alignment is performed as follows: (i) Extracting358

sticker embeddings: We compute the sticker text359

embedding ts and the sticker image-based intent360

embedding vs using the text and image encoders:361

ts = fT (t), vs = fI(v) (4)362

where fT and fI represent the text and image en-363

coders, respectively. (ii) Integrating sticker repre-364

sentations: We employ a Transformer (Vaswani365

et al., 2017) where sticker image-based intent em-366

beddings vs serve as values (V ) and keys (K),367

while sticker text-based intent embeddings ts serve368

as queries (Q), producing an integrated sticker in-369

tent embedding hs:370

hs = softmax

(
QK⊤
√
d

)
V = softmax

(
tsv

⊤
s√
d

)
vs, (5)371

where d is the embedding dimension and
√
d is372

scaling factor. (iii) Sticker expression Loss: To373

ensure consistency between the text-based intent374

embedding and the integrated sticker intent embed-375

ding, we minimize the sticker expression loss: 376

Lexpression = ∥ts − hs∥. (6) 377

(iv) Cross-modal alignment learning: To align the 378

expression intent of the query and sticker while 379

distinguishing them from unrelated stickers, we 380

employ cross-modal intent alignment loss with ran- 381

domly sampled negative stickers: 382

Lalign = − log
exp(sim(q,hs))∑
s∈B exp(sim(q,h¯

s))
, (7) 383

where B is the training batch, h¯
s is negative sticker 384

embedding, and sim(·) is the cosine similarity. 385

4.5 Training 386

The training process consists of three phases: un- 387

supervised warm-up, semi-supervised joint intent 388

learning, and intent alignment learning. 389

Unsupervised warm up. For the text and image 390

intent encoders, we begin with an unsupervised 391

training method to initialize both encoders simul- 392

taneously, ensuring they possess initial text-image 393

matching capabilities. For each sticker s, we ran- 394

domly sample one type of sticker metadata (i.e., 395

captions, OCR text, IP tags) t′s as query, and calcu- 396

late the initialize loss with its image vs: 397

Linit = − log
exp(sim(t′s,vs))∑

s∈Bw
exp(sim(t′s,vs))

(8) 398

where Bw represents the warm-up batch and t′s is 399

the embedding of the sampled sticker metadata. 400

Semi-supervised joint intent learning. After ini- 401

tializing the encoders, we propose jointly optimiz- 402

ing the intent understanding capabilities of the text- 403

intent encoder (Equation 2) and the image-intent 404

encoder (Equation 3). We dynamically balance 405

the optimization process between the two encoders 406

using adaptive weighting: 407

Ljoint = αLtext + (1− α)Limg (9) 408

where α = Ltext
Ltext+Limg

is the adaptive weight. 409

During training, we generate pseudo-labels using 410

LLM and text similarity matching, enabling semi- 411

supervised learning for the training data. 412

Intent alignment learning. Once the text and 413

image encoders have acquired intent understand- 414

ing capabilities, we perform cross-modal intent 415

alignment, combining the sticker expression loss 416

(Equation 6) and cross-modal intent alignment loss 417

(Equation 7) for overall training: 418

Ltotal = γLexpression + Lalign (10) 419

where γ is a hyperparameter that controls the 420

weight given to the sticker expression. 421
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5 Experimental Setting422

5.1 Evaluation423

Evaluation scenario. For each benchmark dataset,424

we evaluate the retrieval performance across three425

scenarios, i.e., the original scenario, OOD queries,426

and OOD stickers, which correspond to the origi-427

nal retrieval effectiveness and the OOD robustness428

when faced with unseen queries and stickers. The429

model is trained under the training set that is IID430

with the original scenario.431

Evaluation metrics. In retrieval tasks, OOD ro-432

bustness is measured by the retrieval performance433

under OOD data (Thakur et al., 2021; Liu et al.,434

2023). In this paper, we adopt two metrics for435

each scenario: (i) Mean reciprocal rank (MRR@K)436

measures how high the relevant stickers rank within437

the top-K result (Ma et al., 2021; Metilda et al.);438

and (ii) Recall@K measures the proportion of rele-439

vant stickers that exist in the top-K result (Ma et al.,440

2022; Guo et al., 2022). For ease of observation,441

the above metrics are presented as percentages.442

5.2 Baseline methods443

Baselines. We compare our method with several444

representative approaches, including regular sticker445

retrieval models, retrieval methods tackling OOD446

queries and OOD documents (stickers, in this pa-447

per), respectively, from text & image retrieval:448

• For regular sticker retrieval models, we adopt:449

BM25 (Robertson and Walker, 1994), Sticker-450

CILP (Zhao et al., 2023), StickerLLM (Zhao451

et al., 2023), and Int-RA (Liang et al., 2024).452

• For retrieval methods tackling OOD queries, we453

adopt: DRTA (Zhuang and Zuccon, 2021), DST454

(Tasawong et al., 2023), PlugIR (Lee et al., 2024).455

• For retrieval methods tackling OOD stickers, we456

adopt: Inpars (Jeronymo et al., 2023), COCO-DR457

(Yu et al., 2022), and DAR (Long et al., 2025).458

Variants of XAlign-SR. We also implement three459

variants of XAlign-SR for ablation studies to val-460

idate the effectiveness of different components:461

(i) XAlign-SR-Text, which removes the text-fo-462

cused intent understanding and only uses the orig-463

inal query-sticker pair to train the text-intent en-464

coder in Section 4.2; (ii) XAlign-SR-Image, which465

removes the image-focused intent understanding466

and only uses the original query-sticker pair to467

train the image-intent encoder in Section 4.2; and468

(iii) XAlign-SR-Align, which removes the cross–469

model intent alignment step.470

5.3 Implementation details 471

For the backbone model, following (Zhao et al., 472

2023; Metilda et al.), to facilitate comparison, both 473

XAlign-SR and the baseline methods use Chinese- 474

CLIP (Yang et al., 2022) as the text & image en- 475

coder. For the original scenario, we randomly ex- 476

tract 80% of the annotated query-sticker pairs for 477

training and reserve the remaining 20% for testing. 478

For sticker text, we directly contact the text fields 479

of the sticker with the format of “Caption:, Emo- 480

tion:, Style:, IP:, OCR:”. For the LLM applied in 481

this paper, employ the gpt-4-turbo API provided 482

by OpenAI (OpenAI, 2024). For XAlign-SR, we 483

set the query variant number k = 8, the sticker 484

text variant number n = 7, and the negative ex- 485

ample number m = 56. During training, the loss 486

hyperparameters α and γ are set to 0.6 and 0.01, re- 487

spectively. We train the model with a batch size of 488

64, maximum sequence length of 256, and learning 489

rate of 1e-5. We repeated our experiment 3 times 490

on 4 × Tesla V100 32G to get the average results. 491

492

6 Experimental Result 493

6.1 Main result 494

Table 1 shows the comparison of XAlign-SR and 495

baselines across original (IID) scenario and OOD 496

scenarios, including OOD queries and stickers. 497

Comparison in original scenario. From the 498

performance in the original scenario, we can 499

observe that (i) The models’ retrieval perfor- 500

mance on WeChatOOD is generally lower than on 501

Sticker820KOOD, as WeChatOOD queries come 502

from real online users, introducing more random- 503

ness. This also highlights that practical sticker 504

retrieval is a particularly challenging scenario; 505

(ii) The methods tailored for sticker retrieval (like 506

StickerCILP and Int-RA) perform relatively well in 507

the original scenario, and training approaches that 508

enhance OOD robustness can slightly improve per- 509

formance on top of them. This reveals that sticker 510

retrieval itself is a highly dynamic scenario, where 511

data augmentation and robustness optimization can 512

help alleviate noise and uncertainty in the test set 513

to some extent; and (iii) XAlign-SR performs best 514

among all the methods because it understands the 515

expressive intent of the user query and matches 516

stickers that demonstrate the corresponding intent, 517

thus excelling in sticker retrieval scenarios. 518

Comparison in OOD scenarios. When we look 519

at retrieval performance in OOD scenarios, we can 520

6



Dataset & method Original Scenario OOD Queries OOD Stickers

WeChatOOD
MRR Recall MRR Recall MRR Recall

@10 @5 @10 @10 @5 @10 @10 @5 @10

BM25 19.1 20.5 23.3 8.3 9.6 12.3 16.7 17.9 20.9
StickerCILP 23.5 25.8 29.3 11.2 13.0 16.5 8.2 9.1 11.2
StickerLLM 25.7 27.3 31.2 16.5 18.6 21.3 12.5 14.1 17.9
Int-RA 32.8 34.8 39.9 19.3 20.7 24.6 16.9 18.0 23.3

DRTA 26.3 28.8 32.2 22.6 24.3 31.2 16.4 17.6 22.3
DST 26.5 28.3 32.6 23.2 24.9 30.1 16.2 17.8 22.8
PlugIR 28.6 31.9 36.8 25.2 27.0 32.9 18.7 20.6 24.3

DAR 24.8 26.2 30.6 18.2 19.9 23.4 19.9 21.8 25.6
COCO-DR 25.0 26.9 31.5 20.3 22.1 25.6 23.1 23.5 26.9
InPars 27.5 29.3 32.0 21.7 22.9 26.8 24.6 24.9 28.7

XAlign-SR (Ours) 35.6∗ 39.2∗ 43.1∗ 28.8∗ 32.3∗ 36.2∗ 27.0∗ 31.2∗ 35.4∗

Sticker820KOOD
MRR Recall MRR Recall MRR Recall

@10 @5 @10 @10 @5 @10 @10 @5 @10

BM25 38.5 46.7 52.6 20.5 24.8 30.2 33.8 41.7 46.9
StickerCILP 52.1 67.1 72.8 29.2 41.6 49.8 26.3 30.2 39.8
StickerLLM 59.8 73.6 78.4 35.8 44.9 52.1 32.8 36.9 42.3
Int-RA 65.9 82.3 86.3 39.5 47.3 59.0 37.0 42.1 47.7

DRTA 60.8 75.2 81.3 49.8 64.0 67.3 38.4 53.0 60.2
DST 61.3 76.0 82.9 50.3 64.2 68.9 37.8 52.4 59.9
PlugIR 63.2 79.3 85.2 54.8 69.9 74.3 42.9 56.7 64.3

DAR 58.9 71.1 76.9 38.6 47.3 52.3 50.3 59.3 67.2
COCO-DR 60.3 74.3 79.6 41.2 52.8 57.9 53.1 66.3 70.2
InPars 63.0 78.6 84.6 43.8 56.7 62.1 55.6 69.8 74.3

XAlign-SR (Ours) 70.1∗ 89.6∗ 92.1∗ 60.3∗ 77.9∗ 82.3∗ 58.7∗ 74.8∗ 80.1∗

Table 1: Retrieval performance of XAlign-SR and the baselines across the original, OOD queries, and OOD stickers
scenarios on two benchmark datasets; ∗ indicates significant improvements over the best baseline (p ≤ 0.05).

find that (i) BM25, which has demonstrated strong521

robustness in OOD text retrieval (Thakur et al.,522

2021; Petroni et al., 2021), loses its advantage in523

the OOD sticker retrieval scenario. This suggests524

that precise text matching is not suitable for captur-525

ing the abstract intent-based relevance in stickers;526

(ii) StickerCILP/LLM, and Int-RA experience a527

significant drop in OOD scenarios because they528

are designed for IID setting, making it challenging529

for them to grasp the underlying expressive intent530

behind diverse, unseen queries and stickers.531

From the performance of baselines tailored for532

enhancing OOD robustness, we can observe that533

(i) BM25, which demonstrates strong robustness534

in OOD text retrieval (Thakur et al., 2021; Petroni535

et al., 2021), loses its advantage in the OOD sticker536

retrieval scenario. This suggests that precise text537

matching is not suitable for capturing the abstract538

intent-based relevance in stickers; (ii) StickerCILP,539

StickerLLM, and Int-RA experience a significant 540

drop in performance in OOD scenarios because 541

they only consider IID test data, making it chal- 542

lenging for them to grasp the underlying expressive 543

intent behind diverse, unseen queries and stickers; 544

(iii) Methods designed for OOD queries and stick- 545

ers improve robustness in their respective scenarios, 546

but perform poorly in the other scenario. This sug- 547

gests that in sticker retrieval, focusing solely on 548

either the query or sticker modality is insufficient 549

for the model to adapt to various unseen OOD sce- 550

narios; and (iv) Leveraging LLMs to address OOD 551

challenges (such as PlugIR and InPars) performs 552

better than similar methods, as the strong reasoning 553

capabilities of LLMs can understand the expressive 554

intent behind unseen queries and stickers. 555

XAlign-SR outperforms baselines, demonstrat- 556

ing that (i) Existing methods for OOD retrieval are 557

influenced by expressive noise in sticker retrieval 558
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Figure 3: The ablation study of XAlign-SR (denoted as
XAlign) in OOD queries and OOD stickers scenarios.
due to their focus on fine-grained matching signals.559

XAlign-SR, through text/image-focused intent un-560

derstanding, abstracts the expressive intent behind561

queries and stickers, enabling intent-level relevance562

matching; (ii) Classical text/image retrieval meth-563

ods struggle to bridge the significant expressive564

gap between the query and sticker modalities, mak-565

ing it difficult to handle OOD scenarios in sticker566

retrieval. However, XAlign-SR addresses this by567

aligning cross-modal expressive intents, effectively568

bridging the differences in the various forms of569

queries and stickers; and (iii) Jointly optimizing570

OOD query and sticker robustness allows the model571

to gain benefits in cross-modal learning, resulting572

in a model that is robust to both.573

6.2 Ablation study574

We compare XAlign-SR with three variants:575

XAlign-SR-Text, XAlign-SR-Image, and XAlign-576

SR-Align to validate the effectiveness of different577

components. The MRR performance in the original578

scenario of XAlign-SR, XAlign-SR-Text, XAlign-579

SR-Image, and XAlign-SR-Align is 35.6, 29.8, 32.9,580

and 27.5, respectively. The performance in OOD581

queries and stickers of XAlign-SR with its variants582

is shown in Figure 3. We report the MRR under583

WeChatOOD, with similar observations on the other584

dataset and metrics. We find that: (i) After remov-585

ing intent understanding for the text and image586

modalities, the OOD performance for the corre-587

sponding query and sticker modalities significantly588

drops. The decline is more pronounced for the589

text modality, as it contains more information; and590

(ii) The cross-modal intent alignment component591

can further enhance OOD performance by building592

upon text/image intent understanding, achieving593

joint gains for OOD queries and stickers.594

6.3 Online test595

To further validate the performance of XAlign-SR596

in real-world scenarios, we conducted an online597

test of our method in the sticker search system598

of WeChat. The ever-evolving sticker repository599

Method MRR Rele. Prefer.

Online system 24.3 82.7 28.1
Int-RA 17.3 65.9 17.3
PlugIR 19.9 74.3 21.9
XAlign-SR 26.6 88.3 32.7

Table 2: The online test between XAlign-SR, the online
system, and representative baselines.

and the inherent randomness of user queries make 600

the sticker search system a naturally OOD envi- 601

ronment compared to the experimental training set. 602

We selected 10 volunteer users and asked them to 603

perform as many diverse daily queries as possi- 604

ble, resulting in 151 valid searches. We use user 605

clicks as ground truth and select a subset of sticker 606

repository for comparison. Then, we ask users to 607

score the overall relevance (from 0 to 100) of the 608

displayed results and their preference for different 609

model results (with the sum totaling 100). The 610

result is shown in Table 2, we find that XAlign- 611

SR outperforms representative baselines in both 612

retrieval accuracy and user satisfaction, even sur- 613

passing online systems. This is because it can mit- 614

igate the impact of OOD data, returning stickers 615

that better align with the user’s expressive intent. 616

Case study. Example outputs from different meth- 617

ods are provided in Appendix A.4. Through these 618

examples, we observe that when faced with user 619

queries that exhibit strong individuality, baseline 620

methods and the online system may stick to literal 621

meanings and lack familiarity with niche memes. 622

In contrast, XAlign-SR excels at identifying the ab- 623

stract intent behind query and stickers, effectively 624

aligning the user’s expressive intent with the corre- 625

sponding meme and its derivative sticker content. 626

7 Conclusion 627

This paper focused on the critical challenge of 628

OOD robustness in sticker retrieval, driven by two 629

key observations: (i) the vast diversity of user 630

query expressions and (ii) the stylistic heterogene- 631

ity of stickers sharing identical intents. We propose 632

XAlign-SR, a cognitive-inspired framework that 633

aligns cross-modal expressive intent to perform ro- 634

bust relevance judgment under unseen data. We 635

contrast two benchmarks for OOD sticker retrieval, 636

including OOD queries and OOD stickers, to en- 637

able systematic evaluation of OOD robustness. Of- 638

fline and online experiments demonstrate XAlign- 639

SR outperforms baselines and online systems in 640

term of OOD scenarios. This validates intent-level 641

alignment as essential for practical sticker retrieval. 642
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8 Limitations643

Our work has several limitations to address in fu-644

ture research. (i) First, this paper investigates the645

OOD issue in sticker retrieval within the context646

of the first-stage retrieval process. Sticker retrieval647

operates as a pipeline system, with the first-stage648

retrieval serving as its foundation and being the649

most directly impacted by OOD data. While this650

study focuses on the first-stage retrieval, the rerank-651

ing phase is also a promising area for future work,652

where incorporating user characteristics into sticker653

retrieval could further mitigate OOD challenges;654

(ii) Then, due to computational resource constraints655

and for ease of comparison, we adopted the repre-656

sentative cross-modal retrieval model CLIP as our657

backbone. In internal testing, our approach main-658

tained its advantage even when utilizing advanced659

close-source multimodal models. In future work,660

we plan to validate our method on a broader range661

of cross-modal models, such as BLIP (Li et al.,662

2022), and even explore its effectiveness on mul-663

timodal LLMs (Lu et al., 2024); and (iii) Finally,664

in this paper, we categorize the OOD scenarios in665

sticker retrieval into two broad types: OOD queries666

and OOD stickers. However, in real-world scenar-667

ios, OOD phenomena can be more nuanced and668

diverse. For instance, OOD queries may include669

searches related to emerging topics, query varia-670

tions, or multilingual queries, while OOD stickers671

may involve newly introduced IPs, novel meme for-672

mats, different content sources, or animated stick-673

ers. In future work, we plan to develop more tar-674

geted solutions to address specific OOD challenges675

within these categories.676

9 Ethics Statement677

We approach ethics with great care. In this paper,678

all the models we use are open-source. For datasets,679

we construct benchmarks based on the open-source680

dataset, invite volunteers with industry experience681

to label. We pay our volunteers a salary that is in682

line with the local pay scale. and ensured that all683

data in the baseline were desensitized. Additionally,684

the methods we propose aim to enhance the OOD685

robustness of sticker retireval and do not encour-686

age or induce the model to produce any harmful687

information or leakage of user data.688
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A Appendix895

A.1 Benchmark information896

A.1.1 Sticker retrieval datasets897

We collect two original sticker retrieval datasets:898

(i) WeChat (WeChat, 2024) is a public dataset899

from the sticker retrieval challenge of CCIR Cup900

2024 (CCIR, 2024), with 500K stickers span-901

ning 73 different styles and 6,250 intellectual902

properties (IPs, i.e., characters) from WeChat;903

(ii) Sticker820K (Zhao et al., 2023) is another pub-904

lic sticker retrieval dataset constructed by other905

researchers containing around 820K stickers across906

8 different styles. For WeChat dataset, the metadata907

of a sticker includes image, caption, emotion, style,908

IP and OCR (text recognized in the image). Here,909

the sticker text t comprises the caption, emotion,910

style, IP, and OCR and the sticker image is denoted911

as v. The fields of Sticker820K dataset are similar912

to WeChat dataset, but lack the IP field. The data913

examples of WeChat are shown in Figure 4.914

A.1.2 Benchmark construction915

Since these datasets do not have direct OOD data916

part, we further construct OOD benchmarks for917

evaluation by dividing query and sticker data.918

We construct the benchmarks of WeChatOOD and919

Sticker820KOOD for WeChat and Sticker820K920

datasets, respectively. The overall statistics are921

shown in Table 3.922

• For OOD queries, we randomly sample 5% of923

labeled queries from each of the two datasets to924

generate their variants as OOD queries. Specif-925

ically, we invited practitioners with experience926

working with sticker search to write five variants927

for each sampled query. These variants simulate928

differences arising from typos, verbal expression929

habits, and cultural contexts, but are guaranteed930

to be relevant to the original stickers. We exclude931

the stickers associated with the sampled queries932

from the training set and use them along with the933

query variants as the test set for the OOD queries.934

• For OOD stickers, we divide about 10% of the935

labeled stickers from each of the two datasets and936

ensure that types of style and IP of the divided937

stickers no longer exist in the original dataset.938

For Sticker820KOOD, since the dataset does not939

contain an IP field in its metadata, we perform940

segmentation based only on style. The sampled941

stickers, along with their associated queries, are942

excluded from the training set and used as the943

test set for OOD evaluation.944

Scenario Data WeChatOOD Sticker820KOOD

Original
# Queries 11,018 50,235
# Stickers 450K 800K
# Pairs 11,519 50,302

OOD Queries # Queries 2,465 12,530
# Stickers 500K 800K

OOD Stickers # Queries 1,243 5,024
# Stickers 500K 800K

Table 3: The data statistic of WeChatOOD and
Sticker820KOOD. # Pairs denotes query-sticker pairs.
A.2 LLM prompts 945

A.2.1 Prompt for CoT-based query expansion 946

The guiding prompt for recognizing the ex- 947

pressed intent is: “Given a user query for 948

searching stickers, {query}, it may 949

either represent an expressive form of 950

intent or a direct intent expression. 951

For example, “overjoyed to the point of 952

flying” is an expressive form, whereas 953

“happy” is a direct intent expression. 954

First, determine whether the query is an 955

expressive form of intent or a direct 956

intent expression. (i) If it is an 957

expressive form of intent, analyze its 958

underlying core intent and output it 959

directly; (ii) If it is a direct intent 960

expression, output it as is.” 961

The prompt for guiding the step-by-step gener- 962

ation of the different expressions of the query is: 963

“Given a user query for searching stickers, 964

along with its expressive intent, your 965

task is to generate a new variant of the 966

sticker query that aligns with the given 967

intent while ensuring it is distinct from 968

both the original query and any previously 969

generated variants. The new variant 970

should maintain the intended meaning 971

but introduce differentiation wherever 972

possible. 973

Query: {query} 974

Intent: {intent} 975

Pervious variants: {variants}” 976

A.2.2 Prompt for generating variant sticker 977

text expressions 978

The prompt for generating variant sticker text 979

expressions is: “Given a user query for 980

searching stickers and the associated 981

sticker text (including captions, text 982

within the sticker, characters, and 983

sticker style), the task is to identify 984

the abstract expressive intent behind 985

the query and the sticker text. Based 986
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User query
Relevant sticker

Image Caption OCR IP Emotion Style 

你醒啦? 
(Are you awake?)

可爱猫醒了吗
(Is the cute cat awake?)

醒了吗
(You're up?)

动物: 猫
(Animal: Cat)

可爱
(Cute)

萌宠 拍摄
(Cute pets Shooting)

我好孤独
(I'm so lonely)

我的世界只剩下孤独
(The only thing left in 

my world is loneliness)

我的世界只剩下孤独
(The only thing left in 

my world is loneliness)

兔斯基: 饿疯兔
(Bugs bunny: 

Hungry crazy bunny )

日常
(Daily)

绘制表情 卡通形象 简
笔画 (Drawing sticker 

Cartoon Sketches)

梦里啥都有
(It's all in the dream)

波吉开始做梦
(Boogie starts 

dreaming)

开始做梦
(Start dreaming)

国王排名: 波吉
(King’s eanking: 

Boogie)

日常
(Daily)

动漫人物 绘制彩图
(Anime characters 

Drawing color)

嗨皮
(Happy (homonym))

有亿点开心
(I‘m only a little 

(billion) happy)

有1点开心
(A little happy)

明星: 成龙(Star: 

Jackie Chan)

搞笑
(Funny)

真人 男 拍摄
(Real Man Shooting)

Figure 4: Data examples of query and sticker metadata in Wechat. Note that Sticker820K does not have the IP field.

on this understanding, a new variation987

of the sticker text should be directly988

generated that aligns with the given989

expressive intent while ensuring it990

is distinct from both the original991

text and previously generated variations.992

The generated variation should maintain993

meaningful differentiation while staying994

true to the intended expression.995

Query: {query}996

Relevant sticker text: {sticker text}997

Pervious variants: {variants}”998

A.3 Baseline details999

We compare our method with several representa-1000

tive approaches, including regular sticker retrieval1001

models, retrieval methods tackling OOD queries1002

and OOD documents (stickers, in this paper), re-1003

spectively, from text & image retrieval:1004

• For regular sticker retrieval models, we adopt:1005

(i) BM25 (Robertson and Walker, 1994) is a clas-1006

sical probabilistic retrieval model that shows ef-1007

fectiveness on OOD retrieval tasks (Thakur et al.,1008

2021). We take sticker text as the document;1009

(ii) StickerCILP (Zhao et al., 2023) directly fine–1010

tunes CLIP model (Radford et al., 2021; Yang1011

et al., 2022) to capture sticker features and text1012

features; (iii) StickerLLM (Zhao et al., 2023) is1013

similar with StickerCILP but uses ChatGLM-6B1014

(Zeng et al.) as the query encoder; and (iv) In-1015

t-RA (Liang et al., 2024) matches stickers by 1016

understanding the common-sense requirements 1017

of the query. 1018

• For retrieval methods that enhance robustness 1019

to OOD queries, we adopt: (i) DRTA (Zhuang 1020

and Zuccon, 2021) is from text retrieval and uses 1021

contrastive learning to bridge the gap between 1022

the query and the possible variants; (ii) DST (Ta- 1023

sawong et al., 2023) is from text retrieval and 1024

aligns the ranking list between query and variants 1025

in a self-training manner; and (iii) PlugIR (Lee 1026

et al., 2024) is from image retrieval and leverages 1027

LLM reasoning to understand and refine unseen 1028

queries. 1029

• For retrieval methods that enhance robustness to 1030

OOD stickers, we adopt: (i) Inpars (Jeronymo 1031

et al., 2023) is from text retrieval and gener- 1032

ates pseudo query for OOD stickers with LLMs; 1033

(ii) COCO-DR (Yu et al., 2022) is from text re- 1034

trieval and uses distributionally robust optimiza- 1035

tion to learn domain features of unseen stickers; 1036

and (iii) DAR (Long et al., 2025) is from image 1037

retrieval and uses a diffusion model to generate 1038

unseen stickers to assist with retrieval. 1039

A.4 Case study 1040

Figure 5 illustrates an example where a user 1041

searches for a popular internet homophonic meme 1042

sticker. In this case, the literal meaning of the 1043

query is *"blue, thin mushroom"*, but it actually 1044
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“香菇了” 
A homophonic pun meme“蓝瘦香菇” in Chinese internet.

Its literal meaning is “blue, thin mushroom,” but it is actually

a phonetic play on "miserable and want to cry."

Int-RA

Ground-truth

蓝瘦香菇
miserable and 

want to cry

菇菇一定不咕咕
won't stand you up

烤香菇
roasted mushroom

唔香香
smells good

本来今颠高高兴兴
supposed to be happy

PlugIR

吃香菇
eat mushroom

采蘑菇
pick mushroom

香菇 (想哭)
want to cry

烦死了
so annoying

Online system

香菇 (想哭)
want to cry

香菇
mushroom

想哭
want to cry

蓝瘦香菇
miserable want cry

XAlign-SR

蓝瘦香菇
miserable want cry

想哭
want to cry

香菇 (想哭)
want to cry

蓝瘦香菇
miserable want cry

Figure 5: A case study on queries and stickers with
homophonic puns memes to express feeling sad and
wanting to cry cross baselines and XAlign-SR.
represents a widely recognized meme expressing1045

sadness and the urge to cry. From the results, we ob-1046

serve that baseline methods typically rely on the lit-1047

eral meaning, retrieving multiple stickers related to1048

mushrooms while also being misled by seemingly1049

relevant but ultimately unrelated stickers. Online1050

systems can partially capture the intended meaning1051

of *"feeling sad and wanting to cry"*, but they fail1052

to accurately retrieve stickers associated with the1053

specific meme. In contrast, XAlign-SR effectively1054

understands the user’s intent and the expressive1055

meaning embedded within the meme stickers, en-1056

abling precise retrieval.1057

A.5 Necessary Statements1058

The experiments were conducted on 4 × NVIDIA1059

Tesla V100 32G GPUs. Training an XAlign-SR1060

model takes approximately 12 hours, while evalua-1061

tion requires about 1.5 hours.1062

We invited ethical labelers and volunteers and1063

ensured that they received higher than the stan-1064

dard local hourly rate. For online test volunteers,1065

we invited users who were proficient in using the1066

sticker search function and ensured that all infor-1067

mation seen by all users was fully desensitized.1068

For the baseline, we ensured that all information1069

was desensitized and did not reveal user or system1070

information.1071
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