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Abstract

Large language models (LLMs) have demon-001
strated impressive abilities in generating un-002
structured natural language according to in-003
structions. However, their performance can004
be inconsistent when tasked with producing005
text that adheres to specific structured formats,006
which is crucial in applications like named en-007
tity recognition (NER) or relation extraction008
(RE). To address this issue, this paper intro-009
duces an efficient method, G&O, to enhance010
their structured text generation capabilities. It011
breaks the generation into a two-step pipeline:012
initially, LLMs generate answers in natural lan-013
guage as intermediate responses. Subsequently,014
LLMs are asked to organize the output into015
the desired structure, using the intermediate re-016
sponses as context. G&O effectively separates017
the generation of content from the structuring018
process, reducing the pressure of completing019
two orthogonal tasks simultaneously. Tested on020
zero-shot NER and RE, the results indicate a021
significant improvement in LLM performance022
with minimal additional efforts. This straight-023
forward and adaptable prompting technique can024
also be combined with other strategies, like self-025
consistency, to further elevate LLM capabilities026
in various structured text generation tasks.027

1 Introduction028

Information extraction (IE) is a critical task that029

involves retrieving specific information, such as030

named entities and relationships, from unstructured031

or semi-structured texts, and converting this infor-032

mation into a structured format (Cowie and Lehnert,033

1996; Li et al., 2023a). Traditionally, IE models034

have relied heavily on fully supervised learning,035

necessitating extensive labeled datasets for training.036

This approach not only demands significant human037

effort but also restricts the scope of extractable038

information to a limited set of predefined types,039

such as “person” for Named Entity Recognition040

(NER) and “born in” for Relation Extraction (RE).041

This limitation is particularly prominent in special- 042

ized fields like materials science, where resources 043

are scarce. Earlier attempts to mitigate these chal- 044

lenges, such as weak supervision (Ren et al., 2020; 045

Liang et al., 2020; Zhang et al., 2021; Li et al., 046

2022), have introduced methods that utilize noisy 047

heuristic labeling functions (LFs) to reduce the 048

reliance on manually labeled data. However, the 049

effectiveness of these methods often hinges on the 050

quality of the LFs, which is not always consistent. 051

The advent of Large Language Models (LLMs) 052

like GPTs (OpenAI, 2022, 2023) has promoted 053

an attention shift towards universal IE approaches. 054

These methods aim to extract a wide range of in- 055

formation without the need for task-specific labels. 056

Strategies include directly prompting LLMs with 057

instructions for specific tasks (Wang et al., 2023a; 058

Han et al., 2023; Xie et al., 2023; Zhang et al., 059

2023) or fine-tuning them on either true labels 060

or pseudo labels generated by GPTs (Wang et al., 061

2023b; Zhou et al., 2023; Sainz et al., 2023; Zara- 062

tiana et al., 2023; Jiao et al., 2023). Nonetheless, 063

the inherent mismatch between the unstructured 064

data language models are typically trained on and 065

the structured output requirement presents a chal- 066

lenge. Previous studies have employed specialized 067

prompts to guide the model in generating struc- 068

tured outputs, such as lists (Zhou et al., 2023) or 069

tables (Jiao et al., 2023). However, integrating task 070

instructions with these organizational prompts has 071

sometimes resulted in formatting issues or compro- 072

mised IE performance. 073

In response to these challenges, this paper in- 074

troduces a simple but effective methodology, Gen- 075

erate and Organize (G&O), designed to enhance 076

the capability of LLMs in performing structured 077

zero-shot IE tasks, with a focus on NER and RE. 078

Our approach divides the generation into two dis- 079

tinct components: 1) generating IE responses in a 080

free-form natural language format; followed by 2) 081

structuring these responses into a predefined for- 082
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Generate and OrganizeTraditional One-Step Prompting

Please identify the 
“Person” entities, and 
organize the results 
as a table with 
column “Person”… 

IE Instruction

Structure 

Regularization

Of course! Here is the table:
| Person        |
|---------------|
| Donald Trump  |
| ...           |

Please remove 
entities that do not 
refer to “Person”… 

Clean-Up

Here is the updated table: … 

Please identify the 
“Person” entities …

IE Instruction

| Person        |
|---------------|
| Donald Trump  |

Please remove 
entities that do not 
refer to “Person”… 

Clean-Up

Please organize the 
results as a table …

Of course! The entities include:
1. Donald Trump, who was …
2. White House is the location where…

According to the context, “White 
House” is not a person …

Structure 

Regularization

Figure 1: The pipeline of G&O for NER, compared
with Traditional One-Step prompting methods.

mat. Furthermore, we incorporate a clean-up com-083

ponent to eliminate any potential noise from the084

free-form responses before structuring. Through085

extensive experimentation, we demonstrate that our086

method boosts zero-shot IE performance across var-087

ious LLMs. Additionally, we show that each com-088

ponent of our approach contributes to its overall089

effectiveness. Beyond NER and RE, G&O is versa-090

tile enough to be integrated with other techniques,091

such as self-consistency (Wang et al., 2023c), and092

can be applied to a broad spectrum of tasks re-093

quiring formatted outputs. To support further re-094

search, we have made our methodology, including095

the code and experimental results, publicly avail-096

able at nonymous.4open.science/r/GnO-IE-F44C/.097

2 Generate and Organize098

To enhance the capability of LLMs on zero-shot099

IE tasks that necessitate structured outputs, our100

prompting pipeline integrates three key compo-101

nents, as depicted in Figure 1: 1) free-form re-102

sponse generation, which prompts LLMs to iden-103

tify the required information from the provided104

context without imposing any syntactic or struc-105

tural constraints on the result; 2) answer clean-106

up, tailored to the specific task at hand, filters out107

extraneous information to maintain the integrity108

of the final structured output; and 3) structure or-109

ganization, which is responsible for transforming110

the unstructured responses into organized formats,111

such as Markdown tables or lists, based on the112

LLMs’ prior responses within the conversation his-113

tory. In addition, we add zero-shot CoT (Kojima114

et al., 2022) to further improve the IE performance.115

Although our modification appears minor com-116

pared to traditional IE prompts that combine com-117

ponents 1 and 3, it enhances alignment with the118

>> User: 
Please identify the "Disease" entities mentioned in the following paragraph.

Paragraph: Risk of transient hyperammonemic encephalopathy in cancer patients who received 

continuous infusion of 5 - fluorouracil with the complication of dehydration and infection .

Let's think step by step.

>> Assistant: 
Sure! Let's identify the "Disease" entities mentioned in the paragraph:

1. Transient hyperammonemic encephalopathy: This is a disease entity mentioned in the paragraph.

2. Dehydration: Although dehydration is not a specific disease, it is mentioned as a complication in 

the paragraph.

3. Infection: Similar to dehydration, infection is not a specific disease, but it is mentioned as a 

complication in the paragraph.

So, the disease entities mentioned in the paragraph are "transient hyperammonemic 

encephalopathy."

Figure 2: GPT-3.5’s natural language responses tend to
include irrelevant entities (marked by red). Although
clearly explained, irrelevant terms still pose a difficulty
for GPT-3.5 during format organization.

inherent semantic progression of natural language, 119

and yields responses that are both more coherent 120

and informative, according to the theory of Xie 121

et al. (2022). In addition, clean-up also plays a 122

crucial role. As illustrated in Figure 2, our empir- 123

ical analysis reveals that while models efficiently 124

identify relevant entities or relationships, they often 125

include unrelated information that does not pertain 126

to the requested types. This phenomenon largely 127

stems from the models’ training to be “helpful” 128

through RLHF (Ouyang et al., 2022). Despite the 129

identification of irrelevant entities, their presence 130

complicates the task of formatting the useful in- 131

formation during the structure organization phase. 132

Hence, the clean-up phase is crucial to ensuring 133

that the output is concise and focused solely on 134

the entities of interest. In the final step, we opt for 135

Markdown tables as the structured format due to 136

their prevalence in LLM training datasets and to 137

maintain consistency with the RE pipeline. 138

3 Experiment and Discussion 139

3.1 Named Entity Recognition 140

Datasets Our research utilizes diverse NER 141

datasets , including CoNLL 2003 (Tjong Kim Sang 142

and De Meulder, 2003) from the general domain, 143

NCBI Disease (Dogan et al., 2014) and BC5CDR 144

(Li et al., 2016) from the biomedical sector, and 145

PolyIE (Cheung et al., 2023) from the field of ma- 146

terials science. Please refer to appendix B.2 for 147

statistics and details on data processing. 148

Baselines A fundamental baseline of G&O is 149

One-Step prompting, which consolidates iden- 150

tification and organization into a single prompt. 151

While there are variations in implementation, this 152
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CoNLL 2003 BC5CDR NCBI Disease PolyIE Macro Average

Partial Full Partial Full Partial Full Partial Full Partial Full

AEiO 0.5370 0.4965 0.6199 0.5058 - - 0.1300 0.0935 0.4290 0.3653
One-Step 0.4741 0.4477 0.7030 0.6041 0.6500 0.5131 0.4669 0.3207 0.5735 0.4714

G&O-NER 0.6569 0.6192 0.7610 0.6079 0.6935 0.5047 0.5449 0.3823 0.6641 0.5285

− CoT 0.6572 0.6079 0.6634 0.5544 0.5653 0.4059 0.4551 0.3068 0.5853 0.4688
− clean-up 0.7003 0.6436 0.7421 0.5861 0.6475 0.4541 0.5103 0.3421 0.6501 0.5065
+ CR 0.6775 0.6394 0.7724 0.6186 - - 0.6011 0.4236 0.6837 0.5605
+ FT 0.7175 0.6800 0.7949 0.6838 0.7703 0.5507 0.7608 0.5533 0.7609 0.6170

Table 1: The F1 scores of GPT-3.5 on the NER datasets with different prompting strategies. “Partial” and “Full”
refer to the partial and full matching criteria; “+” and “−” indicate the addition and removal of the corresponding
components. “CR” stands for Conflict Resolution, and “FT” for BERT fine-tuning.
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Figure 3: Comparing the precision and recall of G&O-
NER with One-Step on NER datasets.

method is currently the dominant approach among153

LLMs for tasks demanding structured outputs.154

We also consider another straightforward bench-155

mark termed All-Entity-in-One (AEiO), which in-156

structs the model to concurrently identify entities157

of various types, e.g., “Identify person, location,158

and organization entities within the given para-159

graph”. Note that One-Step also incorporates a160

clean-up phase, and AEiO differs from G&O pri-161

marily in the number of entity types it addresses.162

Please refer to appendix B.3 and B.4 for details.163

Metrics and Evaluation We employ micro-164

averaged precision, recall, and F1 score as metrics.165

However, the strict span-level matching criterion166

disproportionately penalizes predictions that over-167

lap with the ground truth without matching exactly,168

as observed by Zhou et al. (2023). Therefore, we169

use both partial and full matching scores. The for-170

mer acknowledges overlapping spans as true posi-171

tives, whereas the latter demands identical entities.172

Please refer to appendix B.6 for more details.173

Main Results As our main NER results, Table 1174

presents the F1 scores achieved by GPT-3.5 5 us-175

ing various prompting strategies. The effective- 176

ness of G&O is evident when compared against the 177

One-Step approach, where G&O-NER is superior 178

in nearly all datasets under both partial and full 179

matching criteria. On average, the separation of 180

task instruction and organization prompts yields 181

a 15.8% increase in partial-match F1 and a 12.1% 182

improvement in full. Furthermore, the comparison 183

with the AEiO baseline highlights the benefits of 184

entity-specific instructions on information extrac- 185

tion performance. Analysis of Figure 3 reveals that 186

G&O-NER consistently boosts precision relative to 187

the One-Step method without significantly affect- 188

ing recall on average. It shows that the opportunity 189

to explain its results, facilitated by the CoT process, 190

encourages GPT-3.5 to produce more precise final 191

outputs through self-verification and clean-up. 192

Ablation Studies To assess the contribution of 193

key elements within our approach, we conduct 194

two straightforward ablation studies: excluding 195

the CoT prompting and omitting the cleanup pro- 196

cess. Results in Table 1 show that the former leads 197

to a 11.87% partial F1 drop on average and the 198

latter 2.11%. On a dataset-specific basis, these fea- 199

tures exhibit minimal or even adverse effects on 200

the CoNLL 2003 dataset. However, they play a 201

pivotal role in enhancing performance on scientific 202

datasets. As discussed in § 2, LLMs are prone to 203

integrating discussions about irrelevant scientific 204

terms in their responses, a tendency less prevalent 205

with general entities such as person names in the 206

CoNLL dataset. Moreover, the encouragement for 207

models to articulate responses in natural language 208

proves more advantageous for scientific datasets, 209

where entities tend to be more complex and varied. 210

Resolving Entity Type Conflict Given G&O- 211

NER processes each entity type separately, a no- 212
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Figure 4: F1 scores of differnt LMs with G&O and One-
Step promptings, macro-averaged on the all datasets.

table challenge is the potential for a single entity213

span to be categorized under multiple types. To214

mitigate this issue, we implement two strategies:215

1) Conflict Resolution (CR), prompts LLMs to re-216

solve any conflict of entity types as it arise; and217

2) BERT Fine-Tuning (FT), which entails the fine-218

tuning of a pre-trained Transformer encoder (De-219

vlin et al., 2019) using pseudo labels generated by220

GPT. Detailed setup is provided in appendix B.3.221

As indicated in Table 1, both approaches enhance222

the overall effectiveness of G&O-NER, with FT223

being superior. FT not only addresses the type224

conflict issue but also acts as a filter that discerns225

high-level entity patterns from the pseudo labels.226

This process effectively refines the GPT-generated227

outputs by eliminating random inaccuracies.228

Other LLMs In exploring the adaptability of our229

approach with various LLMs, we extended G&O to230

4 open-source LLMs, including Llama 2 7B/70B231

(Touvron et al., 2023), Mistral 7B (Jiang et al.,232

2023), and Mixtral 8x7B (Jiang et al., 2024), specif-233

ically their chat/instruct variants. As depicted in234

Figure 4, the impact of G&O is less pronounced235

with these LLMs compared to GPT-3.5, indicating236

a dependency on the models’ capacity for reason-237

ing and following instructions. Notably, Llama 2238

models rarely produce explanations for their out-239

puts, which renders G&O virtually equivalent to240

One-Step prompting, albeit less robust due to an241

increased likelihood of error propagation. Con-242

versely, G&O effectively encourages Mi[s/x]tral to243

provide detailed explanations in natural language,244

achieving a more consistent enhancement over the245

One-Step approach. It can be concluded that G&O246

is more suited for LLMs that are designed with247

a focus on reasoning abilities and the capacity to248

engage in multi-round conversations.249

3.2 Relation Extraction250

In our study on RE, we evaluate 3 datasets: CoNLL251

2004 (Roth and Yih, 2004), NYT (Zeng et al.,252

0.0
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CoNLL 2004 NYT PolyIE Macro Average

One-Step G&O

Figure 5: The F1 scores of GPT-3.5 with different
prompting approaches on RE datasets.

2018), and PolyIE. Our RE approach is end-to- 253

end, predicting entities and their relations within 254

the same iteration, which mirrors real-world scenar- 255

ios and presents a greater challenge. We primarily 256

assess G&O-RE against the One-Step method us- 257

ing GPT-3.5, focusing on partial and full match 258

precision, recall, and F1 scores. Elaboration on 259

G&O-RE is provided in appendix B.4. 260

Figure 5 illustrates that G&O enhances GPT- 261

3.5’s performance on RE tasks, registering an av- 262

erage F1 score improvement of 28.5% for partial 263

matches and 7.6% for full matches. Notably, across 264

both NER and RE tasks, enhancements in partial 265

matches consistently surpass those in full matches. 266

Analysis of LLM responses reveals that G&O tends 267

to produce longer entity descriptions that incorpo- 268

rate attributes and modifiers not always present 269

in the original annotations. When applied to other 270

LLMs, G&O-RE maintains consistent performance 271

boosts, underscoring its versatility and applicability 272

across diverse IE tasks. 273

4 Conclusion 274

In this paper, we propose a simple yet effective 275

approach—G&O—to improve structured predic- 276

tion from LLMs for IE tasks. Different from con- 277

ventional prompting approaches, G&O separates 278

the identification and formatting steps into two 279

stages, which allows the model to focus on each 280

step independently and facilitates the generation 281

of organized results. Tested under the zero-shot 282

IE settings with GPT 3.5, this simple adjustment 283

brings significant performance gains, demonstrat- 284

ing the effectiveness of G&O. The improvement is 285

further validated by ablation studies and the gener- 286

alizability of G&O to other LLMs, which can be 287

further improved by resolving prediction conflicts 288

using both prompting and fine-tuning methods. We 289

hope our work can bring insights and inspirations 290

for further research on structured prediction from 291

LLMs and contribute to the development of more 292

effective and interpretable IE systems. 293
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Limitations294

Given the limitations of our computational re-295

sources, our evaluation was conducted on a select296

number of datasets and tasks. While these exper-297

iments effectively illustrate the efficacy of G&O,298

we recognize that incorporating additional datasets299

and tasks could enhance the robustness of our con-300

clusions. Moreover, we exclusively utilized Mark-301

down tables for structuring the final output, aiming302

for consistency across NER and RE tasks. How-303

ever, we did not investigate alternative formats such304

as lists or JSON, which are potentially more com-305

patible with GPT models. Such investigations are306

earmarked for future research endeavors.307

Another intriguing aspect, not covered in this308

study, is the potential for fine-tuning open-source309

LLMs to align with our prompting format through310

methods like supervised fine-tuning and reinforce-311

ment learning. We hypothesize that such an ap-312

proach could significantly augment the zero-shot313

capabilities of universal IE tasks. Addressing these314

areas of interest remains a key objective for our315

subsequent research efforts.316
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A Related Works691

In the landscape of supervised neural networks, re-692

searchers are actively seeking methods to reduce693

reliance on labeled data for Information Extraction694

(IE) tasks, acknowledging the effort and limitations695

associated with manually labeled data. A promi-696

nent approach includes the development of weak697

and distant supervision techniques (Liang et al.,698

2020; Lan et al., 2020; Lison et al., 2020, 2021;699

Zhang et al., 2021; Yu et al., 2021; Li et al., 2021,700

2022; Chen et al., 2023). These methods aim to701

lessen the annotation workload through the use702

of heuristic labeling functions (LFs). These func-703

tions, whether singular (Ren et al., 2018; Liang704

et al., 2020; Yu et al., 2021) or multiple (Lison705

et al., 2020; Li et al., 2021, 2022; Chen et al., 2023;706

Lang et al., 2022), are designed to generate noisy707

labels for unlabeled data. Subsequently, models708

are trained to refine and amalgamate these labels709

for improved prediction accuracy. However, some710

critics argue that the efficacy of single-LF meth-711

ods is highly dependent on the quality of the clean712

validation set (Zhu et al., 2023), and the creation713

of multiple LFs can be a labor-intensive process714

(Safranchik et al., 2020; Lison et al., 2021).715

Another research trajectory involves few-shot716

and zero-shot learning techniques (Han et al., 2018,717

2019; Soares et al., 2019; Yang and Katiyar, 2020;718

Ma et al., 2022; Li et al., 2023b). These methods719

are directed towards adapting IE models to new720

domains using minimal labeled examples. In line721

with the rapid advancements in Large Language722

Models (LLMs), some studies have explored di-723

rectly prompting these models for open-type IE724

tasks (Wang et al., 2023a; Han et al., 2023; Xie725

et al., 2023; Guo et al., 2023). Additionally, there is726

an emerging focus on fine-tuning generative LLMs727

to better align with specific prompts or task formats728

(Zhou et al., 2023; Zhang et al., 2023; Sainz et al.,729

2023; Jiao et al., 2023). Nonetheless, these studies730

have overlooked the issue of LLMs’ suboptimal731

performance in structured prediction tasks when732

using mixed prompts, which is the central topic of733

our research.734

B Detailed Experiment Setup735

B.1 Models736

Our research primarily centers on GPT-3.5,737

particularly the gpt-3.5-turbo-0613 version,738

CoNLL 03 BC5CDR NCBI PolyIE

n-instance 3,453 1,000 940 96 / 1,170
avg. l-text 70 148 147 2,761 / 188
n-entity-type 3 2 1 3
n-entity-mention 4,945 2,074 957 4,803

Table 2: NER dataset statistics. “avg. l-text” denotes
the average number of characters in each text instance.
The statistics of PolyIE is shown as “Paragraph-level /
Sentence-level”.

as documented by (OpenAI, 2022).1. Despite 739

not being the most current iteration, we have 740

opted to continue using this version to ensure 741

the continuity of our experimental work. In 742

terms of open-source LLMs, our selection in- 743

cludes Llama 2 7B (Llama-2-7b-chat-hf,2 744

Touvron et al., 2023), Llama 2 70B 745

(Llama-2-70b-chat-hf,3 Touvron et al., 2023), 746

Mistral 7B (Mistral-7B-Instruct-v0.2,4 747

Jiang et al., 2023), and Mixtral 8x7B 748

(Mixtral-8x7B-Instruct-v0.1,5 Jiang et al., 749

2024). Our experimental procedure involves only 750

forward inference without any model fine-tuning. 751

The inference process for GPT 3.5 utilizes the 752

OpenAI API via Azure, whereas the open-source 753

LLMs are run using HuggingFace Transformers 754

library (Wolf et al., 2019) and vllm (Kwon et al., 755

2023). The deployment of Llama 2 7B and Mistral 756

7B is each on an individual NVIDIA A100 80G 757

GPU, while Mixtral 8x7B and Llama 2 70B are 758

deployed on two GPUs each. 759

B.2 Datasets 760

In the NER task, we incorporate datasets from sev- 761

eral sources: CoNLL 2003 (Tjong Kim Sang and 762

De Meulder, 2003), NCBI Disease (Dogan et al., 763

2014), BC5CDR (Li et al., 2016), and PolyIE (Che- 764

ung et al., 2023). The CoNLL 2003, NCBI Disease, 765

and BC5CDR datasets are obtained as prepared by 766

Wang et al. (2023b), while the PolyIE dataset is 767

sourced directly from Cheung et al. (2023). We ap- 768

ply minor modifications to these datasets to tailor 769

them to our study’s needs. Specifically, for CoNLL 770

2003, we remove the “MISC” entities due to their 771

lack of informativeness and rare usage in practi- 772

cal scenarios. In the case of PolyIE, “Condition” 773

entities are excluded owing to the ambiguity sur- 774

rounding their definition. For BC5CDR, we limit 775

1platform.openai.com/docs/models/gpt-3-5-turbo
2huggingface.co/meta-llama/Llama-2-7b-chat-hf
3huggingface.co/meta-llama/Llama-2-70b-chat-hf
4huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
5huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
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CoNLL 04 NYT PolyIE

n-instance 288 369 96
avg. l-text 159 199 2,761
n-relation-type 5 7 1
n-ary-relations 2 2 3
n-relation-mention 422 265 527

Table 3: RE dataset statistics. “n-ary-relations” indi-
cates the number of entities in a relation tuple (group).

our testing to 1,000 randomly selected samples776

to minimize computational demands. Preliminary777

experiments indicate that model performance on778

these subsets aligns with results obtained using the779

full datasets. Furthermore, we adapt the input con-780

text for PolyIE to account for differences in the781

capabilities of GPT-3.5 and other language models.782

For GPT-3.5, we input entire paragraphs, whereas783

for other LLMs, we broke the paragraphs into sen-784

tences and processed them individually, acknowl-785

edging their constrained history comprehension786

and memory abilities. We report the performance787

on the test set of each dataset, and the detailed788

statistics are shown in Table 2.789

In terms of RE, we utilize CoNLL 2004 (Roth790

and Yih, 2004), NYT (Zeng et al., 2018), and791

PolyIE (Cheung et al., 2023). Similar to NER,792

we obtain CoNLL 2004 and NYT from Wang et al.793

(2023b) and PolyIE from Cheung et al. (2023). The794

infrequent relation types are also removed from795

the datasets to ensure a more focused and afford-796

able evaluation. For PolyIE, we only keep the797

“Material-Property-Value” relations and test all798

models using paragraph-based instances as the rela-799

tions usually span multiple sentences. The statistics800

of the RE datasets are shown in Table 3.801

B.3 NER Implementation Details802

G&O and Baselines Our experiments focus on803

revealing the difference between the zero-shot per-804

formance of LLMs when prompted with G&O and805

One-Step. Therefore, we use the same prompt for806

both methods to ensure a fair comparison, except807

for the position of structure organization instruc-808

tion. Specifically, for the NER task, G&O-NER809

prompts are designed as Listing 1:810

Listing 1: G&O-NER prompts.
1 >> SYSTEM PROMPT811
2 You are a knowledgeable assistant specialized in812

recognizing and understanding named entities813
and their interrelations. If requested to814
organize information in tabular format , you are815
adept at filtering and presenting only the816

relevant and valid results. You will exclude817
any results that are not pertinent or are818

inaccurate from the table according to the 819
discussion history. 820

3 821
4 >> USER PROMPT # Step 1. Free -form response 822

generation 823
5 Please identify the "<ENTITY TYPE >" entities in the 824

following paragraph. 825
6 826
7 Paragraph: <PARAGRAPH > 827
8 828
9 # optional zero -shot CoT prompt 829

10 Let 's think step by step. 830
11 831
12 >> ASSISTANT ANSWER 832
13 833
14 # varies from case to case , omitted 834
15 835
16 >> USER PROMPT # Step 2. Clean -up (optional) 836
17 837
18 Please remove irrelevant entities and only keep the 838

entities that clearly refer to <ENTITY TYPE >. 839
19 840
20 >> ASSISTANT ANSWER 841
21 842
22 # varies from case to case , omitted 843
23 844
24 >> USER PROMPT # Step 3. Structure organization 845
25 846
26 Please present the valid entities as a Markdown 847

table with one column "<ENTITY TYPE >". 848
27 849
28 Make sure to present the entities precisely in the 850

same words as in the original paragraph. 851
29 852
30 >> ASSISTANT ANSWER 853
31 854
32 # varies from case to case , omitted 855

In the prompts, the “entity types” are rephrased 856

so that they are more comprehensible to the mod- 857

els. For example, “PER” is rephrased as “person”; 858

“CN” is rephrased as “Material Name”, etc.. The 859

prompting format is kept consistent across all mod- 860

els with only one difference: the system prompt is 861

not applied to open-source LLMs. Of course, the 862

specific prompt string is adjusted to match each 863

model’s prompting style. Similarly, the One-Step 864

NER prompts are shown below: 865

Listing 2: One-Step NER prompts.
1 >> SYSTEM PROMPT 866
2 You are a knowledgeable assistant specialized in 867

recognizing and understanding named entities 868
and their interrelations. If requested to 869
organize information in tabular format , you are 870
adept at filtering and presenting only the 871

relevant and valid results. You will exclude 872
any results that are not pertinent or are 873
inaccurate from the table according to the 874
discussion history. 875

3 876
4 >> USER PROMPT # Step 1. Free -form response 877

generation 878
5 Please identify the "<ENTITY TYPE >" entities in the 879

following paragraph and present the valid 880
entities as a Markdown table with one column "< 881
ENTITY TYPE >". Make sure to present the 882
entities precisely in the same words as in the 883
original paragraph. 884

6 885
7 Paragraph: <PARAGRAPH > 886
8 887
9 # optional zero -shot CoT prompt 888

10 Let 's think step by step. 889
11 890
12 >> ASSISTANT ANSWER 891
13 892
14 # varies from case to case , omitted 893
15 894

10



16 >> USER PROMPT # Step 2. Clean -up (optional)895
17896
18 Please remove irrelevant entities and only keep the897

entities that clearly refer to <ENTITY TYPE >898
and present the valid entities as a Markdown899
table with one column "<ENTITY TYPE >". Make900
sure to present the entities precisely in the901
same words as in the original paragraph.902

19903
20 >> ASSISTANT ANSWER904
21905
22 # varies from case to case , omitted906

Notice that the term “One-Step” refers to the907

IE generation and structure organization being per-908

formed in a single step. The pipeline could also909

contain a standalone clean-up step, which is set910

up as default in our experiments (as revealed in911

Listing 2).912

For both G&O and One-Step, we ask LLMs to913

generate the entities of one type at a time, which is914

most frequently adopted in previous works (Wang915

et al., 2023b; Xie et al., 2023). To validate the916

effectiveness of such an approach, we introduce917

AEiO, a method that generates all entities at once.918

It is derived from G&O, with the only difference919

being the instruction to generate and organize all920

entities simultaneously. The specific prompt for921

AEiO is shown in Listing 3.922

Listing 3: AEiO NER prompts.
1 >> SYSTEM PROMPT923
2 You are a knowledgeable assistant specialized in924

recognizing and understanding named entities925
and their interrelations. If requested to926
organize information in tabular format , you are927
adept at filtering and presenting only the928

relevant and valid results. You will exclude929
any results that are not pertinent or are930
inaccurate from the table according to the931
discussion history.932

3933
4 >> USER PROMPT # Step 1. Free -form response934

generation935
5 Please identify the "<ENTITY TYPE 1, ENTITY TYPE 2,936

..., ENTITY TYPE n>" entities in the following937
paragraph.938

6939
7 Paragraph: <PARAGRAPH >940
8941
9 # optional zero -shot CoT prompt942

10 Let 's think step by step.943
11944
12 >> ASSISTANT ANSWER945
13946
14 # varies from case to case , omitted947
15948
16 >> USER PROMPT # Step 2. Clean -up (optional)949
17950
18 Please remove entities that do not clearly refer to951

any of the following entity types: "<ENTITY952
TYPE 1, ENTITY TYPE 2, ..., ENTITY TYPE n>".953

19954
20 >> ASSISTANT ANSWER955
21956
22 # varies from case to case , omitted957
23958
24 >> USER PROMPT # Step 3. Structure organization959
25960
26 Please present the valid entities as a Markdown961

table with columns [" Entity", "Entity Type "].962
27963
28 Make sure to present the entities precisely in the964

same words as in the original paragraph and the965
Entity Types are in "<ENTITY TYPE 1, ENTITY966

TYPE 2, ..., ENTITY TYPE n>". 967
29 968
30 >> ASSISTANT ANSWER 969
31 970
32 # varies from case to case , omitted 971

As NCBI Disease contains only one entity type, 972

AEiO is identical to G&O and is not applied. 973

Conflict Resolution As mentioned in § 3.1, we 974

adopt two strategies to resolve the entity type con- 975

flict in NER results: Conflict Resolution (CR) and 976

BERT Fine-Tuning (FT). CR first identifies the con- 977

flicting entity spans and then prompts the model 978

to resolve the conflict within the previous conflict- 979

ing LLM outputs, also following the generation- 980

organization prompting format. An example of CR 981

is shown in Listing 4. 982

Listing 4: An example of conflict resolution on the
CoNLL 2003 dataset.

1 >> SYSTEM PROMPTn 983
2 You are a helpful assistant who is good at 984

identifying named entities and their relations. 985
3 986
4 >> USER PROMPT 987
5 According to the following paragraph , please 988

identify and resolve the conflicts in the Named 989
Entity Recognition (NER) results: 990

6 991
7 Paragraph: But China saw their luck desert them in 992

the second match of the group , crashing to a 993
surprise 2 - 0 defeat to newcomers Uzbekistan . 994

8 995
9 NER Response 1: 996

10 | Location | 997
11 |-------------| 998
12 | China | 999
13 | Uzbekistan | 1000
14 1001
15 NER Response 2: 1002
16 | Organization | 1003
17 |--------------| 1004
18 | Uzbekistan | 1005
19 1006
20 1007
21 Let 's think step by step. 1008
22 1009
23 >> ASSISTANT ANSWER 1010
24 1011
25 Step 1: Identify the conflicts in the NER results. 1012
26 1013
27 In NER Response 1, both "China" and "Uzbekistan" are 1014

identified as locations , which is consistent 1015
with the context of the paragraph. 1016

28 1017
29 In NER Response 2, "Uzbekistan" is identified as an 1018

organization , which is not consistent with the 1019
context of the paragraph. "Uzbekistan" should 1020
be identified as a location. 1021

30 1022
31 Step 2: Resolve the conflicts in the NER results. 1023
32 1024
33 Based on the context of the paragraph , the resolved 1025

NER results should be: 1026
34 1027
35 Resolved NER Response 1: 1028
36 | Location | 1029
37 |-------------| 1030
38 | China | 1031
39 | Uzbekistan | 1032
40 1033
41 Resolved NER Response 2: 1034
42 | Location | 1035
43 |--------------| 1036
44 | Uzbekistan | 1037
45 1038
46 Therefore , the conflicts in the NER results have 1039

been resolved. 1040

11



471041
48 >> USER PROMPT1042
491043
50 Please present the entities with corrected entity1044

types as a Markdown table with columns [" Entity1045
", "Entity Type "]. Make sure the Entities are1046
expressed in the same words as the original1047
answers and the Entity Types in [" location", "1048
organization", "person "].1049

511050
52 >> ASSISTANT ANSWER1051
531052
54 Here are the corrected entity types presented as a1053

Markdown table:1054
551055
56 | Entity | Entity Type |1056
57 |------------|-------------|1057
58 | China | location |1058
59 | Uzbekistan | location |1059

In the example, we directly take the conflicting1060

LLM outputs (“NER Response n”) as the input1061

context and ask the model to resolve the conflict.1062

We are aware that this may not be the most ef-1063

fective way to resolve conflicts, but it is the most1064

straightforward to demonstrate the necessity of CR.1065

Supervised BERT Fine-Tuning Another strat-1066

egy to resolve the entity type conflict and further1067

boost the performance is to fine-tune a Transformer1068

encoder model on LLM-generated content. To1069

achieve this goal, we first align the LLM-generated1070

entities to the tokenized paragraph (which is the1071

same as our evaluation process discussed in ap-1072

pendix B.6), generating a set of token-level labels.1073

Specifically, we use BIO2 tagging scheme, where1074

“B” denotes the beginning of an entity, “I” denotes1075

the inside of an entity, and “O” denotes the outside1076

of an entity. If a conflict occurs, we randomly se-1077

lect one of the conflicting entities to be the pseudo1078

label. With the training dataset established, we1079

fully fine-tune DeBERTa V3 (He et al., 2023),61080

a state-of-the-art pre-trained Transformer encoder1081

model, following the supervised learning paradigm1082

with Cross Entropy loss. One tricky part is that our1083

setting is more similar to transductive learning, as1084

the model is fine-tuned and evaluated on the same1085

dataset, although the gold labels are different. To1086

prevent overfitting to pseudo labels, we apply a1087

dropout rate of 0.3 to both self-attention and feed-1088

forward layers. In addition, we use a relatively1089

large learning rate of 1× 10−4 with AdamW opti-1090

mizer (Loshchilov and Hutter, 2019) and a linear1091

learning rate scheduler with warm-up ratio of 0.1.1092

On all datasets, the model is updated for around1093

300 steps—roughly 6 epochs for CoNLL 2003, 101094

epochs for NCBI Disease and BC5CDR, and 151095

epochs for PolyIE, with batch sizes adjusted from1096

16 to 64 accordingly. We do not apply any early1097

6huggingface.co/microsoft/deberta-v3-base

stopping strategy due to the lack of a reliable vali- 1098

dation signal. All experiments are conducted on a 1099

single NVIDIA A100 80G GPU with full-precision 1100

floating point numbers (float32), implemented with 1101

PyTorch (Paszke et al., 2019) and HuggingFace 1102

Transformers library (Wolf et al., 2019). No factor- 1103

ization or efficient tuning approach is adopted. 1104

B.4 RE Implementation Details 1105

RE poses a greater challenge than NER because it 1106

demands that the model not only discern entities 1107

within the text but also understand their contex- 1108

tual relationships in an end-to-end manner. Many 1109

relation labels, such as “place lived” or “texttt- 1110

location contains”, present ambiguity that can be 1111

difficult for LLMs to comprehend. To mitigate this, 1112

we tailor prompts for each type of relation to en- 1113

hance the model’s comprehension. Specifically, we 1114

leverage GPT-4 (OpenAI, 2023) with Web UI to 1115

craft prompts based on a simple slot-filling tem- 1116

plate designed for GPT-3.5, enabling it to recog- 1117

nize specific relations from the textual context. An 1118

example of this process is provided in Listing 5, 1119

showcasing we guide GPT-4 in generating relation 1120

extraction prompts for GPT-3.5. 1121

Listing 5: An example of GPT-4’s instruction to gener-
ate RE prompts for GPT 3.5.

1 >> USER PROMPT 1122
2 Please rephrase the following prompt so that GPT 3.5 1123

can detect the "location contains" 1124
relationships between Florida and Boca Raton: 1125

3 1126
4 Original Prompt: Please identify the "location 1127

contains" relationships between the "Location" 1128
and "Location" entities in the following 1129
paragraph. 1130

5 1131
6 Paragraph: Graveside service Monday January 31 , 1132

2:00 P.M. at Riverside Cemetery , Rochelle Park 1133
, N.J. Donations may be made to Hospice By The 1134
Sea , Boca Raton , Florida . 1135

7 1136
8 Let 's thinks step by step. 1137

Notice that the “original prompt” is simply 1138

modified from the template “Please identify the 1139

<relation type> relationships between the 1140

<head entity type> and <tail entity type> 1141

entities in the following paragraph.” These example 1142

paragraphs and labels used for prompt construction 1143

are drawn randomly from the training partition of 1144

datasets, ensuring no test data is exposed. 1145

Another distinct aspect of RE, compared to NER, 1146

is the integration of the clean-up process into the 1147

structural organization phase, rather than treating 1148

it as a separate step. For RE, we introduce an ad- 1149

ditional column during the structuring phase, so 1150

that the result table not only lists entities linked 1151

12
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by the desired relation but also indicates the pres-1152

ence of that relation. In the post-processing stage,1153

any entity pairs without a confirmed relation in this1154

additional column are excluded. This integrated1155

approach has proven more effective in preliminary1156

tests than the isolated clean-up process traditionally1157

used in NER. Examples of G&O-RE in Listing 61158

conversation pipeline on the CoNLL 2004 dataset1159

for the relation type “organization-based-in”1160

illustrate this methodology, and one example out-1161

put is demonstrated in Listing 7.1162

Listing 6: An example of G&O-RE.
1 >> SYSTEM PROMPT1163
2 You are a knowledgeable assistant specialized in1164

recognizing and understanding named entities1165
and their interrelations. When requested to1166
organize information in tabular format , you are1167
adept at filtering and presenting only the1168

relevant and valid results. You will exclude1169
any results that are not pertinent or are1170
inaccurate from the table according to the1171
discussion history.1172

31173
4 >> USER PROMPT # Step 1. Free -form response1174

generation1175
5 Please analyze the given text to identify1176

relationships where an organization is1177
headquartered or primarily operates in a1178
specific location. Look for patterns that1179
indicate this type of relationship.1180

61181
7 Paragraph: An art exhibit at the Hakawati Theatre in1182

Arab east Jerusalem was a series of portraits1183
of Palestinians killed in the rebellion .1184

81185
9 Let 's think step by step.1186

101187
11 >> ASSISTANT ANSWER1188
121189
13 # varies from case to case , omitted1190
141191
15 >> USER PROMPT # Step 2. Structure organization and1192

clean -up1193
161194
17 If exists , please present the valid relationships as1195

a Markdown table with columns [" Organization",1196
"Location", "Whether the Organization is based1197
in the Location "]. Make sure the table items1198

are from the original paragraph.1199
181200
19 >> ASSISTANT ANSWER1201
201202
21 # varies from case to case , omitted1203

Listing 7: An example of RE output. The column head-
ers are slightly modified for better visualization.

1 |Organization|Location|Whether ORG based in LOC|1204
2 |-----------------------|----------|-----|1205
3 | Bolshoi Ballet | Moscow | Yes |1206
4 | Kirov Ballet | Leningrad| Yes |1207
5 | Armenian opera singers| Yerevan | Yes |1208

Furthermore, the One-Step RE prompt merges1209

the two steps of the aforementioned pipeline, sim-1210

plifying the process into a single prompt, as shown1211

in Listing 8.1212

Listing 8: An example of One-Step prompting for RE.
1 >> SYSTEM PROMPT1213
2 You are a knowledgeable assistant specialized in1214

recognizing and understanding named entities1215

and their interrelations. When requested to 1216
organize information in tabular format , you are 1217
adept at filtering and presenting only the 1218

relevant and valid results. You will exclude 1219
any results that are not pertinent or are 1220
inaccurate from the table according to the 1221
discussion history. 1222

3 1223
4 >> USER PROMPT 1224
5 Please analyze the given text to identify 1225

relationships where an organization is 1226
headquartered or primarily operates in a 1227
specific location. Look for patterns that 1228
indicate this type of relationship. If exists , 1229
please present the valid relationships as a 1230
Markdown table with columns [" Organization", " 1231
Location", "Whether the Organization is based 1232
in the Location "]. Make sure the table items 1233
are from the original paragraph. 1234

6 1235
7 Paragraph: An art exhibit at the Hakawati Theatre in 1236

Arab east Jerusalem was a series of portraits 1237
of Palestinians killed in the rebellion . 1238

8 1239
9 Let 's think step by step. 1240

10 1241
11 >> ASSISTANT ANSWER 1242
12 1243
13 # varies from case to case , omitted 1244

For a comprehensive review of the prompts de- 1245

signed for each relation type, we refer readers to 1246

the meta files accompanying each dataset within 1247

our code repository. 1248

B.5 Justification for Using Markdown 1249

As noted in § 2, we utilize Markdown tables to 1250

format the output from LLMs for both NER and 1251

RE tasks to ensure uniformity in the structured out- 1252

put. Additionally, we find that instructing LLMs 1253

to format outputs into Markdown tables, with col- 1254

umn names such as Organization, Location, and 1255

Whether the Organization is based in the 1256

Location, simplifies the process compared to us- 1257

ing JSON. JSON formatting requires more detailed 1258

prompts and can lead to inconsistencies in the out- 1259

put (e.g., variations in key naming or decisions 1260

regarding the use of dictionaries versus lists as the 1261

primary structure). Consequently, we prefer Mark- 1262

down tables for their simplicity in both RE and 1263

NER tasks, ensuring consistency across outputs. 1264

Examples and justifications for this formatting 1265

choice will be included in our revised manuscript. 1266

B.6 Post-Processing and Evaluation 1267

While extracting entities or relationships, the out- 1268

puts from LLMs may not always align perfectly 1269

with the terminology or phrasing in the source text. 1270

Issues such as extraneous or missing spaces, vari- 1271

ations in tense, and unnecessary clarification of 1272

acronyms, are common, particularly for smaller 1273

models. To address this, we employ a fuzzy match- 1274

ing algorithm using Python’s difflib library7 to bet- 1275

7docs.python.org/3/library/difflib.html
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user+assistant assistant-only

One-Step 157.78 60.41
G&O 246.35 149.59

− CoT 168.72 70.26
− clean-up 148.51 57.96
+ CR +51.58 +29.15

Table 4: Average token consumption for annotating a
single input instance using One-Step baseline prompting
and G&O. “user+assistant” represents the combined
input tokens from the user and the output tokens from
the language model; “assistant-only” focuses solely on
the model’s output tokens. The “+ CR” row indicates
the additional tokens required to resolve conflicts per
instance.

ter correlate the LLM outputs with the original text.1276

Subsequently, we evaluate the model’s precision,1277

recall, and F1 score based on how well the predicted1278

entity spans match the actual ground truth spans.1279

As discussed in § 3.1, our evaluation encompasses1280

both full and partial match scores to provide a thor-1281

ough assessment of model accuracy. A full match1282

necessitates complete agreement between the pre-1283

dicted and ground truth spans, aligning with tradi-1284

tional evaluation methods. Partial matching, how-1285

ever, accounts for overlaps between predicted and1286

actual spans, thus accommodating minor discrep-1287

ancies. For instance, in the sentence “He’s working1288

for the White House”, a ground truth entity labeled1289

“White House → Organization” and a predicted1290

span “the White House → Organization” (with1291

an added “the” in the span) would be acknowl-1292

edged as a true positive prediction in a partial match1293

scenario, but considered both a false positive and1294

a false negative in a full match evaluation. Con-1295

versely, labeling “White House” as a “Location”1296

would be incorrect under both matching criteria.1297

For RE tasks, achieving a partial or full match1298

on all entity spans in the relation group is required1299

for a prediction to be considered correct in CoNLL1300

2004 and NYT. In the PolyIE dataset, we adopt a1301

more lenient approach, accepting a relation predic-1302

tion as correct if at least one set of mapped entity1303

spans within a paragraph corresponds to the ground1304

truth. This flexibility is due to the frequent mention1305

of each entity within a relation group across the1306

paragraph, owing to its length (Table 3). Impos-1307

ing a strict criterion for matching all entity spans1308

in PolyIE could lead to counterintuitive evaluation1309

outcomes.1310

C Additional Results 1311

C.1 Token Consumption 1312

Table 4 summarizes the token consumption for 1313

annotating a single input instance using various 1314

prompting methods and their variants. It indicates 1315

that G&O uses more tokens than One-Step, primar- 1316

ily because of the extra tokens derived from the 1317

CoT reasoning processes in natural language, as 1318

demonstrated in the comparisons within the first 1319

three rows. One approach to address this issue 1320

is to use LLMs to annotate a subset of the labels, 1321

followed by training a discriminative model like 1322

DeBERTa to manage the remaining annotations. 1323

However, determining the optimal number of an- 1324

notations to balance efficiency and effectiveness 1325

remains a challenge and warrants further investiga- 1326

tion. 1327

C.2 Complete Results 1328

Tables 5 and 6 present the complete results of our 1329

experiments on the NER and RE tasks, respectively. 1330

Due to the limiation of computational resources, 1331

we do not conduct the full set of ablation studies 1332

on open-source LLMs or the RE task, and only 1333

validate our key point, G&O, by comparing it to the 1334

One-Step approach. The key findings are presented 1335

using tables and figures in the main paper and will 1336

not be repeated here. 1337
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CoNLL 2003 BC5CDR

Partial Full Partial Full

GPT-3.5

AEiO 0.5370 (0.6819 / 0.4429) 0.4965 (0.6323 / 0.4088) 0.6199 (0.8254 / 0.4963) 0.5058 (0.6794 / 0.4028)
One-Step 0.4741 (0.4070 / 0.5678) 0.4477 (0.3850 / 0.5349) 0.7030 (0.6632 / 0.7479) 0.6041 (0.5720 / 0.6401)

G&O-NER 0.6569 (0.6027 / 0.7219) 0.6192 (0.5695 / 0.6784) 0.7610 (0.7835 / 0.7398) 0.6079 (0.6334 / 0.5845)

− CoT 0.6572 (0.6648 / 0.6498) 0.6079 (0.6185 / 0.5977) 0.6634 (0.8001 / 0.5666) 0.5544 (0.6776 / 0.4691)
− clean-up 0.7003 (0.6482 / 0.7616) 0.6436 (0.5992 / 0.6950) 0.7421 (0.7153 / 0.7712) 0.5861 (0.5699 / 0.6032)
+ CR 0.6775 (0.6386 / 0.7213) 0.6394 (0.6043 / 0.6788) 0.7724 (0.7954 / 0.7506) 0.6186 (0.6447 / 0.5946)
+ FT 0.7175 (0.6496 / 0.8012) 0.6800 (0.6161 / 0.7585) 0.7949 (0.8166 / 0.7743) 0.6838 (0.7068 / 0.6622)

Llama 2 7B One-Step 0.4237 (0.3234 / 0.6139) 0.3929 (0.3005 / 0.5672) 0.6426 (0.5766 / 0.7256) 0.5087 (0.4608 / 0.5678)
G&O-NER 0.4281 (0.3193 / 0.6495) 0.3787 (0.2830 / 0.5725) 0.6408 (0.6300 / 0.6520) 0.5169 (0.5131 / 0.5207)

Llama 2 70B One-Step 0.4685 (0.3711 / 0.6353) 0.4428 (0.3514 / 0.5983) 0.7532 (0.7118 / 0.7997) 0.6389 (0.6081 / 0.6730)
G&O-NER 0.5476 (0.4490 / 0.7016) 0.5128 (0.4213 / 0.6550) 0.7260 (0.7251 / 0.7270) 0.5792 (0.5849 / 0.5737)

Mistral 7B One-Step 0.4884 (0.3970 / 0.6344) 0.4075 (0.3334 / 0.5240) 0.7246 (0.7012 / 0.7496) 0.5244 (0.5149 / 0.5342)
G&O-NER 0.5693 (0.4963 / 0.6676) 0.4963 (0.4349 / 0.5780) 0.7318 (0.7967 / 0.6766) 0.5300 (0.5870 / 0.4831)

Mixtral 8x7B One-Step 0.5827 (0.5023 / 0.6936) 0.5213 (0.4517 / 0.6163) 0.7815 (0.7574 / 0.8072) 0.6038 (0.5923 / 0.6157)
G&O-NER 0.6575 (0.6029 / 0.7230) 0.5937 (0.5471 / 0.6489) 0.7697 (0.7840 / 0.7560) 0.6098 (0.6309 / 0.5902)

NCBI Disease PolyIE

Partial Full Partial Full

GPT-3.5

AEiO - - 0.1300 (0.7440 / 0.0712) 0.0935 (0.5383 / 0.0512)
One-Step 0.6500 (0.6175 / 0.6860) 0.5131 (0.4851 / 0.5445) 0.4669 (0.4253 / 0.5177) 0.3207 (0.2936 / 0.3533)

G&O-NER 0.6935 (0.8458 / 0.5877) 0.5047 (0.6278 / 0.4220) 0.5449 (0.5830 / 0.5115) 0.3823 (0.4117 / 0.3569)

− CoT 0.5653 (0.8260 / 0.4297) 0.4059 (0.6101 / 0.3041) 0.4551 (0.4901 / 0.4249) 0.3068 (0.3342 / 0.2836)
− clean-up 0.6475 (0.6775 / 0.6200) 0.4541 (0.4886 / 0.4242) 0.5103 (0.5036 / 0.5173) 0.3421 (0.3396 / 0.3448)
+ CR - - 0.6011 (0.6723 / 0.5572) 0.4236 (0.4685 / 0.3866)
+ FT 0.7703 (0.8822 / 0.6837) 0.5507 (0.6356 / 0.4859) 0.7608 (0.7044 / 0.8270) 0.5533 (0.5034 / 0.6141)

Llama 2 7B One-Step 0.5405 (0.4670 / 0.6416) 0.3474 (0.3076 / 0.3992) 0.3994 (0.3701 / 0.4338) 0.2629 (0.2440 / 0.2849)
G&O-NER 0.5342 (0.5481 / 0.5209) 0.3000 (0.3163 / 0.2853) 0.2881 (0.2898 / 0.2864) 0.1874 (0.1886 / 0.1863)

Llama 2 70B One-Step 0.6390 (0.5910 / 0.6957) 0.4608 (0.4340 / 0.4911) 0.4421 (0.4307 / 0.4541) 0.3355 (0.3255 / 0.3461)
G&O-NER 0.5992 (0.6098 / 0.5890) 0.3736 (0.3902 / 0.3584) 0.4466 (0.4313 / 0.4630) 0.3093 (0.2980 / 0.3215)

Mistral 7B One-Step 0.6715 (0.7211 / 0.6282) 0.3842 (0.4306 / 0.3469) 0.3923 (0.3357 / 0.4720) 0.1821 (0.1586 / 0.2138)
G&O-NER 0.6588 (0.7987 / 0.5606) 0.3892 (0.4897 / 0.3229) 0.4335 (0.4313 / 0.4357) 0.2060 (0.2072 / 0.2048)

Mixtral 8x7B One-Step 0.6674 (0.6734 / 0.6615) 0.4484 (0.4667 / 0.4316) 0.5210 (0.4717 / 0.5817) 0.3144 (0.2873 / 0.3472)
G&O-NER 0.7049 (0.8629 / 0.5958) 0.4413 (0.5613 / 0.3636) 0.5275 (0.4609 / 0.6165) 0.3268 (0.2880 / 0.3776)

Table 5: The complete results of different LLMs on NER datasets, presented as “F1 (precision / recall)”.

CoNLL 2004 NYT PolyIE

Partial Full Partial Full Partial Full

GPT-3.5

One-Step 0.404 (0.363 / 0.455) 0.387 (0.261 / 0.324) 0.116 (0.088 / 0.170) 0.106 (0.080 / 0.155) 0.281 (0.427 / 0.210) 0.178 (0.256 / 0.136)
G&O-RE 0.447 (0.436 / 0.459) 0.335 (0.333 / 0.337) 0.212 (0.145 / 0.393) 0.160 (0.110 / 0.298) 0.371 (0.390 / 0.353) 0.226 (0.221 / 0.231)

Llama 2 70B

One-Step 0.334 (0.234 / 0.584) 0.224 (0.159 / 0.378) 0.182 (0.103 / 0.765) 0.152 (0.086 / 0.645) 0.358 (0.413 / 0.316) 0.254 (0.277 / 0.234)
G&O-RE 0.361 (0.258 / 0.605) 0.252 (0.184 / 0.404) 0.191 (0.111 / 0.683) 0.156 (0.091 / 0.559) 0.371 (0.449 / 0.317) 0.272 (0.313 / 0.241)

Mixtral 8x7B

One-Step 0.423 (0.418 / 0.428) 0.260 (0.264 / 0.257) 0.261 (0.179 / 0.477) 0.187 (0.128 / 0.343) 0.242 (0.367 / 0.107) 0.134 (0.193 / 0.102)
G&O-RE 0.441 (0.397 / 0.496) 0.294 (0.270 / 0.323) 0.237 (0.152 / 0.541) 0.170 (0.109 / 0.389) 0.364 (0.416 / 0.324) 0.226 (0.240 / 0.213)

Table 6: Comprehensive performance metrics of various LLMs on RE Datasets, expressed as F1 (precision / recall).
Results from smaller-scale models, Llama 2 7B and Mistral 7B, are omitted due to their inability to produce valid
responses in initial testing on NYT and PolyIE.
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