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ABSTRACT

Vision and Language are two major modalities in Artificial Intelligence re-
search. Bridging the gap between these modalities has long been a key fo-
cus in the multimodal community. Inspired by human cognition, we believe
that if a model can see an image and directly associate it with its linguis-
tic meaning, the model possesses high-level intelligence that spans vision
and language. In our work, we focus on emojis in images, a widely-used
“cryptic symbol”, with a data form of both visual and linguistic features,
i.e. emojis have the specific textual semantics while human understand
the meaning from their visual information. Specifically, we first propose
the novel task of translating emojis in images to corresponding idioms,
thereby challenging Multimodal Large Language Models (MLLMs) to (1)
understand the semantic correlation between language and emojis, and (2)
reason the intricate linguistic meaning from the emojis in images. To fa-
cilitate the advancement of this task, we construct a high-quality bench-
mark (Emoji2Idiom) following the process of automatic model generation
and human manual filtering. Based on our constructed Emoji2Idiom, we
employ multiple advanced MLLMs to conduct extensive experiments and
detailed analyses, demonstrating that existing MLLMs do not yet have
enough capability to understand and reason the linguistic information from
visual data. We believe our proposed benchmark and interesting discover-
ies will encourage the community to attach importance to the intelligence
of MLLMs directly associating language from vision, to give MLLMs more
comprehensive vision-language understanding ability E

1 INTRODUCTION

Multimodal Large Language Models (MLLMSs) have made remarkable progress and achieve-
ments in recent years [Yin et al| (2023)); [Wu et al.| (2023); |Cui et al. (2024), especially
their visual-language understanding capabilities, which have laid a solid foundation for the
widespread development of multimodal applications|Chen et al.[(2024);|Zhang et al.[(2024a)).
For how to improve the visual-language understanding capabilities of MLLMs, a core chal-
lenge is how to bridge the gap between vision and language [Koh et al.[(2024); Peng
et al] (2023); Wang et al.| (2024).

Naturally, we want to know to what extent MLLMs should understand vision and language
before we can claim that “the gap between vision and language in MLLMs has been filled”?
We believe if MLLMs can behave like humans, their intelligence must have reached an ex-
tremely ideal level. We notice that when a person sees an image, he or she can often directly
associate it with the linguistic meaning behind the image. For example, when humans see
special symbols, they can directly know the words represented by these symbols. Since pre-
vious VQA-based benchmarks treat the vision and language separately, we try to transfer
human analogy to MLLMs, when an image is fed to MLLMs, if MLLMs can directly

Al our data are available in anonymous Github link https://anonymous.4open.sci-
ence/r/Emoji2ldiom-0CCA.
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Figure 1: This figure illustrates the capabilities that our Emoji2Idiom concerns. We provide
the emojis in images, ground truth, and the MLLM-generated results.

associate the linguistic meaning behind the image, then we can claim that it has
relatively advanced visual-language understanding intelligence. Images inputted
to MLLMs here have clear and discrete semantic meanings, manifested as concrete concepts,
specific symbols or logos, etc. The semantic information of these images can be accurately
interpreted as linguistic concepts or tokens.

Inspired by the above thinking, our work aims to explore the ability of MLLMs to directly
understand the linguistic meaning behind images. It is exciting that many graphic symbol
codes in cryptography exist as special indicators in an image so that when people see
the image, they can decode the textual meaning of the image. We have noticed that emoji
are increasingly becoming a kind of “cryptic symbol” widely used by people from
all over the world and from all cultural backgrounds [Mostafavi & Porter| (2021). People not
only use emoji to enrich their expressions and show their moods, but also directly use emoji
to replace the corresponding text [Fischer & Herbert| (2021). Emojis have specific textual
semantics, while human understand the meaning from their visual representations instead of
directly treating emojis as characters. Thus, emojis in images are strongly coupled with their
corresponding linguistic meanings, contributing to becoming the basis of our benchmarks
and serving as a bridge between visual and linguistic understanding. The understanding of
emoji not only requires MLLMSs to comprehend the image information of individual emoji
but also to combine its textual indications with the related contexts so that the model can
further explore the deeper meanings of emoji. Therefore, understanding emojis in images is
a challenging vision-language task.

To promote the research on cryptic symbol emoji understanding of MLLMs, we propose a
novel task that requires MLLMSs to receive input image information of emoji sequences and
generate their corresponding text information, shown in Figure [l We introduce the visual
modality of emoji and require the MLLMs not only to identify the linguistic meaning of
individual emoji but also to understand the special utterances of the emoji and its associated
context, contributing to generating text with special semantic and format, e.g., a word or
an idiom. Specifically, our task aims to challenge the following capabilities of MLLMs:
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(1) Harmonized Word Reasoning: Translating emojis into texts usually harmonizes
with a sound-like word. Therefore, MLLMs need to have rich language knowledge, to reason
about the harmonic words.

(2) Abstract visual understanding of image: Emoji symbols often have strong indica-
tive meanings, which requires MLLMs to deeply understand the abstract visual character-
istics of emoji, rather than just the visual shape.

(3) Many-to-one or one-to-many mapping generation problem: According to our
observation, it is common for multiple emojis to correspond to one word, or one emoji to
correspond to multiple words. This requires the MLLMs to make correct predictions based
on the origin emoji understanding and to realize the complex reasoning via context.

Furthermore, we construct the Emoji2Idiom benchmark to support the task of translating
cryptic symbol emojis in images to corresponding texts. To enrich the diversity of the bench-
mark, we set up emoji-to-Chinese idiom, emoji-to-English word, and emoji-to-English idiom
tasks, taking into account the language and semantic diversity. After automatic filtering and
manual filtering by human experts from raw data, we obtain a high-quality dataset. From
the above challenges of understanding and the design of diverse benchmark tasks, we hope
that MLLM can not only realize the complex understanding of real-world text substitution
expressions using emoji, but also generalize to other cryptographic symbols understanding.
We hope to realize a generalized unified visual-verbal understanding benchmark instead of
the traditional VQA-based benchmarks, which treat visual and verbal information sepa-
rately. Based on our constructed Emoji2Idiom, we employ multiple advanced MLLMs to
conduct extensive experiments and detailed analyses, demonstrating that existing MLLMs
do not yet have enough capability to understand and reason the linguistic information from
visual data. Our contributions are summarized as follows:

1. We first propose the task of translating a sequence of emojis in images to cor-
responding texts, aiming to guide MLLMs to perform high-level vision-language
understanding like humans.

2. We build the high-quality Emoji2Idiom benchmark, which is a new data resource
that can facilitate MLLMs to better understand cryptic symbol in images.

3. We conduct experiment of advanced MLLMs on Emoji2Idiom and provide some
detailed analysis, interesting discoveries , and valuable insights for the community
to further improve the visual-language understanding capabilities of MLLMs.

2 RELATED WORK

Language Model Based Cryptic Understanding FEmoji can be represented by UTF-
8 2019), and many treat emoji as text and encode them as vectors [Eisner et al.
(2016). Leveraging the emoji Unicode library, numerous studies have explored emoji-text
translation, including translation text into emoji Monti et al.| (2016); Leonardi (2022)); Klein|
(2024)), and bidirectional translationDanesi (2022). Beyond this, emoji-based sentiment
analysis has become a significant area of emoji research |Gibson et al| (2018); |Chen et al.|
(2019; 2018); Liu et al.| (2021). However, to the best of our knowledge, our Emoji2Idiom is
the first to apply the visual representation and textual semantics of emojis.

MLLMs Benchmark Earlier unified MLLM benchmarks collect a substantial number
of images and generate corresponding QA pairs to evaluate MLLMs [Fu et al| (2023a),
with a focus on uniformity and objectivity, as seen in SEEDBENCH [Li et al. (2024b)
and SEEDBENCH-2 [Li et al.| (2023a). Recent benchmarks have started to assess different
capabilities from different dimensions, including visual comprehension [Fu et al. (2023b); [Li|
et all (2024a)); Tong et al| (2024); |Ca1 et al| (2023), reasoning ability [Zhang et al. (]20240 ;
[Roberts et al.| (2023)), in-context learning capability [Shukor et al.| (2023); [Liu et al.| (2023]),
hallucination challenge |Cui et al| (2023); [Liu et al| (2023, and multiple domains (math,
physics, music, medical, etc.)Lu et al.| (2024b); |Li et al. (2023c); Yue et al.| (2024); Zhang
. However, most benchmarks are based on the VQA annotations and natural
scenario image, rather than directly associating an abstract image with its linguistics.
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Figure 2: This figure illustrates the data collection pipeline, which is divided into two stages,
raw data collection, and data annotation and filtering.

3 THE EMoJI12IDIOM BENCHMARK

3.1 TASK DEFINITION
Given an image of a sequence of emoji Ifmoﬁ = {emoji,, emoji,, - - - ,emoji, }, Emoji2Idiom
task aims to translate emojis in images to corresponding idiom text by model F':

Text = F(I;™). (1)
These emoji sequences correspond to texts with specific formats and semantics, represent-
ing a Chinese idiom word, an English word, or an English idiom sentence. It requires not
only understanding the direct corresponding text of a single emoji, but also inferring com-
plex linguistic meaning based on the surrounding emoji context, containing some harmonic
characters, multiple emoji mapping to a single character, or one emoji mapping to multiple
words. These more complex emoji understanding problems are prevalent in our dataset. We
further discuss the specific properties and challenges in Section and Appendix [C]

3.2 BENCHMARK CONSTRUCTION

Raw Data Collection As shown in the Figure [2| we collect raw data through two au-
tomatic generation methods: Retrieve from the Internet. There are a large number of
databases for guessing the corresponding words and idioms based on emojis on the internet,
which can be obtained freely without commercial usage. We retrieve the relevant web pages
of the game, web databases, and the video to get the original emoji images and the corre-
sponding text answers. Generate Emoji Based on Text. The quality of internet retrieval is
not high, due to 1) recurring emoji-text pairs, 2) a relatively higher number of four-word
idioms compared with a few multi-word idioms, and 3) a relatively low number of English
idioms. We select the texts of common English words, English idioms, and Chinese idioms,
and generate the corresponding emoji sequences by the text-to-emoji translation.

Data Annotation and Filtering Automatic filtering. The machine is utilized to auto-
matically perform data cleaning, including deletion of duplicate values and ethical checking.

e Deletion of duplicate values and missing values, etc. Notably, the machine au-
tomatically removes duplicate combinations of the same emoji inputs but retains
combinations of the same text result with different emoji inputs.

e Perform ethical checking. Some of the emoji may contain expressions of violence,
pornography, or other safety violations, and we utilize GPT-40 to check all the
images and remove those that are not ethically safe.
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Human Filtering. In this phase, we engage human experts to refine the semantics of emoji-
text pairs, focusing on the following aspects:

+ Removal of Non-standard Idioms: Phrases like “#% K[z (blue sky and white
clouds)” lack historical context and cultural significance, leading to their exclusion.

¢ Elimination of Low Consistency Pairs: Annotators assess the alignment be-
tween emoji and text. Pairs with weak correlations are discarded to make the
translation process overly difficult and reducing the image’s indicative meaning.

e Exclusion of Unclear Images: Images that are unclear to recognize, such as
those from low-resolution video screenshots, are scored on their clarity. Images that
score poorly are removed to ensure legibility.

« Mitigation of Repetitive Mappings: Frequent mappings, such as “¥§” to “4%
(jie)”-“H7 (jie)”, can introduce data bias. To address this, we employ diverse emoji
databases, and manually adjust or remove repetitive mappings beyond ten times.

o Filtering of Unethical Content: We rigorously filter for emoji-text pairs linked
to violence, discrimination, or other inappropriate themes. A wide range of emoji
including multiple skin tones and gender categories is utilized to promote expression.

To eliminate subjectivity in manual filtering, we provide annotators with detailed guidelines

as shown in Appendix @ And additional information about our human filtering can be
found in Appendix [A]

Table 1: The statistics and image-text pair examples of our Emoji2Idiom in four tasks.

Task Image-Text Pairs Emoji Examples Text Examples
Chinese idioms (Four Characters) 1,876 O & D Jo] o) A SR
Chinese idioms (Multi-characters) 334 X?28daago8a ra=st-+—
English Word 842 L] starfish
English Idiom 783 = § Health is wealth.

3.3 DATA STATISTIC ANALYSIS AND OTHER FEATURES

We give the statistics of our proposed Emoji2Idiom in Table[l} In the Chinese idioms task,
we collect 1,876 and 334 emoji-text pairs of four-character idioms and multi-character idioms,
respectively. Among them, since the combinations of four-character idioms are naturally
much larger than those of multi-character idioms in dictionaries, such a difference in the
distribution is similarly reflected in our dataset. For English words, we set the tasks of emoji
to word and idiom, with 842 and 783 sets of image-text pairs, respectively. There are some
additional details about Emoji2Idiom in the Appendix |B| In our Emoji2Idiom, we observe
several interesting linguistic phenomena, and present some examples, with additional details
provided in Appendix @ The linguistic phenomena raise great challenges of Emoji2Idiom,
and also encourage the exploration of vision-language capabilities of MLLM.

Word Split In the English word, it is common for multiple emoji to represent one word.
For instance, the word “Panda” can be split into “Pan-" and “-da,” where “Pan-" corresponds
to Q. Beyond understanding the meaning of individual emojis, the MLLM must also remove
unnecessary letters and combine the parts to infer a completely new word.

Harmonic Characters Since it is sometimes difficult to find directly related emoji to
represent, harmonic characters with similar pronunciations are often chosen to replace them.
For example, “To be loaded”, “To” harmonizes with “Two” [, and “be” harmonizes with
“bee” 4¢. In the Chinese idiom “ME®HEE”, “fr” harmonizes with “I% (snake)” of emoji
", “B3” harmonizes with “%! (pear)” of emoji " . The understanding of these harmonics
usually requires the model to synthesize the relevant context of the emoji, to reason out the
correct expression of the harmonized words.


INVOKER
Highlight
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Table 2: Evaluation results on Chinese idiom task. The Word, Chr-2 and Chr-1 denote the
accuracy of guessing the whole word, two or more words, and one or more words correctly.

Idiom with Four words Idiom with Multi-words
‘Word-level Character-level ‘Word-level Character-level
Model Word Chr-2 Chr-1 Pre. Rec. F-1 Word Chr-2 Chr-1 Pre. Rec. F-1
Deepseek-VL 0.4 2.3 25.6 6.4 6.4 6.4 1.1 4.9 29.3 8.7 10 9.3
Qwen-VL 0.5 4.7 30.2 8.7 8.7 8.7 2.4 9.8 31.7 9.1 169 11.8
LLaVa-1.5 0.6 3.8 32.2 105 10.5  10.5 2.8 7.9 29.9 9.0 17.3 11.8
CogAgent 0.6 44 34.7 11.6 11.6 11.6 3.6 8.2 30.4 8.7 14.5 10.9
InternVL-2 0.8 6.3 37.8 9.1 9.1 9.1 34 8.3 29.4 8.9 15.6 11.3
Claude-3.5 1.3 6.7 23.3 8.0 8.0 8.0 14 2.9 7.1 6.0 9.7 7.4
GPT-4V 0.7 1.3 22.1 5.8 5.8 5.8 1.1 6.8 28.4 3.7 9.1 5.3
GPT-40 3.3 8.7 27.5 10.7  10.7  10.7 9.1 13.6 27.3 75 18.1 10.6

Abstract visual Emoji Understanding. In addition to referring to the direct meanings
of the emoji, it is often necessary to deeply infer the semantics of the emoji. For example,
in € o L “FLM I (pull together with the same goal) 7, is an arm, but it does not
mean “arm” in idioms. Instead, it is a very strong arm, which corresponds to “Jj (power)”.

Cross-cultural Issue Discussion FEmoji, as a simple and universally recognized symbol,
is widely used across many countries, especially on global social platforms. While cultural
nuances are inevitable, emojis generally facilitate cross-cultural understanding. Our dataset
tries to minimize ambiguities and emotional shifts caused by complex linguistic contexts,
focusing on a sequence instead of a single emoji. In addition, Our dataset is constructed
with careful consideration of emoji diversity, covering categories such as smiley faces and
emotions, humans and bodies, animals and nature, food and drinks, travel and places,
activities, objects, symbols, and flags.

3.4 EVALUATION METRICS

Our dataset computes the precision, recall, F-1, and BLEU value of the results with the
ground truth results on the sentence level, word level, and character level to evaluate the
MLLM’s ability to understand emoji images. We further propose the Chr-2 and Chr-1 to
measure in fine-grained evaluation, which denotes the accuracy of guessing two or more
words, and one or more words correctly. The details about the evaluation metrics are
provided in the Appendix

4 EXPERIMENT RESULTS

4.1 BASELINES

We select commercial Claude-3.5-sonnet-20241022, gpt-4-vision-preview and GPT-4o-
20240513 to evaluate the emoji2idiom benchmark. For a richer evaluation, we select a
series of open-source MLLMs for testing. These include: 1) Qwen-VL-7B [Bai et al.| (2023]),
DeepSeek-VL-7B [Lu et al.|(20244), which have good Chinese language support; 2) LLaVa-
1.5-7B|Li et al.| (2023b)), CogAgent-18B [Hong et al.| (2023)), InternVL-2-8B which have good
visual comprehension capabilities. We provide a detailed description of the baselines,
their implementation details, and the prompt template in Appendix

4.2 MLLM EVALUATION RESULTS

Emoji to Chinese Idiom We evaluate four-character and multi-character idioms shown
in Table [2 We observe that all the MLLMs perform poorly on these two tasks. The latest
model, GPT-4o, achieves accuracy scores of 3.3 and 5.0 at the word level for both tasks. The
accuracy at the Chr-1 is significantly higher than at the word level, indicating that MLLMs
are equipped with the basic translations of text corresponding to individual emojis, but
have limited capability to further infer the corresponding linguistic meanings based on the
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Table 3: Evaluation on English word and idiom task. B-1 and B-2 denote the BLEU-1 and
BLEU-2 respectively.

English Word English Idiom

‘Word-level Character-level Sentence-level ‘Word-level
Model Pre. Rec. F-1 Pre. Rec. F-1 Pre. Rec. F-1 Pre. Rec. F-1 B-1 B-2

Deepseck-VL  23.2  26.3 24.7 462 475 468 119 119 119 151 146 148 151 11
Qwen-VL 286 291 288 512 504 508 121 121 121 171 125 144 171 113
LLaVa-1.5 301 30.1 30.1 54.6 55.7 55.1 144 144 144 197 213 205 19.7 164
CogAgent 29.8 298 298 528 519 523 132 132 132 183 195 189 183 152
InternVL-2 31,1 311 311 56.6 572 569 153 153 153 193 221 206 184 16.1
Claude-3.5 423 423 423 639 738 685 298 298 298 48.0 427 452 423 39.7

GPT-4V 385 385 385 60.3 692 644 264 264 264 41.1 431 421 394 375
GPT-40 55.8 55.8 55.8 68.5 77.5 72.7 352 35.2 35.2 46.8 473 47.0 45.0 41.6

Table 4: Evaluation of the semantic similarity scores of Chinese task, where 1 is categorized
as dissimilar and 5 is categorized as perfect similarity.

Chinese Idiom with Four words Chinese Idiom with Multi-words
Average Distribution(%) Average Distribution(%)
Model Semantics 1 2 3 4 5 Semantics 1 2 3 4 5
InternVL-2 141 66.9 26.3 6.1 0 0.7 1.47 61.4 329 45 0 1.1
GPT-40 1.66 56.7 29.1 9.5 0.6 4.1 1.76 59.1 25.0 57 12 9.0
English Word English Idiom
InternVL-2 2.75 46.2 115 19.2 172 404 2.75 60.3 19.0 11.1 48 49
GPT-40 3.55 275 78 20 7.5 552 2.99 285 220 7.7 55 36.3

relevant emoji context, especially for the harmonization reasoning. Thus, our Emoji2Idiom
is challenging to MLLMs due to a huge number of harmonization word mapping with emojis.

Emoji to English Word and English Idiom MLLM'’s overall accuracy is higher com-
pared to the two Chinese idiom tasks. In Table |3} GPT-40 achieves impressive F-1 values of
55.8 and 35.2 at the word and sentence levels, in emoji-to-English word and English idiom
respectively. This is likely because the model has encountered more similar English texts
during training, making it more adept at reasoning about English words. However, MLLMs
always suffer from hallucination problems. When they catch a linguistic meaning of a single
emoji, they quickly focus on the word or idiom related to this emoji from the inner knowl-
edge they have, and ignore the relevant context of the emojis. Based on our Emoji2Idiom,
the community can explore the hallucination problem and improve the inference ability.

Evaluation of the semantic similarity of the response We further experiment the
semantic similarity between the responses and the ground truth. We input the model output
answers and ground truth into LLM and let LLM score the semantic similarity from 1 to
5. As shown in the Table we observe that the average scores of the model on the
English task are significantly higher than those on the Chinese task. In addition, when we
carefully observe the distribution, we find that 1)for the Chinese task, most of the scores are
concentrated in 1 and 2, which indicates that the MLLM can almost barely guess; 2)while
for the English task, most of the scores are concentrated in 1 and 5, which indicates that
the MLLM can either predict the answer correctly, or get irrelevant answers.

4.3 FURTHER EXPLORATION ON MLLM LEARNING

Exploration with In-context Learning In addition to evaluating the direct inference
abilities of MLLMs, we further explore their performance using in-context learning. We
select the open-source Qwen-VL and the closed-source GPT-4o, evaluating each task with
3, 5, and 7 context examples, as shown in Table 5] and Table [f] MLLMs improve across
various tasks with the addition of contextual examples, indicating the high quality of our
Emoji2Idiom that the randomly chosen examples can improve the performance a lot. How-
ever, in the Chinese task, performance decreases when using too many samples (7 in-context
examples). This decline indicates that MLLMs learn incorrect mappings in this complex
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Table 5: Exploration on in-context learning in Chinese idiom tasks. The Word, Chr-2 and
Chr-1 denote the accuracy of the whole word, two or more words, and one or more words.

Idiom with Four words Idiom with Multi-words
‘Word-level Character-level ‘Word-level Character-level
Model Word Chr-2 Chr-1 Pre. Rec. F-1 Word Chr-2 Chr-1 Pre. Rec. F-1
Qwen-VL 0.5 4.7 30.2 8.7 8.7 8.7 24 9.8 31.7 9.1 169 118
+3 in-context example 0.5 5.1 31.3 9.3 9.3 9.3 2.2 10.1 28.6 104 131 11.6
+5 in-context example 0.6 5.3 31.6 9.4 9.4 9.4 3.3 12.3 32.1 11.7 169 138
+7 in-context example 0.5 4.9 32.1 9.4 9.4 9.4 2.8 10.7 31.4 114 154 13.1
GPT-40 3.3 8.7 27.5 10.7  10.7 10.7 9.1 13.6 27.3 7.5 18.1  10.6

+3 in-context example 2.6 11.3 33.9 12.6 126 126 9.5 23.8 36.9 17.0 219 19.1
+5 in-context example 3.5 12.2 35.7 13.7 137 137 131 27.4 42.9 20.7 291 242
+7 in-context example 3.5 8.7 31.3 12.0 12.0 120 10.7 19.0 34.5 16.2  23.1  19.0

Table 6: Exploration on in-context learning in English tasks.

English Words English Idiom
‘Word-level Character-level ‘Word-level Character-level
Model Pre. Rec. F-1 Pre. Rec. F-1 Pre. Rec. F-1 Pre. Rec. F-1
Qwen-VL 28.6 29.1 288 51.2 504 50.8 121 121 121 171 125 144

+3 in-context example  29.3 293 293 536 52.1 528 12.0 120 12.0 176 179 177
+5 in-context example 30.6 30.6 30.6 559 542 55.0 13.0 13.0 13.0 189 184 18.6
+7 in-context example 32.5 32,5 32,5 57.8 55.7 56.7 152 152 152 19.7 202 199

GPT-40 55.8 558 558 68.5 775 727 352 352 352 46.8 47.3 470
+3 in-context example 57.6 57.6 57.6 723 750 736 363 363 36.3 476 473 474
+5 in-context example 54.5 545 545 775 79.0 782 374 374 374 482 50.0 491
+7 in-context example 60.6 60.6 60.6 79.4 739 765 385 385 385 495 50.5 50.0

task and suffer from hallucination issues. We further provide some insights of fine-tuneing
and reasoning approaches on Emoji2Idiom in Appendix.

Exploration with Chain-of-Thought We further investigate the enhancement of CoT
inference. This task prompts the MLLM to think step by step, with the detailed prompt
in the Appendix In Figure 3] we evaluate GPT-40 and gqwen-vl. Our findings indi-
cate that the CoT design enables the MLLM to produce better answers without additional
training, improving accuracy at both character and word levels while improving semantically
and visually aligned responses. This demonstrates the method’s effectiveness and
the high quality of our data. Furthermore, the CoT framework mitigates hallucination
issues in GPT-40 while avoiding significant semantic bias. By mimicking human reasoning
processes, the CoT design offers insights into MLLM errors, guiding future research.

Exploration on Input Length Effects We discuss that how the length of emoji se-
quences might impact model performance. The length of chinese four-character idioms and
English words exhibit short, with average lengths of 4.11 and 4.23, respectively, and lead to
minimal impact from image size variations. However, Chinese multi-character idioms and
English idioms have longer sequences (averaging 7.48 and 5.32), resulting in more elongated
images with higher variance in length. The resizing methods employed by different MLLMs
can distort longer images, degrading performance. To address this, further work can propose
an additional preprocessing step.

4.4 HUMAN EVALUATION

Human Performance on Chinese Idiom Tasks Due to the limited performance of
MLLMs on the Chinese idiom task, we invite human experts to participate and assess
the task’s difficulty, thereby determining the upper limit of machine performance on this
benchmark. Humans are tested by the same evaluation metrics, and task complexity is rated
on a scale from one (very easy) to five (very difficult), with evaluation details provided
in Appendix [G} The results in Figure [4] show that MLLM still has significant room for
improvement, and our Emoji2Idiom presents significant challenges.
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GPT-40-CoT Owen-VL-CoT
Image: GPT-40: 4@ A ® Image: Qwen-VL: — £ 1 & ®
avsmy GPT-40-5ex: 4 &K B ® SSONAM@E QwenViSex: —£K1§ ®
GPT-40-CoT: VA7 1k & © Qwen-VL-CoT: & F & % @
Ground Truth: Reasoning: Ground Truth: Reasoning:
eSS &(chair)sound like “yi” (# in Chinese). VE S &£\ Chicken > 1
W(shark)sound like “sha” (% in @ Heart >
Chinese) &8 Number 1000 > .
4% - directly represents "45".
Image: GPT-40: £ 23 7] ® Image: Qwen-VL: — % —F ®
GPT-4o-5ex: 18 89 T k449 Rk @ Qwen-VL-5ex: — K — 1 ®
= 1 :
5] GPT-40-CoT: 5 — £ @ BAa¥0 Qwen-VL-CoT: =KX & ©
Ground Truth: Reasoning: Ground Truth: Reasoning:
HiE—% 43 (pig) sound like “zhu” (¥ in —RZE £ House > 4 F (Fang zi)
Chinese) . & Juice > F it (gud zhi)
@ (one) sound like “yi” (— in Chinese) B saltshaker - 2:4E (Yan guan)

(smile) -represents “%".

Figure 3: The results of the base MLLM, ICL approach, and CoT approach, with the
reasoning process of MLLM.

Human expert-1 Human expert-2 Human expert-3
Complexity 70 [ 6] 64 68 66
Word-level [ ] 54 7 665
Character-2 70 85 735
Character-1 [ 3] 85 9 84.25

A R IR e O I T R IR I S S RN ORI

Figure 4: Human performance on Chinese idiom task. To better show the task complexity,
we map the score to the 1-100 interval.

Human Evaluation on MLLMs We conduct a human assessment of the answers gener-
ated by MLLMs. This evaluation considers the normality, semantic similarity to the ground
truth, emotional similarity, visual similarity to the original emojis, and the fluency of the
generated text, with details provided in Appendix. [G} As shown in Figure [5§, MLLMs
perform well in generating standardized idiom expressions. However, lower scores in seman-
tic similarity and visual similarity suggest that emoji comprehension and idiom reasoning
remain challenging areas for MLLMs.

4.5 CASE STUDY

We provide a case study based on our experimental results, which contains four types of
prevalent challenges, and propose some potential training methods in Appendix

Harmonization Problem MLLMs often fail on harmonization problems. As shown in
Figure @ " - “i (snake, sound like “she”)” homonym to “# (leave, sound like “she”)”
but the MLLM fails to recognize. In the English idiom, =% - “whale” homonym to “well”.
Our Emoji2Idiom includes many harmonic character phenomena. Current MLLMs are not
yet capable of effectively capturing emoji context and reasoning with harmonic words, and
struggle with our challenging Emoji2Idiom.

Hallucination Problem In Figure @ the model recognizes £ and immediately outputs
“horsing around”, without considering other emojis. Another example shows GPT-4v and
GPT-40 recognizing the number ] and associating it with the idioms “§§ =Py (change
one’s mind often)” and “Hi ={#]PU (disorderly)”, both containing the number 3, without
considering the surrounding emojis. That is due to the hallucination problem. MLLMs
often think narrowly, focusing only on words or idioms directly related to a single emoji.
Our Emoji2Idiom is concerned about this issue, and look forward to further exploration of
the poor performance of MLLMs that we have discovered.

Multi-emoji to One Character Mapping. Emoji2Idiom presents a huge challenge on
this mapping issue, where MLLMs fail to perform a multi-to-one or one-to-multi mapping.
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Expert-1

std.

SemSim.  Flu.

Emo Sim. Emj Sim. Emo Sim. Emj Sim.

Figure 5: Human evaluation on GPT-4v and GPT-4o.
Emo Sim., and Flu. denote the normality, semantic similarity, emotional similarity, visual

Sem sim.

Expert-3

Emo Sim. Emj Sim.

similarity to the original emojis, and fluency.

Chinese Idiom with

Problems four character
Couldn’t identity Emoji:

homophonic

characters (Red color . @ . b
denotes the Ground truth: % & #fi %
homophonic GPT-4V: # Nk X
characters) GPT-40: A% #

Emoji:

40P

Ground truth: ¥A B °X /%
GPT-4V: AR M8 %
GPT-40: 4 424+ 45

Suffer hallucination
problem

Emoji:
(<33 Jololo}
Ground truth: 77 % %

GPT-AV: —— &
GPT-40: £3% A &

Multi-emoji to one
character mapping

Abstract Visual
understanding of the
emoji symbol

Emoji:
[SY71S] N

Ground truth: 4 4 4.4
GPT-4V: & 2 #
GPT-40: 2 & 3K .1

Chinese Idiom with
Multi-characters

Emoji:
RWOBHAD

Ground truth: 4 & 71~ % 4

h: o
GPT-4V: i %A fF
GPT-40: i A2 #

Emoji:
pagd 37| 2 Jio]|

Ground truth: R[5 = £ =
+—

GPT-4V: = =%
GPT-40: #if ={8]v9

Emoji:

PAGX @onnomvy

Ground truth: ¥ 7 % A,

—& 4

GPT-4V: $i =% w

GPT-40: MR % &

Emoji:
odas-20a@

Ground truth: %2 £ 1~ &,

= RARIT

GPT-4V: Ash A

GPT-40: LA

Sem Sim.

Emo Sim. Emj Sim.

English Word

Emoji:

S+ 0

Ground truth: kiwi
GPT-4V: keywest
GPT-40: keyword

Emoji:

gy
Ground truth: Killer
whale
GPT-4V: swordfish
GPT-40: swordfish
Emoji:

H+8+06

Ground truth:
Blackberry
GPT-4V: Bare
GPT-40: Squarebear

Emoji:

G @
Ground truth: African
elephant

GPT-4V: worldwide
GPT-40: elephant

The Std.

Flu. Sem Sim

Emo Sim. Emj Sim.

, Sem Sim., Emj Sim.,

English Idiom

Emoji:

@) ! hope so!

Ground truth: Well, | hope so
GPT-4V: whale of a time
GPT-40: Whale, | hope so

Emoji:
A

Ground truth: To pony up
GPT-4V: straight from the
horse's mouth

GPT-40: horsing around

OB

Ground truth: Blow off steam
GPT-4V: cold shoulder
GPT-40: blow hot and cold

Emoji:

Emoji:
Qay

Ground truth: Receive a
kickback

GPT-4V: think outside the box
GPT-40: out of the box

Figure 6: Four typical problems the GPT-4v and GPT-40 suffer in our Emoji2Idiom.

For example, -] [ [ 1 are four emojis, but the model does not successfully combine
them into one character “7 (one thousand)”.

Abstract Visual Image Understanding of the Emoji Symbol MLLMs struggle to
align emoji semantics with intricate meanings when it comes to deep comprehension. For
example, in “receive a kickback”, the model simply captures §, the meaning of “box”, and
interprets it as “out of the box”, but does not combine the package attributes of “receiving
something” with the hint of money to generate the correct answer. Our Emoji2Idiom highly
focuses on this deeper understanding, evaluating and exploring the capabilities of MLLMs.

5 CONCLUSION

We propose the Emoji2Idiom benchmark, containing emoji to Chinese idioms, English
words, and English idioms. It provides a way to measure the ability of MLLM to un-
derstand complex emoji symbol sequences on images. We design a measurement framework
containing harmonic characters, abstract visual understanding, and many-to-one mapping
problems, to validate the ability of the MLLM to synthesize the understanding of emoji
contexts with emoji-to-text coupled reasoning and generation. We evaluate advanced open-
source and closed-source MLLMs with our dataset, analyze the results, and highlight future
research directions with case studies.
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6 REPRODUCIBILITY STATEMENT

In order to ensure that other researchers can better reproduce our work in us, we put a lot
of effort into reproducibility. We describe in detail our data collection and data building
process in Section [3] and Appendix [A] and provide full experimental details in the Section
and Appendix |[EllG] including the parameter details of the model we used with the
prompt template. All data and source code can be found on the Github link [Emoji2ldiom.
We promise to continue to maintain our Github repository, discuss this research with other
researchers, and contribute to the entire multimodal large language model community.

7 ETHICS STATEMENT

We introduce a novel benchmark, Emoji2Idiom, incorporating a thorough description of
data collection, annotation, and filtration processes. We emphasize that the dataset’s cre-
ation adheres strictly to ethical guidelines, with vigilant measures against any breach or
impropriety. Great care has been taken to uphold ethical standards in the dataset, employ-
ing anonymization, desensitization, and data cleaning. The text samples pose no risk to
public welfare. Hence, the innovative research directions and tasks proposed are ethically
robust and harmless to society.
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A  ADDITIONAL DETAILS OF DATA FILTERING

A.1 AvutoMATIC FILTERING

In this phase, we mainly utilize machines and large language models to filter large-scale
data, which includes the following steps in total:

1. Deletion of default values. We utilize a machine to automatically remove incomplete
emoji-idiom pairs, including those with missing corresponding emoji images and
those with missing corresponding idioms. It is guaranteed that each emoji image
corresponds to the standard idiom answer one by one.

2. Removing Duplicate Values. We utilize the machine to automatically remove dupli-
cate emoji-idiom pairs. Here, we only need to remove the emoji-idiom pairs corre-
sponding to identical emoji sequences while retaining the pairs with the same idiom
text but corresponding to different emoji representations, which helps to enhance
the diversity of the dataset. Note that we will first filter the pairs corresponding
to the same idiom text by the machine with additional labels, and make a manual
decision on whether to perform the deletion in the next stage of manual filtering.

3. Image Quality Check. We utilize LLM (specifically GPT-40 is used), to perform
image quality checking, which entails marking and removing: images that are too
blurry and those that do not meet the ethical norms (images that contain elements
of violence, abusive language, discrimination, etc.) along with their corresponding
idioms.

4. Text Ethics Checking. We utilize LLM (specifically GPT-40) to perform text ethics
checking, which involves tagging and deleting idiom with elements of violence, dis-
crimination, abuse, etc. For example, “ZI Fi#H/K” is a sexist idiom, and we will
delete its corresponding emoji-idiom pair.

A.2 HuMAN FILTERING

In this phase, we invited human experts in Chinese and English languages to perform manual
data filtering, which included the following steps in total:

1. Duplicate value checking: for the automatic filtering phase, the machine flags a
portion of emoji-idiom pairs where the text is the same but the corresponding
images are not the same. the human expert needs to further check whether the
emoji expressions here are really different. For the pairs with identical emoji images,
the human expert will delete them.

2. Image quality check: Human experts further check whether the emoji images are
unclear and illegible, and remove the illegible images.

3. Idiom standardization check: Human experts need to check whether the idiom text
expression is standardized, including the format of the idiom, whether it has a
specific linguistic meaning, and whether it is in line with common human usage,
etc., to ensure that our dataset meets the real-world usability. For example, for the
idiom “blue sky and white clouds”, although it is a four-word idiom that conforms to
the norms of human usage, it does not have a specific allusion, mythological story,
traditional story background, or special semantic meaning, and does not belong
to the standard idioms. For example, although “JiizK L7 is a four-letter word
with a specific historical background, people more often use the expression “high
mountains and flowing water”. Therefore, “Jfi7KE 1" is not an expression that
conforms to human language usage and will be deleted.

4. Emoji and Idiom Relevance Check: Since in emoji to idiom expression, many times
the representation of harmonic characters will be utilized, which will increase the
difficulty of emoji comprehension and the difficulty of generating the final idioms.
Human experts will evaluate the relevance of emoji to idioms:

e If too many or too complex harmonic characters are used with the emoji rep-
resentation, at this time the task will be too difficult for not only MLLM but
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also humans to understand. At this point, the human expert will consider the
relevance of this emoji sequence to the idiom to be too low and delete the
emoji-idiom pair.

o It is noteworthy that we conducted an evaluation of human ability on this
benchmark in Sec. 4.4 and found that humans achieved an average score of
66.5 on the word-level accuracy of Chinese idioms. This score demonstrates
both that our dataset is challenging and that the task is accomplishable, and
that there is still much room for improvement in the performance of the current
MLLM on this task.

5. Repeated harmonic word mapping check: due to the limited expression of emoji,
when using emoji to replace textual expressions, harmonic words are often used to
find the corresponding emoji for expression. emoji2idiom also has a large number
of harmonic words. However, we found that if the mapping of the same emoji
corresponding to a certain harmonic word occurs too many times, it may cause data
bias to LLM in subsequent training, i.e., when LLM sees this emoji it automatically
thinks of this harmonic word that occurs multiple times. To mitigate the bias caused
by this harmonic word mapping, we performed:

o Count the repeated emoji-character harmonic word mappings, and when there
are more than ten occurrences, we manually replace the expression of the emoji
(find other harmonic word counterparts to replace the original repeated emoji),
or just delete the redundant emoji-idiom pair.

e In addition, we also considered this issue during the original data collection.
Our retrieval and collection in different sources of the original emoji database
can reduce this duplicate mapping. We also take different generation methods
when manually constructing text-to-emoji data, which also helps to increase
the diversity of harmonic word mappings.

6. Safety and Ethics Check: Based on the automatic detection, the human experts
further conducted a safety and ethics check of the emoji images and idiom text,
checking whether there are any issues such as violent gore, abusive language, sexism,
racial discrimination, stereotyping, and so on, in the data.

To eliminate subjectivity in manual filtering, we provide annotators with detailed guidelines
as shown in Figure [7| and 8] including scoring criteria for each item (1-5 points) covering
idiomatic normality, graphic consistency, image legibility, repetition mapping, and ethical
safety checks. We also provide at least three examples for each item. For ethical safety
checks, we distinguish between subcategories such as violence, abusive language, gender
discrimination, stereotyping, and racial discrimination. We provide examples at both the
emoji and text levels to guide judgments.

B  ADDITIONAL DETAILS OF DATA STATISTICS

In addition to the numerical statistics, we further do some statistics to better show our
Emoji2Idiom.

Word Frequency and Word Cloud Statistic of Chinese idiom To better present our
dataset, we perform word frequency statistics on Chinese idioms and display the word cloud
and word rectangle tree graphs, as shown in Figure[9] We first perform word frequency statis-
tics on all characters, filter out the top 1,000 characters, and discard low-frequency words.
From the filtered top 1,000 characters, we conduct lexical analysis and plot word cloud and
word rectangle diagrams for adjective and adverbial morphemes, noun morphemes, and verb
morphemes, respectively.

Word Frequency and Word Cloud Statistic of English idiom Similarly, we perform
word frequency statistics on English idioms and display word cloud maps with word rectangle
tree diagrams, as shown in Figure[I0] We first perform word frequency statistics on all words,
filter out the top 180 words, and discard low-frequency words. From the filtered top 180
words, we create word cloud maps with word rectangle mapping.
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Guideline of Human Filtering of Data - 1

The purpose of this work is to screen out emoji-text pairs that do not comply with the rules. For each
indicator, there will be a corresponding criterion and examples, which you will need to score the
emoji-text pairs, and only the pairs that meet the requirements of each indicator can be retained.

Case
Image: Normality: 5
Consistency: 4
uOg@Q@ legibility: 4
Text: #F A Emoji Ethical security: 4
Text Ethical security: 5

Metrics

»  Normality: Whether the text conforms to the idiom’s specifications. This includes whether it has
historical allusions and specific cultural backgrounds, or does not conform to human usage habits

Options 1. Completely non-standard 2. Mostly non-standard 3. Fairly standard
4. Mostly standard 5. Completely standard

Examples 1. “31 = % v9” shows completely standard to the normality.
2. “¥ X =" shows completely non-standard.

3. “#r#r K K” shows mostly non-standard.

»  Consistency: The consistency of the emoji and the image is scored, and the higher the
consistency of the example, the easier it is to get the final translation result

Options 1. Completely inconsistent 2. Mostly inconsistent 3. Fairly consistent
4. Mostly consistent 5. Completely consistent

Examples 1. BSHEN -“mH®&=7" Dpairis mostly consistent.
2. RAPBEE -“E£/RAR” pairis mostly inconsistent.
3. [ - “rmbored.” pairis completely inconsistent.

> legibility: Whether the image is very blurry and illegible is difficult for MLLM to process.

Options 1. Completely illegible 2. Mostly illegible 3. Fairly legible
4. Mostly legible 5. Completely legible

Examples 1. OA®S showscompletely legible.
2. + & shows mostlyillegible.

3. D+ &=+ shows fairly legible.

>  Duplicate emoji-character mapping: Remove or modify the duplicate emoji-character mapping of
emaojis.

Examples SeBE 2Fx#4 OSHQ 2AFH OBO® A ER#ME
QD9 #HHIEEL UYNVAO £EAEXR USSR 2ARE

In these examples, §3 (corn, ) is used to map the Chinese character " £ "

Method Count a single emoji and a single character pair that occur repeatedly. When there
are more than 10 times, delete the corresponding emoji-text pairs, or replace a
single emoji until the number of homophonic pairs is equal to 10.

Figure 7: The first page guidelines for human filtering.
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Guideline of Human Filtering of Data - 2

The purpose of this work is to screen out emoji-text pairs that do not comply with the rules. For each
indicator, there will be a corresponding criterion and examples, which you will need to score the
emoji-text pairs, and only the pairs that meet the requirements of each indicator can be retained.

Case

Image:

Normality: 5

Consistency: 4
uQa%a@ legibility: 4
Text: #FFAREH Emoji Ethical security: 4

Text Ethical security: 5

Evaluation Metrics

> Ethical security check: Remove emoji-text pairs that are not ethically safe. We rigorously vet
emoji-text pairs for issues such as violence, name-calling, and gender bias.

Emoji images filtering

Possible Contains elements of violence, abusiveness, racial discrimination, gender
issues discrimination, and stereotypes.
Options 1. Completely insecure 2. Mostlyinsecure 3. Fairly secure
4. Mostly secure 5. Completely secure
Examples 1. gaanl shows completely insecure to the ethics, due to the abusiveness.
2. aEme shows mostly insecure to the ethics, because it does not conform to
social order and good customs.
3. ®fw@e showscompletely insecure to the ethics, due to violence.
Texts filtering
Possible Contains elements of violence, abusiveness, racial discrimination, gender
issues discrimination, stereotypes, expressions of partiality and passion, and does not
conform to social order and good customs.
Options 1. Completelyinsecure 2. Mostlyinsecure 3. Fairly secure
4. Mostly secure 5. Completely secure
Examples 1. “3k KK WLiR42” shows mostly insecure to the ethics, due to the gender

discrimination on the women.

2. “B x4 £ " shows completely insecure to the ethics, due to the
stereotypes.

3. “feisty woman” shows completely insecure to the ethics, due to the gender
discrimination.

Figure 8: The guidelines for human filtering.
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C ADDITIONAL DETAILS OF DATA ATTRIBUTES AND LINGUISTIC
PHENOMENON

C.1 CHINESE IDIOM TASK

Harmonization Word Since it is sometimes difficult to find directly related emoji to
represent, harmonic characters with similar pronunciations are often chosen to replace them.
For example, Usually, for characters that can’t be represented directly by emoji, we will first
search for their harmonized characters, then find an emoji that can directly represent the
harmonized character, and replace it with this emoji. For example, “$f” does not have a
direct emoji, but it harmonizes with 4%”, which corresponds to “bow” ¥§, and so, we select
%€ chosen to represent the character “§#”. There are a large number of harmonic characters
in our data. This poses a great challenge to MLLM’s understanding and reasoning ability.
The reasoning of harmonic words needs the help of related contexts, and in our data scenario,
the model is required to analyze the context of emoji in depth instead of understanding
individual emoji alone. The understanding of these harmonics usually requires the model
to synthesize the relevant context of the emoji, to reason out the correct expression of the
harmonized words.

C.2 ABSTRACT VISUAL EM0OJI UNDERSTANDING.

The model shows better performance in simply recognizing the shallow meanings of indi-
vidual emoji, but in Abstract visual in-depth understanding, it is difficult for the model to
work with the contextual emoji information to get the real corresponding relevant emoji
meanings. For example, means match, PK, duel, competition, and so on. In Chinese,
“Hr” represents duel, and then harmonized to “4i” to get the idiom “¥ A4 #i#i”. In “African
elephant”, the superficial meaning of the emoji is the earth, but further combined with the
specific location of the earth map in the figure and the hint of an elephant, the emoji rep-
resents the African elephant. Abstract visual understanding in conjunction with its textual
meaning to further reason about the correct answer. In =/ @ o (- “[F.007 (pull together

”

with the same goal) 7, is an arm, but it does not mean “arm” in idioms. Instead, it is
a very strong arm, which corresponds to “7j (power)”.

C.3 CHINESE IDpIOM FORMAT

Chinese idioms are a special kind of words, which often have specific formats and seman-
tic information, so they cannot directly translate the meaning of a single emoji and con-
catenate words into sentences. The most common format is four-character idioms, which
often come from ancient Chinese myths, historical stories, classics, etc., consisting of four
Chinese characters, with a Chinese literary style, and often a symmetrical structure. In
addition, multi-character idioms, although far fewer in number than four-character idioms,
are equally important components. Some of them have less than four words (e.g., three-
character idioms) and some have more than four words. Generally speaking, whether it
is a four-character idiom or a multi-character idiom, it follows the one-to-one relationship
between emoji and characters, but there are special cases.

Chinese character mapping Usually, idioms follow a one-to-one relationship between
emojis and characters, but there are special cases. First of all, there will be multiple emo-
jis corresponding to one character. Often, many numbers will have this correspondence,
especially those with large digits. For instance, “ ] [ [ [ [ ” denotes the “J5”
(ten thousand). In addition, there is a mapping relationship between multiple characters in
an emoji. This kind of correspondence is relatively rare, usually in multi-character idioms,
and this one-to-many mapping relationship occurs when two or more characters can form a
new word represented by an emoji. The above two mapping relationships require MLLM to
further complete the understanding and reasoning of multiple emoji contexts on the basis
of recognizing the meaning of a single emoji.
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C.4 ENGLISH WORD TASK

English Word Split In the English word task, unlike the regular one word corresponding
to one emoji, it is common for multiple emoji to represent one word. The task usually splits
the word, corresponds multiple emoji to different parts, and finally synthesizes them into
one word. For example, “blackBerry” is split into “black-", “ber-?, “-ry”, and then the &
is utilized to represent “ber-”, and finally, the box of black and the letter “E” is added to
get “blackBerry”. The word “Panda” can be split into “Pan-” and “-da,” where “Pan-”"
corresponds to @. This kind of word splitting usually does not occur alone but is also
accompanied by the linguistic phenomenon of harmonic words with many-to-one mapping.
For example, in the word “lemon”, the word is split into “le-” and “-mon”, then “mon-”
is harmonized as “man”, and f is chosen to represent the split syllable “mon”. Beyond
understanding the meaning of individual emojis, the MLLM must also remove unnecessary
letters and combine the parts to infer a completely new word.

C.5 ENGLisH IpioM TASK

Harmonization Word Similar to Chinese idioms, there are also a lot of harmonic char-
acters in English idioms. Sometimes difficult to find directly related emoji to represent,
harmonic characters with similar pronunciations are often chosen to replace them. For ex-
ample, “To be loaded”, “To” harmonizes with “Two” 2], and “be” harmonizes with “bee”
#. Most English idioms still keep the simple direct correspondence between emoji and
words. What is more challenging for English idioms is their Abstract visual comprehension
and word mapping reasoning problem.

Abstract visual Emoji Understanding In English, for emoji that cannot be repre-
sented by direct correspondence, the data do not tend to choose harmonic words, but fur-
ther associate related emoji, putting further demands on the reasoning ability of MLLM.
For example, in “As genuine as a three-dollar bill”, “genius” is usually accompanied by in-
tellect and inspiration, and so a shining star is used to represent the image of sparkling
inspiration of such genius. This deeper level of image comprehension requires a greater
understanding of the meaning of the image and the text behind it.

English Word Mapping Unlike most one-to-one relationships in Chinese idioms, there
are a large number of non-one-to-one correspondences in English idioms. Due to the large
number of articles, prepositions, conjunctions, and other words in English that are difficult
to directly use emojis, such words are usually omitted in the emoji representation of English
idiom, and only the most critical nouns, adjectives, verbs, etc., are retained to express
the core meaning. Therefore, the prediction process of English idiom is not a one-to-one
translation mapping, which also poses more challenges to the ability of MLLM. For example,
in “An apple a day keeps the doctor away.”, for MLLM, it is necessary to reason out such
common idioms just for the emojis of @ and . This examines the internal knowledge-
mining ability of the large language model and the strong reasoning ability. However, this
kind of reasoning is also very easy to cause the hallucination problem.

D ADDITIONAL DETAILS OF EVALUATION METRICS

Since our primary goal is to propose the emoji-to-idiom task and assess MLLM’s ability to
understand and reason about the textual semantics corresponding to abstract visual informa-
tion, our work primarily focuses on task formulation, data construction, and the underlying
assessment approach. We believe this task fills a crucial gap in evaluating MLLM’s visual
capabilities in representing abstract symbols and bridging the visual-verbal divide. There-
fore, our current assessment metrics compare predicted answers with standardized answers
that have undergone rigorous automated and manual filtering across multiple granularities.

When we calculate the word-level metrics, we need to match the correct answers exactly,
and here we also include the consideration of structural information. The accuracy between
the output response and the ground truth of the character-level model does not take into
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account the structural one-to-one correspondence, but rather divides and acquires the answer
by character, and calculates it at the character level, as long as the character level can be
matched with the ground truth, it can be regarded as a correct character.

D.1 OVERVIEW OF THE DESIGN OF METRICS AND How TO USE

Word-level (in Chinese idiom and English word) / Sentence-level (in English id-
iom): This is the most direct measure of MLLM’s ability to fully understand the semantic
information of the symbols in the image. When MLLM’s output and the standard answer
can be matched exactly at word-level or sentence-level (including structural matches), i.e.,
when MLEM successfully outputs the correct complete idiom, MLLM is considered to have
answered the question correctly. At this level, we computed the associated precision, re-
call, and F-1 values. At this point, MLLM possesses both the understanding of individual
emoji, and moreover the corresponding reasoning ability and text generation ability, which
is the one that satisfies our initial motivation and truly realizes the ability of unified visual-
linguistic understanding. Therefore, this is the most direct indicator of MLLM’s ability.

Character-level (in Chinese idiom and English word)/Word-level (in English
idiom): due to the greater challenge of this benchmark, we found that without additional
training, it is more difficult for MLLM to fully answer the correct and complete idiom. In
order to better analyze which part of emoji-to-idiom comprehension is more challenging for
MLLM, we evaluated at character-level /word-level and calculated Precision, recall, and F-1
values. Specifically, for English idiom, we computed BLEU-1 vs. BLEU-2 to better measure
MLLM correctness at this level. Since we did not consider structural information in this
segment, the Character/word-level metrics reflect more on MLLM’s ability to understand
individual emoji, due to which there are still a large number of emoji that just need to
understand their meanings directly without additional reasoning. Therefore, MLLM’s ability
to understand the emoji themselves is reflected when MLLM receives a higher score in this
item. If MLLM’s score in the first item slips very significantly compared to the second item,
we can conclude that MLLM possesses basic emoji comprehension skills but lacks further
reasoning skills.

Semantic similarity: After we computed the character /word-level with exploring Chain-
of-thought reasoning, we could not help but notice that sometimes MLLM is actually better
at understanding individual emoji, predicting one or two characters correctly, but performs
poorly at the full idiomorphic level. but poorer performance on the complete idiom level.
There are even some MLLMs that correctly determine the meaning of each emoji during
the CoT process, but when outputting the idiom, they output an idiom that has similar
semantics but is completely different at the character level, resulting in serious semantic
drift or even hallucination. Therefore, we added an extra step of calculating the metrics for
the semantic similarity of the output response to the standard answer.

e We use LLM (specifically GPT-40) as an expert to score the semantic similarity
of the output response to the standard answer. The specific scoring criteria are
as follows: scoring is done on a scale of 1-5, with 1 being completely dissimilar, 2
being relatively dissimilarity, 3 fairly similar, 4 being relatively similar, and 5 being
completely similar. The specific prompt we use for scoring is: “Please measure the
semantic similarity between the given standard answer and the model output on a
scale of 1 to 5, where 1 means completely dissimilar, 2 means relatively dissimilarity,
3 means fairly similar, 4 means relatively similar, and 5 means completely similar.
Output only a numerical score.”
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o The semantic similarity metrics can be complemented with Character-level/word-
level metrics, both of which play an important role when the MLLM is unable to
fully match the standard answer at the idiomorphic level. The semantic similarity
metric focuses more on whether the answers output by the model are semantically
similar to the standard answers, and does not focus on the understanding of indi-
vidual emoji, but rather reflects an overall comprehension of the semantics of the
text directly from the images.

We provide a detailed description of the evaluation metrics and the different capabilities of
MLLM they embody in the emoji2idiom, which helps researchers to use our benchmark and
assess the specific capability bottlenecks of MLLM.

D.2 DETAILS OF EVALUATION METRICS FOR DIFFERENT TASKS
D.2.1 CHINESE IpiIoM TASK

In the task of Chinese idioms, we evaluate them separately at the word level and at the
character level. At the word level, we first calculate the Word level accuracy, which is the
ratio of the number of words that exactly match the ground truth to the total number
of words. In order to further validate the image-to-language comprehension and reasoning
ability of MLLM, we further propose the Chr-1 and Chr-2 indicators at the word level, which
represent the ratio of the number of words with one or more characters correctly and two
or more characters correctly compared to ground truth, to the total number of words. At
the character level, we compare the difference between each character in the predicted word
and each character in the ground truth to calculate the Precision, Recall, and F-1 values.

D.2.2 ENGLISH WORD TASK

In the task of English words, we evaluate them separately at the word level and at the char-
acter level. At both levels, we compare the difference between the predicted word/character
and each word/character in the ground truth, calculating the Precision, Recall, and F-1
values.

D.2.3 ENGLISH IDIOM TASK

In the task of English idioms, we evaluate them separately at the sentence level and at the
word level. At both levels, we compare the difference between the predicted sentence/word
and each sentence/word in the ground truth, calculating the Precision, Recall, and F-1
values. In addition, to further measure the similarity of the generated sentences to ground
truth, we further calculated BLEU-1 and BLEU-2 values.

D.3 DISCCUSION OF METRICS

Since our primary goal is to propose the emoji-to-idiom task and assess MLLM’s ability
to understand and reason about the textual semantics corresponding to abstract
visual information, our work primarily focuses on task formulation, data construction,
and the underlying assessment approach. We believe this task fills a crucial gap in evaluating
MLLM’s visual capabilities in representing abstract symbols and bridging the visual-verbal
divide. Therefore, our current assessment metrics compare predicted answers with standard-
ized answers that have undergone rigorous automated and manual filtering across multiple
granularities, and we have not yet explored further metrics in our evaluation.

D.3.1 DiscusSION ABOUT GROUND TRUTH

It is worth noting that an emoji has different meanings in different cultures and contexts,
which is one of the key challenges in emoji-to-idiom task. Therefore, instead of focusing on
understanding the direct meaning of a single emoji (in fact, the current MLLM can directly
give multiple possible meanings for a single emoji), we provide a specific contextual context
(a sequence of multiple emojis with a specific semantic meaning) to limit the semantic of
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single emoji. In addition, the correct answer of emoji sequence needs to meet the meaning
of each emoji in the sequence and the structural information of the sequence, which largely
avoids the generation of multiple possible answers.

Certainly, in the process of data collection, we did encounter a very small number of scenarios
where other answers were barely acceptable. For example, “(- = & 7, the standard answer
is “Health is wealth”, while the other possible answer is “Money is power”.But there are
two problems here: 1) the predicted answer does not fully satisfy the structural information
of the sequence, i.e., translating the idiom from left to right.2) The length of this emoji
sequence is very short, which makes the possible prediction results more variable. As the
length of the sequence becomes longer, the less likely it is that other matching answers
will appear.In our data, the average length of the series is 4.11, 4.23, 7.48, 5.32 in Chinese
four-character idioms, English words, Chinese multi-character idioms, and English idioms.
Therefore, we believe that it is feasible to provide a standard answer to predict the outcome
for evaluation, and to measure the consistency of emoji and text.

D.3.2 DISCUSSION ABOUT FURTHUR METRICS

In future work, we plan to develop additional evaluation metrics to better assess MLLM’ s
ability to bridge the multimodal divide between vision and language. Our goals include:

e Adding semantic similarity metrics: Our current metrics primarily quantify
the direct correspondence between the standard answer and the generated result,
with a relative lack of semantic similarity calculation. Incorporating semantic sim-
ilarity into our evaluation, particularly in human assessments, will provide a more
comprehensive measure of performance.

¢ Measuring the similarity between the emoji’s original visual information
and the final prediction: By annotating emojis with a standardized language
base, we can compare results to predictions more effectively. For example, the emoji
“J72” might correspond to the textual interpretation “sun, fH (read as ’yang’)” and
relate to the harmonic word “J% (read as ’yang’)” in the final ground truth. While
a predicted result like “H (sun)” might not match the direct character level, it
captures the initial visual information of the emoji and should be scored
accordingly. This step will help identify specific bottlenecks MLLM faces in this
task, whether in visual understanding, harmonic character mapping, or textual
reasoning.

e Including GENERATION metrics: In addition to common generative met-
rics (e.g., ROUGE, METEOR, diversity, complexity), we will consider task-specific
metrics, such as adherence to idiomatic format specifications, like meeting the four-
character idiom requirement.

E ADDITIONAL DETAILS OF BASELINES AND IMPLEMENTATION DETAILS

E.1 BASELINES

We select close-source MLLMs, GPT-4V and GPT-4o, to evaluate the emoji2idiom bench-
mark.

GPT-4V Building on the work done for GPT-4, GPT-4 with vision (GPT-4V) enables
users to instruct GPT-4 to analyze image inputs provided by the user.

GPT-40 GPT-4o0 (“o” for “omni”) accepts as input any combination of text, audio, im-
age, and video, which is similar to human response time(opens in a new window) in a
conversation. In our work, we choose the GPT-40-20240513 as our baseline.

To conduct a richer evaluation, we select a series of open-source MLLMs for testing, including
Qwen-VL [Bai et al. (2023)), DeepSeek-VI|Lu et al.| (2024a)), LLaVa |Li et al.| (2023b)), and
CogAgent [Hong et al.| (2023).
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Qwen-VL-7TB  Qwen-VL (Qwen Large Vision Language Model), proposed by Alibaba
Cloud, accepts images, text, and bounding boxes as inputs. It provides Multi-lingual LVLM
supporting text recognition and Abstract visual recognition and understanding.

DeepSeek-VL-TB DeepSeek-VL is an open-source MLLM designed for real-world vision
and language understanding applications, which possesses general multimodal understand-
ing capabilities.

LLaVA-1.5-7TB LLaVA is a MLLM that connects a vision encoder and a language model
for visual and language understanding, which uses instruction tuning data generated by
GPT-4.

CogAgent-18B CogAgent-18B supports image understanding based on CogVLM, which
further possesses GUI image Agent capabilities.

E.2 IMPLEMENTATION DETAILS

In our experiments, we explore the inference capabilities of MLLM to accomplish multiple
tasks. In the GPT-4v and GPT-4o tests, we call the official API and use the original
temperature coefficient for the experiment. The time of the GPT4v and GPT4o0 experiments
in this work has been updated to May 30, 2024. It is important to note that since the closed-
source model GPT series will be updated over time, the reproduction of results in future
studies may be affected by the GPT version. In the experiments of the closed-source model,
we use the original official weights for evaluation without additional training. For Qwen-VL,
we use the open-source model of Qwen-VL-7B and experiment on a single NVIDIA RTX
3090. For DeepSeek-VL, we experiment with DeepSeek-VL-7B-chat on an NVIDIA RTX
3090. We implement CogAgent-18B on 2 NVIDIA RTX 3090 cards for FP16 inference, and
LLaVA-1.5-7B is also implemented with 2 NVIDIA RTX 3090 cards. For all the evaluations,
we set the temperature as 0.7 and top-k as 0.9. We further provide the computation source
and time usage in Table |7}l The Emoji2Idiom data and evaluation scripts can be found on
GitHub https://anonymous.4open.science/r/Emoji2ldiom-0CCAL

E.3 PromMPT TEMPLATE

E.3.1 GENERAL PROMPT

For different MLLMs, the templates of the input prompt and message are naturally different
due to the different ways the models were originally called. In the MLLM assessment, our
prompt design mainly follows the following principles. (1) Keep it as short as possible.
Provide effective information in a short prompt to avoid interfering with the understanding
of MLLM. (2) Ensure the consistency of the prompts of different MLLMs as much as possible.
This ensures that our evaluation results are not affected by the prompt. (3) The design of
the different models is designed to give the task concerns more clearly. We show our prompt
as shown in Figure

E.3.2 CoT ProMPT

We design the CoT process, inspired by human thinking when seeing the emoji2idiom task.

1. Understand each emoji and provide a directly related textual representation.

2. Generate possible harmonic words, fine-grained comprehension, and idiom associa-
tions.

3. Combine multiple emojis to ensure the idioms align or find other possible matches.

4. Finalize the text and check for grammatical errors.
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Figure 11: The error bar graphs of different evaluation results of MLLM, which illustrate
the Word accuracy of Chinese idiom with four words and Multi-words, Word-level precision
of English Word, and Sentence-level precision of English idiom task, respectively.

Table 7: The usage of the computation source and time of MLLMs.

Model Hardware  Time Usage Model Hardware  Time Usage
GPT-4v API 156min DeepSeek-VL-7b 1 RTX 3090 719min
GPT-40 API 149min CogAgent-18b 2 RTX 3090 503min

Qwen-VL-7b-chat 1 RTX 3090 623min LLaVA-1.5-7b 2 RTX 3090 562min

F  ADDITIONAL DETAILS OF AUTOMATIC EVALUATION

To ensure the reliability and robustness of the results, we set up three different random
seeds for the experiment in the automatic evaluation of the open-source model and take the
average value as the final experimental result. The resulting error bar diagram is shown in

Figure [T1]
The detailed information of the total amount computed and the type of resources used is
shown in Table [T

G ADDITIONAL DETAILS OF HUMAN EVALUATION

G.1 HuMmAN EVALUATION GUIDELINE

We invite human experts to conduct human assessments, one for human performance on
Emoji2Idiom and one for scoring MLLM results. The specific evaluation guideline is shown
in the Figure 13

G.2 DETAILED EVALUATION RESULTS

Based on these evaluation guidelines, human experts were able to obtain results from the
evaluation of human performance on the Emoji2Idiom and the evaluation results of MLLMs.
The specific results are shown in the Table [§] and Table [0

H ADDITIONAL DETAILS OF CASE STUDY

H.1 TypricaL CASE STUDY

Harmonization Problem There are a large number of harmonic character phenomena
in our dataset, which poses a great challenge to the understanding and reasoning of the
large language model. The MLLM is also significantly hampered by these harmonic words

during emoji understanding. As shown in the Fig. %% stands for “4f” and stands
for “y[”, and the model does not succeed in recognizing any of these harmonic words. The
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Prompt Template for Evaluation of MLLMs

We provide the details of our prompt designed for different MLLMs for evaluation on different
tasks in our Emoji2ldiom benchmark.

Task Definition

Task: Emoji-to-Chinese Idiom / Emoji-to-English Word / Emoji-to-English Idiom
Identifier: Chinese Idiom, English Word, English Idiom
Output: Chinese Idiom, English Word, English Idiom

Prompt Template

»  Without In-context learning and additional training, we evaluate the inference ability.

Qwen-VL 'text": 'What is the <Identifier> represented by the emojis in this image? Output
format: The <Output> is...’,
'image": file_path

DeepSeek-VL "content": "'What is the <Identifier> represented by the emojis in this image?
Output format: The <Output> is...",
"images": ["file_path"]

LLaVA-1.5 'text': 'What is the <Identifier> represented by the emojis in this image? Output
format: The <Output> is...’,
'image': file_path

CogAgent ‘text’: 'What is the <Ildentifier> represented by the emojis in this image? Output
format: The <Output> is...,
'image": file_path

InternVL-2 'text’: 'What is the <Ildentifier> represented by the emojis in this image? Output
format: The <Output> is...,
'image': file_path

GPT-4v/GPT- {"type": "text",
4o/Claude-3.5- | "text": "What is the <Identifier> represented by the emojis in this image? Output

rn

sonnet format: 'The <Output>is...".”},
{"type": "image_url",
"image_url": {

"url": f"data:image/jpeg;base64,{base64_image}“}

»  Without additional training, we evaluate the inference ability and In-context learning.

Qwen-VL 'text": 'What is the <Identifier> represented by the emojis in this image? Output
format: The <Output> is...'

'image': file_path

'text": 'Here are some <Task> examples of the emoji images and the
corresponding idioms. Emojis come first, and follow the corresponding
<ldentifier> .

'image': example_image_1

'text": 'The idiom is <ground truth>.'

GPT-40 "text": "What is the <ldentifier> represented by the emojis in this image? Output
format: 'The <Output> is..."."

"image_url": {"url": f"data:image/jpeg;base64,{base64_image}"

"text": "Here are some <Task> examples of the emoji images and the
corresponding idioms. Emojis come first, and follow the corresponding
<ldentifier>."

"image_url": {"url": f"data:image/jpeg;base64,{base64_example_image_1}"}
"text": "The idiom is <ground truth>"

Figure 12: Our prompt template is designed for evaluation on MLLMs.
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Guideline of Human Evaluation of MLLM Performance

This study aims to evaluate the quality of MLLM performance on our benchmark Emoji2ldiom. Each
case provides you with task type, an emoji image, answer, and ground truth, You need to evaluate
the generated answer from the following aspects.

Case

Task: Emoji-to-Chinese Idiom
Generated Answer: [ 142§
Ground Truth: #£F T % & H

Image:

WoBDHAPO

Evaluation Metrics

»  Normality:
formatting specifications and semantic specifications

Whether the generated answer conforms to the idiom's specifications, including

Options 1. Completely non-standard 2. Mostly non-standard 3. Fairly standard
4. Mostly standard 5. Completely standard
Examples 1. “$1 = % v3” shows completely standard to the normality.
2. “RA#BLKITH” shows completely non-standard.
3. “BR KHR/)F R HE” shows mostly non-standard.
»  Semantic similarity: Whether the generated answers are semantic similar to the ground truth
Options 1. Completely dissimilar 2. Mostly dissimilar 3. Fairly similar
4. Mostly similar 5. Completely similar
Examples 1.  “BR I 52" shows completely dissimilar to the ground truth “ 2 2 & &”.
2. “RAMX” shows fairly similar to the ground truth “ & 1] R R”.
»  Emotional similarity: Whether the generated answers are emotional similar to the ground truth
Options 1. Completely dissimilar 2. Mostly dissimilar 3. Fairly similar
4. Mostly similar 5. Completely similar
Examples 1. “IMBIE B shows mostly similar to the ground truth “ [ &% 44",
2. “HLI1FHF” shows mostly dissimilar to the ground truth “% 4z 2.”.

»  Visual similarity: Whether the generated answers are visually similar to the origin emoji image

Options 1. Completely dissimilar 2. Mostly dissimilar 3. Fairly similar
4. Mostly similar 5. Completely similar
Examples 1.  “Money is power.” is mostly similar to the origin emoji image
2. “bright idea.” is fairly similar to the emoji image
»  Fluency: Whether the generated answers are fluency and easy to understand.
Options 1. Completely influent 2. Mostly influent 3. Fairly fluent
4. Mostly fluent 5. Completely fluent
Examples 1.  “Break the ice.” is mostly fluent.
2. “H B4 is completely influent.

» Complexity: Whether this task is complex for the MLLM and thus difficult to solve.

Options 1. Completely easy 2. Mostly easy 3. Fairly complex
4. Mostly complex 5. Completely complex
Examples 1. “ % %08 correspondsto 22 & % ” is mostly easy to solve.
2. “@ee@ & correspondsto ZBH 7 B 7 is mostly complex to solve.

Figure 13: The human evaluation guideline.
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Problems

Couldn’t identity
homophonic
characters (Red
color denotes the
homophonic
characters or sound-
like characters)

Suffer hallucination
problem

One emoji to multi-
character mapping or
vice versa

Fine-grained image
understanding of the
emoji symbol

English Word

Emoji:
E+ 0

Ground truth: kiwi

Qwen-VL: keyplus
DeepSeek-VL: W
LLaVA:key word
CogAgent:key word
GPT-4V: keywest
GPT-40:keyword

Emoji:
% @

Ground truth: Killer
whale

Qwen-VL: sea danger
DeepSeek-VL:swordfish
LLaVA: whale
CogAgent: swordfish
GPT-4V: swordfish
GPT-40: swordfish

Emoji:

H+8+0

Ground truth:
Blackberry

Qwen-VL: black bear
DeepSeek-VL: BEAR
LLaVA: black bear
CogAgent: bear
GPT-4V: Bare
GPT-40: Squarebear

Emoji:

L)
Ground truth: African
elephant

Qwen-VL: Earth
elephant

DeepSeek-VL: elephant
LLaVA: elephant
CogAgent: elephant on
earth

GPT-4V: worldwide
GPT-40: elephant

Emoji:
O+i1+0

Ground truth: Orange

Qwen-VL: OG
DeepSeek-VL: go
LLaVA: go
CogAgent: on the go
GPT-4V:Jog
GPT-40:0NGOING

Emoji:
e m

Ground truth: Bald
eagle

Qwen-VL: eagleman
DeepSeek-VL: eagle-
eyed

LLaVA: eagle
CogAgent: bald eagle
GPT-4V: headphones
GPT-40: eagle

Emoji:
]

Ground truth: Grape

Qwen-VL: gray
gorilla
DeepSeek-VL: square
gorilla

LLaVA: gorilla
CogAgent: gorilla
GPT-4V: gorilla
GPT-40: Kong

Emoji:

Ground truth:
Caterpillar

Qwen-VL: cat green
pillar

DeepSeek-VL: cat
LLaVA: cat
CogAgent: cat
GPT-4V: catastrophe
GPT-40: cathedral

English idiom

Emoji:

hope so!

Ground truth: Well, I hope so

Qwen-VL: | hope so!
DeepSeek-VL: | hope so!
LLaVA: | hope so!
CogAgent: Whale, | hope so!
GPT-4V:whale of a time
GPT-40:Whale, | hope so

Emoji:
A

Ground truth: To pony up

Qwen-VL: horse
DeepSeek-VL: rising to the
occasion

LLaVA: horse

CogAgent: horse up
GPT-4V: straight from the
horse's mouth

GPT-40: horsing around

Emoji:
Ground truth: Blow off steam

Qwen-VL: plugging away
DeepSeek-VL: blowing in the
wind

LLaVA: blow off

CogAgent: blow the snow
away

GPT-4V: cold shoulder
GPT-40: blow hot and cold

Emoji:
a0

Ground truth: It is never too
old to learn.

Qwen-VL: fly by the seat of
your pants

DeepSeek-VL: grinning from
ear to ear.

LLaVA: Thinking helps a lot.
CogAgent: Practice makes
perfect.

GPT-4V: an emotional
rollercoaster

GPT-40: To err is human; to
forgive, divine.

Emoji:
wa

Ground truth:To be loaded

Qwen-VL: busy as a bee
DeepSeek-VL: busy as a bee
LLaVA: busy as a bee
CogAgent:GPT-4V:busy as a
bee

GPT-40:busy as a bee

Emoji:

Aig@d

Ground truth: To go from
rags to riches

Qwen-VL: to wear someone's
shirt

DeepSeek-VL: keeping one's
shirt on.

LLaVA: Bring home the
bacon

CogAgent: pay for some
money

GPT-4V: A man after my own
heart

GPT-40: walk away from a
deal

Emoji:

Ground truth: Ring a bell

Qwen-VL: to ring a bell
DeepSeek-VL: to ring the bell
LLaVA: ring a bell
CogAgent: a bell

GPT-4V: sound the alarm
GPT-40: saved by the bell

Emoji:
Qd

Ground truth: Receive a
kickback

Qwen-VL: think outside the
box

DeepSeek-VL:open the box
and find money inside
LLaVA: a box of money
CogAgent: box outside
GPT-4V: think outside the
box

GPT-40: out of the box

Figure 14: Four typical problems the MLLM suffer in English word and idiom tasks.
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Problems Chinese idiom with four character Chinese idiom with more than four
characters

Couldn’t identity Emoji: Emoji: Emoji: Emoji:

homophonic

characters (Red .é}.@ “QEB “OQ@Q H‘QO“‘

color denotes the Ground truth: #4 3¢ % | Ground truth: £ F %4 | Ground truth: 3§ R &4 | Ground truth: 7T R RAed

homophonic q x

characters or sound- | Qwen-VL: E{EETT Qwen-VL: & 2131

like characters) DeepSeek-VL:REMEE | DeepSeek-VL: IS4 KE | Qwen-VL:BAENS Qwen-VL:RX 15
LLaVA: #F S LLaVA:—## 15 DeepSeek-VL: B E A DeepSeek-VL:— R §h1E
CogAgent: #2480 f7 CogAgent: 4 35 3E LLaVARIG A R LLaVARER=TIT
GPT-4V: Fg/I LR GPT-4V:HREW CogAgent: 3 RF T3 CogAgent: &7k A
GPT-40: /LS GPT-40: HAFEE GPT-4V:[E B 5% GPT-4V:—if = #f

GPT-40:[E] B #2 5% GPT-40:H A E
Suffer hallucination | Emoji: Emoji: Emoji: Emoji:

problem d@0T OCOXE a78EBOE QLix rt@&<

Ground truth: YA A% %  Ground truth: & X JE#  Ground truth: RE) =4t = | Ground truth: 51 & 4], &

r= Fe i
Qwen-VL:JAZ Bk Qwen-VL:E#KIR
DeepSeek-VL:EMNE A | DeepSeek-VL: AFHK  Qwen-VL: =+E=+— Qwen-VL.EHES
LLaVA:FEORF LLaVA:[HEIARLHiH | DeepSeek-VL:[a] i & DeepSeek-VL: B AIER
CogAgent: 3R> ft Tk LLaVA:Z K+/\ T LLaVARE MK
GPT-4V:IMERE B CogAgent: A% CogAgent: =t£—=+— CogAgent:E2;¥54 1Y
GPT-40: 404t 135 GPT-4V:HiE EE= | GPT-AV.Z L& GPT-4V:HAES
NGPT-40: K B 7] GPT-40:Hii = {8/ GPT-40: AR, XA
R
Multi-emoji to one Emoji: Emoji: Emoji: Emoji:
character mapping ctIdNOd »OooEEEY fEGX DonpEmyY faYeYor=Y.[:[e)
Ground truth: 7 8% | Ground truth: 8§27 2 | Ground truth: ¥ & % #, Ground truth: $i 31 &R,
—& 4 RAAT
Qwen-VL:—£ R %) Qwen-VL: Kz
DeepSeek-VL:—FE AW | DeepSeek-VL: $#fHEMR  Qwen-VL: —# % Qwen-VL: %k %E=R3—H
LLaVA: —REHEA LLaVA: Z %t = DeepSeek-VL: & & & ZE
CogAgent:— I §#h i CogAgent: ZSZ5 80, LLaVAI—E 1| DeepSeek-VL: BEOMS
GPT-4V:—ih—%& GPT-4V:—HR+3E CogAgent: K=& LLavA:A&Em{E, BAM
GPT-40: £ AR GPT-40:RERET GPT-4V:Ei=&M 2
GPT-40: B E B CogAgent:— B =%k
GPT-4V: R AH
GPT-40:HAE
Fine-grained image | Emoji: Emoji: Emoji: Emoji:
understanding of DFO& 22890 OHO22-200 020H00R%m&
the emoji symbol Ground truth: #4744 | Ground truth: 4&& 3> | Ground truth: & £ R ¥, Ground truth: k3 3 3% A 4
TERY
Qwen-VL: BiEEE Qwen-VL: (LR T Qwen-VL: +EEE
DeepSeek-VL: % EBF | DeepSeek-VL: iL5ifiAR = Qwen-VL: TLER S RE DeepSeek-VL:— gk F,
73 LLaVA: LR Hyigk DeepSeek-VL: £ O & FF 8%
LLaVA: i§fgRZ CogAgent: 1L:AR 01 AR LLaVA: 3f 43822 LLaVA: —/> B E3A7 M
CogAgent: B3 H &R GPT-4V: T&A<BR CogAgent: Xf4-382E CogAgent: — 8] =440
GPT-4V: K i3 8 GPT-40: SR HHIE GPT-4V: ALLAE GPT-4V:[KEHZT
GPT-4o: 88 BX 7] GPT-40: WA B A GPT-40:#F SHEH

Figure 15: Four typical problems the MLLMs suffer in Chinese idiom tasks.
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Table 8: Human performance on Chinese idiom task.

Human performance | word-level charagcl:rr—a;terc_}llz‘;zlcter—1 | Complexity  Time usage
Human expert-1 56 65 76 3.5 15s per image
Human expert-2 69 74 81 3.1 22s per image
Human expert-3 64 70 85 3.2 28s per image
Human expert-4 7 85 95 3.4 24s per image

Average 66.5 73.5 84.25 3.3 22s per image

Table 9: Human evaluation on Chinese idiom task.

Chinese idiom English idiom

Model | Expert | o1 Gem. Emj. Emo. Flu | Std. Sem. Emj. Fmo. Flu.

1 3.7 1.1 1.3 24 3.7 | 44 2.3 2.5 2.1 4.3

2 4.5 1.6 1.8 2.6 3.9 | 4.2 2.1 2.4 2.2 4.5

GPT-4v 3 3.9 1.1 14 21 3.6 | 4.3 2.2 2.5 2.3 4.4
4 3.9 1.2 24 2.2 3.8 | 4.3 2.2 2.7 24 4.5

Avg. 4.0 1.3 1.7 2.3 3.8 | 4.3 2.2 2.5 2.3 4.4

1 4.1 1.4 1.8 2.3 3.8 | 44 2.2 2.6 2.5 4.4

2 4.8 1.6 2.1 2.3 4.0 | 4.3 2.2 2.6 2.3 4.7

GPT-40 3 4.1 1.4 1.5 24 3.6 | 4.5 2.3 2.4 2.2 4.2
4 4.5 1.7 2.5 2.3 3.9 | 4.2 24 2.6 2.5 4.5

Avg. 4.1 1.4 1.8 2.3 3.8 | 44 2.3 2.6 24 4.5

inference of such harmonic words requires the help of relevant contexts, and in our data
scenario, the model is required not to understand individual emoji alone, but to deeply and
comprehensively analyze the context of the emoji. Obviously, under this task requirement,
current multimodal large language models are not well equipped to capture emoji context
with harmonic word reasoning.

Hallucination Problem During the process of recognizing emoji, the model can usually
recognize the corresponding meaning of individual emoji better. At this point, the models
are prone to hallucinations. After recognizing the meaning of a single emoji, they think
diffusely about this emoji and only consider words or idioms directly related to the emoji,
ignoring the involvement of emoji in other contexts. For example, in Fig. the model
recognizes i+ and starts thinking about idioms related to horse and directly outputs “horsing
around” without considering another emoji. Similarly, when MLLMs capture ¢, they
search for the Chinese idiom with the character “‘k (fire) . Another example shows that the
GPT-4v and GPT-40 recognize the number 2] and directly associate it with the idiom “&f
=ZEPU” and “Hi ={8]PU”, which contains the number 3, without considering the information
of the rest of the emoji around.

Multi-to-One or One-to-Multi Character Mapping. For the MLLM, it is customary
to perform a one-to-one mapping operation where an emoji corresponds to a Chinese char-
acter or English word. In many scenarios, however, it is necessary to perform a multi-to-one
or one-to-multi mapping. For example, in Figure he number [ 1 B [ is composed
of four emojis, but the model does not successfully combine them into one character “
(one thousand)”. And in Figure E .. not just indicates a single “bell” or “alarm”, but
the idiom “ring a bell”. This reasoning relies on the capability of knowledge ming and the
reasoning based on the emojis in images and their corresponding linguistic meanings.

Abstract visual Image Understanding of the Emoji Symbol The model shows good
performance in simply recognizing the shallow meanings of individual emoji, but in Abstract
visual understanding, it is difficult to match the emoji information with the context to get
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the deep corresponding emoji meanings. For example, in Figure the prediction of the
idiom “receive a kickback”, the model simply captures the emoji §, the meaning of “box”,
and interprets it as “think outside of the box” or “out of the box”, but does not combine the
package attributes of “receiving something” with the hint of money to generate the correct
answer.

I ADDITIONAL DETAILS OF TRAINING AND FINETUNING FOR FUTURE
WORK

Based on these results and error case studies, we propose potential training methods and
frameworks that could significantly improve MLLM performance in visual-linguistic tasks,
drawing inspiration from human approaches to joint visual-semantic reasoning;:

o Direct fine-tuning: We can incrementally pre-train MLLMs on an emoji-rich corpus
to build a basic understanding of emoji. Our initial tests indicate that MLLMs
already demonstrate a foundational grasp of emoji, performing well in many cases.
Following pre-training, we suggest a 4:1 division of the fine-tuning dataset and
test set, with direct fine-tuning on the pre-trained MLLM. This method mirrors
human learning, where repeated practice after initial knowledge acquisition leads
to mastery in a specific domain.

o Incorporating Chain of Thought (CoT) design: When translating emoji to idioms,
we can model the process after human reasoning. This CoT design references the
process of human thinking and reasoning, which can assist MLLM to think about
idiom generation in a structured way, and is better able to further analyze where
exactly MLLM goes wrong and provide inspiration for subsequent research work.
We hope that such reasoning can be further generalized to more general symbol
understanding, and our emoji2idiom data can also be used as part of general symbol
understanding to evaluate the general symbol understanding capability of the large
language model.

¢ Adding a symbol mapping set as external knowledge: A single emoji may correspond
to multiple characters. By constructing an emoji-to-character mapping set, we can
enable MLLM to learn possible alignments. This approach is similar to how humans
use external knowledge to accomplish tasks that might be challenging without it.

e Multi-agent invocation: Referring to the CoT process, we can utilize multiple intel-
ligences for tasks like emoji comprehension, harmonic word association, and emoji
combination, allowing for integrated task planning, memory iteration, and refined
reasoning.

Finally, our work significantly contributes to enhancing the visual comprehension and rea-
soning capabilities of MLLMs. Most current unified evaluation metrics focus on MLLM'’s
understanding of natural images, often overlooking abstract visual information and symbolic
representations—areas that receive less attention during training. Additionally, MLLMs
struggle with recognizing complex textual information in images, particularly handwritten
text or intricate symbols. We believe our emoji2idiom task not only complements existing
evaluations of abstract symbolic representations but also offers a solution for deeper visual
reasoning, thus promoting the development of visual-textual alignment and multimodal uni-
fication architecture.
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