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ABSTRACT
Akey challengewith data collection for time-series data for forecast-
ing is detecting anomalies in real-time. Anomalies can negatively
affect the performance of forecasting models, if not accounted for.
It is a relatively simple process to retrospectively identify an anom-
aly in a time-series and correct it, however the problem lies with
identifying a particular time-step as anomalous when there is no
further information to distinguish it from a change in trend. In the
context of the COVID-19 pandemic, accurate forecasts are critical to
policymakers, and yet, most data is recorded manually, susceptible
to human errors or other technical constraints. While most errors
are corrected, it often takes several weeks for these corrections to
be made, leading to real-time forecasting models generating predic-
tions on data that is not necessarily accurate. In order to prevent
this, we utilize a neural framework called Back2Future and build a
simple binary classifier on top of it to propose a real-time anomaly
detection system in the context of detecting anomalies in COVID-19
reporting data.
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1 INTRODUCTION
COVID-19 has caused the deaths of millions of people globally over
the span of over 2 years. The wide spread of the disease made it
imperative for agencies to report the number of cases and fatalities
as a result of COVID-19 in order to ensure proper precautions
and interventions were in place. Multiple groups and organizations
have been working on collecting data reported by hospitals through
government agencies. However, as is often the case with real world
time series data, there are often data quality issues. Specifically in
the case of COVID-19 case counts, this can be attributed to several
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types of issues, including reporting delays, human error, changes
in reporting standards, under-reporting and revisions made to data
after long periods of time. These issues have been shown to impact
the predictions made by statistical forecasting models negatively.
[2] It is thus important to identify certain records within the data
as anomalous to prevent models from being influenced by incorrect
data. There are many studies working on anomaly detection with
time series in general, such as Liu et al. [6], and with COVID-19
as well, such as works by Homayouni et al. [3], Francisquini et al.
[2], Yom-Tov et al. [8]. However, detecting anomalies in real-time
is a challenging task since there is no access to data following
the current timestep, and no way of knowing if there will be a
rectification in the future that would help identify the original
report was anomalous.

We look at the COVID-19 Data Repository by the Center for Sys-
tems Science and Engineering (CSSE) at Johns Hopkins University,
which is widely regarded as a trusted source for incidence and mor-
tality counts for COVID-19 [1] and use Back2Future [5], a neural
framework to solve the multi-variate backfill problem, to build a
novel real time anomaly detection classifier. We then demonstrate
the use of this classifier in the states of Pennsylvania and California,
with marked anomalies, with over 90% accuracy.

2 BACKGROUND
2.1 Problem Formulation
There are multiple accepted definitions of an anomaly when talking
about COVID-19 reporting. Yom-Tov et al. [8] define an anomaly
in spatiotemporal terms, referring to it as a rise in search terms in
one region of the country that does not reflect in its neighboring
regions. Jombart et al. [4] identify past temporal trends using linear
regression, generalized linear models and Bayesian regression to
detect outliers from the trend in a given season. Wang et al. [7]
defined two different types of anomalies, one of which is based
on outliers from a trend, given they are not a change point in
the trend itself. The other definition refers to a case where the
cumulative deaths at a given date are less than those at a previous
date. Francisquini et al. [2] define an anomaly on a given day 𝑡 as
an accentuated variation 𝑟𝑡

𝑖
between the values reported at days

𝑡 − 1 and 𝑡 + 1 in a region 𝑖 . This allows a differentiation between
an anomaly, and a normal deviation from the previous trend and
the beginning of a new one.

However, when attempting to detect anomalies in real-time, the
above definitions do not help distinguish an anomaly from a change
in trend since we do not have access to data from day 𝑡 + 1 at the
time.

We consider anomalies in reporting, where initial reporting is
incorrect due to human error, technical errors, and changes in stan-
dards and policies, but are later revised over time, called the ’backfill’
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phenomenon. An example is the inclusion of probable deaths in
the mortality reporting for the state of California, where data was
back-distributed at a large scale over time before becoming stable.
We define our task as supervised binary classification instead of
the classical anomaly detection, to accommodate for the definitions
of anomalous reports we use.

2.2 Back2Future
Back2Future[5] is a deep-learning model that attempts to solve the
multi-variate backfill problem to refine real-time model predictions
through Graph Recurrent Neural Networks by making use of a
sequence of revisions to data reported for a particular day. It has
experimentally been able to improve the real-time forecasts for all
tested candidate models, highlighting how important it can be to
incorporate backfill data. A backfill sequence (referred to as 𝐵𝑆𝐸𝑄 )
is a series of revisions of a given signal made over time, ranging
from the initial value as reported to the final or stable value.

This model attempts to solve two problems: the k-week ahead
Backfill refinement problem, which estimates the stable value (the
reported value for a timestep once no more revisions will be made
to it) at a given target from amodel, its historical predictions, and its
current predictions for those targets. This means that given a model,
and a history of its predictions, the goal is to improve the current
prediction made by the model for k weeks ahead to better estimate
the stable value of the target post any backfill adjustments[5].
The second problem it attempts to solve is the leaderboard refine-
ment problem,which is a special case of the backfill refinement prob-
lem, attempting to predict the stable value of the current timestep
based on current reports and historical reports, rather than k weeks
ahead. This allows us to estimate the stable value of the ground-
truth real-time data.

We introduce the usage of Back2Future to solve the leaderboard
refinement problem and estimate the stable value for a given 𝐵𝑆𝐸𝑄 ,
and compare multiple 𝐵𝑆𝐸𝑄 s with the original values to build a
supervised binary classification model to detect anomalies in real-
time.

3 METHODOLOGY
We monitored the changelogs and the errata files, showing where
the timeseries was refined retroactively, in the COVID-19 Data
Repository by the Center for Systems Science and Engineering
(CSSE) at Johns Hopkins University [1], aggregating them to the
state level where necessary. We also collected the significance of
changes in case counts reported in a single week, and the reason for
this retrospective correction, if provided. As can be seen in Figures
1 and 2, there are some examples of such retrospective corrections
as reported in the JHU dataset. We defined reporting anomalies in
two different ways:

(1) Reports that have been corrected due to known factors like
human error, change in reporting mechanisms or standards
and backlogged cases introduced in a single day. We show
an example of a sample anomaly in Pennsylvania, in the
Chester county, where data was corrected on a large scale
due to a misalignment between the county level and state
level reporting.

(2) Reports of a state showing a retrospective correction of
more than 3 standard deviations from the mean correction
across that state over the experimental window from June
2020 to November 2021. Figure 2 shows an example from
San Bernadino, California, where the number of cumulative
deaths for February 25, 2021 was updated to 3,360 from 2,673,
a change of more than 25% from the original reports on April
19, 2021 – more than a month after the original report.

Figure 1: Anomalous reporting found in data modification
logs

Figure 2: Example of high correction in reporting in San
Bernadino, CA

Ground truth anomalies such as these cases were manually marked
using these definitions using the logs and reports of modifications
made to historical data. This included checking if there were major
revisions to reports made in a region in a given week compared to
the running mean of the reported values in the region, provided
there was an explanation for these revisions based on the above
definitions in the changelogs.

The historical data reports as of each week from 20th June 2020
to 27th November, 2021 were collected, and we ran the Back2Future
neural framework on each time-series to solve the Leaderboard
Refinement problem, as defined by Kamarthi et al. [5]. This gave
us the reported values for each week in the time series, based on
Back2Future’s refinement from the initial reported value of each
week. We then build a dataset consisting of the original reported
values for mortalities and cases, the Back2Future (B2F) refined
values, and whether the original report was considered an anomaly
or not. Since multiple studies have shown that past records are
often helpful to distinguish an anomaly from a change in disease
trend (Wang et al. [7], Jombart et al. [4], Homayouni et al. [3]), we
include the previous 4 weeks of reported and refined values in each
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Table 1: Features used in the Classifier

Feature Description

original_value Current week reported value
b2f_corrected_value Current week refined value
original_val_1prev 1 week previous reported value

b2f_corrected_val_1prev 1 week previous refined value
original_val_2prev 2 weeks previous reported value

b2f_corrected_val_2prev 2 weeks previous refined value
original_val_3prev 3 weeks previous reported value

b2f_corrected_val_3prev 3 weeks previous refined value
original_val_4prev 4 weeks previous reported value

b2f_corrected_val_4prev 4 weeks previous refined value

record of the dataset. This dataset is then used to train a Random
Forest classifier to classify a record as anomalous or not as a binary
classification task. Table 1 contains a list of all the features used to
train the binary classification model. The target of this classifier is
‘anomaly’. For this task, we chose to use a Random Forest classifier
considering we were solving a supervised binary classification task,
as opposed to the classical anomaly detection process.

4 EXPERIMENTS
We considered deaths in California and Pennsylvania for our exper-
imental setup. We obtained data for 72 weeks, from 20th June 2020
to 27th November, 2021 and randomly split the records into training
and testing data, maintaining a 70:30 split. The dataset contained
50 non-anomalous records and 22 anomalous records in Pennsyl-
vania, and 62 non-anomalous records and 10 anomalous records
in California. The random forest binary classifier trained resulted
in an average accuracy of 90.90% in both states. Table 2 highlights
some of the key metrics and Figure 3 shows the confusion matrix
for the classifier in the state of Pennsylvania.

Figure 3: Confusion Matrix for Classifier in PA

This shows that this classifier when used with features generated
by Back2Future, can result in accurate real time reporting anomaly
detection.

Table 2: Classifier Performance Metrics

Metric PA CA

Accuracy 0.909 0.90
Precision 0.75 0.75
Recall 1.0 0.75

F1-Score 0.857 0.75

Furthermore, a study of the Gini importance of the features in
trained model demonstrates that historical records are among the
features that the model is most sensitive to. This study also shows
that the Back2Future refined values for each historical record con-
sistently have greater or equal importance to the corresponding
original value for that week, validating the benefits of using the
Back2Future framework for this experiment.

Figure 4: Gini Importance for Features in Random Forest
Classifier

5 CONCLUSION
We have shown that we can make reliably detect anomalies in time-
series for COVID-19 reporting in real-time. We demonstrate the use
of a binary classifier on top of the Back2Future neural framework
to detect reporting anomalies in US states, showing case studies
of Pennsylvania and California. We believe that this can lead to
further research in terms of incorporating other frameworks as
features, thus making an even more robust anomaly detection tool.
Further work can also be used for more granular anomaly detection
at the county level as well as at a daily temporal scale. We also
believe that studies exploring feature importance metrics like SHAP
would further contribute to understanding underlying patterns
in anomalies. While we approached this problem as a supervised
binary classification task, there is potential for future study through
formulating the problem as a multi-class classification problem
to differentiate between types of anomalies as well. We can also
utilize this mechanism in a forecasting model to methodologically
demonstrate that removing anomalies can result in more reliable
forecasting.
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