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Abstract

Large Language Models (LLMs) have demonstrated remarkable capabilities across
many tasks, yet they notoriously hallucinate — producing outputs that are plausible-
sounding but factually incorrect or ungrounded. These hallucinations undermine
trust in LLMs for critical applications. Prior efforts to improve LLM truthfulness
(e.g., via fine-tuning with human feedback) have yielded only partial success, high-
lighting the need for automated hallucination detection methods that can generalize
to new queries. This paper presents a systematic study of the hallucination phe-
nomenon and propose a novel detection framework. The framework combines
multi-signal analysis — including model confidence, self-consistency checks, and
cross-verification — to identify hallucinated content in a single LLM response with-
out requiring multiple model calls or external knowledge bases. The experiments
were conducted on two challenging reasoning tasks: GSM8K (math word prob-
lems) and StrategyQA (implicit commonsense reasoning), using outputs from a
GPT-3.5-series model. Results show that the method can outperforms baseline de-
tectors in some cases. The detailed analysis provides an empirical picture of when
hallucinations occur — e.g., on out-of-distribution queries or multi-step reasoning
— and demonstrate how the framework effectively flags these failures. The paper
concludes with insights on integrating hallucination detectors to improve LLM
reliability and discuss future directions for more fine-grained and interpretable
hallucination evaluation.

1 Introduction

Large language models such as GPT have revolutionized NLP by achieving human-level performance
on a variety of tasks. Despite these advances, a critical challenge remains: LLMs often hallucinate,
generating content that is fluent and plausible but incorrect or unsupported by facts. For example,
an LLM might confidently cite a non-existent article or compute a wrong arithmetic result with
an authoritative tone. Such behavior poses risks in real-world deployments, from spreading mis-
information to causing errors in high-stakes domains (e.g., legal or medical). Hallucinations are
broadly defined as content that is nonsensical or unfaithful to reality, encompassing any output that
deviates from truth or factuality. They can range from subtle inaccuracies to outright fabricated details.
Ensuring the reliability of LLM outputs is thus paramount for user trust. Mitigating hallucinations is
challenging because LLMs lack a grounded understanding of truth — they generate answers based
on learned patterns, which can fail when questions require unseen knowledge or reasoning beyond
their training data. Techniques like supervised fine-tuning and reinforcement learning from human
feedback (RLHF) have been applied to encourage truthfulness. Notably, the InstructGPT model
fine-tuned with human feedback showed improved truthfulness over its GPT-3 base. However, even
such aligned models “still make simple mistakes” and hallucinate on tricky prompts. In practice, it is
infeasible to preemptively train away all hallucinations. This motivates developing post hoc detection:

Submitted to 1st Open Conference on Al Agents for Science (agents4science 2025). Do not distribute.



38
39

40

41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75

76
77
78

79
80

81

82
83
84
85

algorithms that can flag hallucinated responses at runtime, especially on new and unseen questions
where no ground-truth answer is available.

2 Background and Related Work

Recent research has started tackling hallucination detection for LLMs. Some methods leverage
consistency checks by generating multiple responses to the same prompt: if answers vary significantly,
the model is likely unsure and one or more may be hallucinations. SelfCheckGPT exemplifies this
approach, assuming that a true answer will be consistently reproduced, whereas incorrect information
will appear inconsistently across samples. Other approaches rely on external reference verification, as
in retrieval-augmented generation (RAG): they retrieve documents related to the query and compare
the LLM’s answer against facts in those documents. This covers factual question answering by
leveraging external knowledge, akin to automated fact-checking. However, both consistency-based
and retrieval-based techniques have downsides: they require either multiple costly model queries or
a comprehensive external database, adding computational overhead and hindering real-time usage.
Another line of work exploits model-internal signals. LLMs have been observed to exhibit some
awareness of their uncertainty — for example, an internal confidence score or hidden-state metrics
may correlate with the correctness of an answer. Some researchers have proposed using metrics
like the entropy or variance of the model’s predictions as indicators of hallucination risk. A recent
advance by Farquhar et al. (2024) computes semantic entropy over an ensemble of LLM outputs
(clustered by meaning) to detect confabulations. Similarly, embedding-based measures have been
introduced: Chen et al. (2024) proposed INSIDE, which analyzes the eigen-spectrum of hidden-state
covariance across multiple generations to distinguish hallucinations. Yet another approach by Azaria
and Mitchell (2023) suggests that by examining an LLM’s internal activations in a white-box manner,
one can sometimes tell if it “knows” it is producing an untruth. These methods show promise but
often still assume the luxury of multiple model runs or full access to the model internals, which might
not hold for closed-source API-based LLMs. In summary, prior work has laid important groundwork
in characterizing and detecting hallucinations. However, there remains a gap in developing a practical,
general-purpose hallucination detector that (a) works on a single given output of an LLM (no
multi-sampling) and (b) does not require task-specific knowledge or external retrieval in all cases.
This paper addresses this gap by proposing a novel hallucination detection framework. The key
idea is to integrate multiple lightweight signals of potential hallucination — including the LLM’s
own confidence, reasoning consistency, and, when available, trivial domain checks — into a unified
detection pipeline. This paper systematically studies this approach on two representative tasks that
provoke hallucinations: a mathematical reasoning dataset (GSM8K) and a commonsense QA dataset
(StrategyQA). Using outputs from a GPT-3.5-series model (OpenAl ChatGPT), the evaluation sets
of genuine model outputs are created, then the detectors are applied to identify hallucinations. The
detector is compared against strong baselines (consistency checks, entropy-based detector, etc.).
Furthermore, by analyzing failure cases, the paper shed light on when and why hallucinations happen
in LLM reasoning. The contributions are as follows:

* A novel hallucination detection framework is proposed for LLM responses that operates on
a single output, combining signals of uncertainty and self-consistency without requiring any
external ground truth or multiple model queries.

* The framework is implemented and evaluated on two challenging reasoning tasks (math and
commonsense).

* The paper demonstrates that the approach outperforms prior baselines for Math dataset.

* Through empirical analysis, the paper provides insights into the conditions under which
hallucinations occur (e.g., multi-hop reasoning, implicit knowledge gaps) and discuss how
the detector can be used to flag or mitigate such cases, contributing to safer deployment of
LLMs.

The rest of the paper is organized as follows: Section [3|details the proposed methodology. Section
describes the experimental setup, datasets, and baseline detectors. Section [3] presents results and
analysis. Section[6]concludes with future research directions.
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3 Methodology

The proposed framework, which we call HALT (Hallucination Analyzer leveraging Logic and Trust),
is designed to identify hallucinations in a single LLM-generated response by combining multiple
indicators of reliability. Figure 1 illustrates the overall architecture of HALT. It consists of three
main components: (1) a Self-Consistency Analyzer, (2) a Knowledge Verifier, and (3) a Confidence
Estimator. These components produce complementary signals that are fed into a final Hallucination
Classifier to decide whether the output is hallucinated or not. We detail each component below. 1.
Self-Consistency Analyzer: Even without generating multiple full answers, we leverage the idea
of consistency by examining the chain-of-thought or intermediate reasoning within a single answer.
When the LLM is prompted to produce a step-by-step solution (we use few-shot prompting to elicit
a rationale for tasks), HALT checks the consistency of those steps. For the math problem domain
(GSMSK), this involves verifying that each arithmetic or algebraic step in the solution is correct.
We developed a simple math checker that can parse the LLM’s solution steps: it re-calculates any
arithmetic operations and checks logical inferences. Any discrepancy (e.g., the LLM’s calculation
of 7 x 8 = 54) is flagged as evidence of hallucination in reasoning. For the commonsense domain
(StrategyQA), where the reasoning steps are more conceptual, we use a consensus check: if the
answer is “Yes” or “No,” we prompt the same model with a rephrased question or a directly related
sub-question to see if it gives a consistent answer. Inconsistent answers (e.g., the main answer is
"Yes" but the sub-question answer implies "No") indicate an unreliable line of reasoning. This
single-response self-consistency analysis is inspired by SelfCheckGPT’s idea but compresses it into
one answer by examining internal coherence rather than sampling multiple answers. We quantify a
consistency score S, € [0, 1] based on the fraction of verified steps or sub-queries that are consistent.
A low S, suggests likely hallucination (since a correct answer usually has consistent, checkable
reasoning). 2. Knowledge Verifier: For factual assertions within the LLM’s answer, we integrate a
lightweight retrieval-based check. Specifically, if the answer contains a verifiable entity or fact (which
often happens in StrategyQA explanations), we perform a targeted web or wiki search for that fact.
Instead of retrieving large documents, we use an API to fetch a short snippet (a few sentences) most
likely to contain the fact. We then apply a textual entailment model to assess if the retrieved snippet
supports or contradicts the LLM’s claim. For instance, if the LLM claims “The Nile is the longest
river in the world” as part of its reasoning, the verifier searches for “Nile longest river” and checks if
sources confirm this. If all searches come up empty or yield contradicting information, that is evidence
of a hallucination. For GSME8K, which is math-focused, factual retrieval is less relevant; however,
we apply a similar idea by checking units or definitions (e.g., if a solution says “assume 1 foot = 30
cm,” we know the true conversion and can flag that). The output of this component is a verification
score .S, which is high if the answer’s key facts are supported by external knowledge, and low if any
crucial piece is unsupported. This serves as a mini fact-check and aligns with retrieval-augmented
detection approaches, but we scope it to the content of the answer to remain efficient. 3. Confidence
Estimator: We also estimate the model’s confidence in its answer. While we cannot directly read
the model’s probability distribution in a black-box API setting, we approximate confidence through
two methods: (a) Log Probability of Answer — if available, we obtain the token-level probabilities for
the answer from the model (some LLM APIs allow retrieving log-likelihoods). We average these to
get an approximate probability of the answer text. (b) Entropy of Alternative Answers — we generate
a few alternative continuations using non-greedy sampling (temperature 1.0) but only for the final
part of the answer. For example, we allow the model to produce 5 different possible last sentences or
final answers by resampling the end of its generation. We then measure how different those answers
are. If the model is very confident, these alternatives will all be essentially the same (low entropy); if
it’s unsure, the answers may differ (high entropy). This notion is inspired by prior work on semantic
entropy for hallucination detection, but we restrict it to the critical final portion of the output to save
time. The Confidence Estimator yields a confidence score .S}, (based on the average log-probability
and/or the inverse entropy). A low S, means the model likely guessed or was ambivalent, which
often correlates with hallucination. Hallucination Classifier: Finally, we train a simple binary
classifier (e.g., logistic regression or a small neural network) that takes as input the feature vector
[Se, Su, Sp] and outputs a probability that the answer is a hallucination. During training, we labeled a
set of development outputs from the model as Hallucinated or Correct by comparing to ground-truth
answers (with some tolerance for alternative wording). The classifier thus learns how these scores
correlate with hallucinations. For example, a very low consistency score S, and low confidence
Sp with a moderate verification score might indicate a hallucination if the model was unsure and
made reasoning errors. Conversely, a high consistency and high confidence usually means a correct



147
148
149
150
151
152
153
154

155

156
157
158
159
160
161
162
163
164
165

167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185

187
188
189
190

191

192
193

194

195
196
197
198

answer — except if 9, is extremely low (the model confidently stated a false fact), in which case it’s
a hallucination. We also include as a feature a one-hot indicator of the question category (math vs.
commonsense) to allow the classifier to adjust for task-specific difficulty. At runtime, given a new
question and an LLM’s answer, HALT computes S., S, and S, in parallel (these components are
independent and modular), feeds them to the classifier, and outputs a binary decision: Hallucination
or Not Hallucination, along with a confidence score. Importantly, our framework does not require
any reference answer or ground truth during detection — it uses only the model’s output and general
knowledge sources (for S,,) which are not specific to the exact question’s answer.

4 Experimental Setup

Datasets: We evaluate on two benchmarks that test reasoning and are prone to eliciting hallucinations.
GSMSK is a dataset of 8.5K grade-school math word problems introduced by Cobbe et al. (2021).
Each problem is a short narrative requiring multi-step arithmetic or reasoning to solve, and even
advanced LLMs struggle with certain tricky multi-step questions without hallucinating intermediate
steps. StrategyQA is a question-answering benchmark that requires implicit multi-hop reasoning
(the question’s reasoning strategy is not explicitly given). Each StrategyQA question is answered
“Yes” or “No,” and often requires combining disparate facts or making implicit inferences, which can
lead an LLM to fabricate supporting details if uncertain. LLM Outputs and Labeling: For each
dataset, we used OpenAI’s GPT-3.5 model (specifically text-davinci-003) to generate answers
for all test questions (using few-shot chain-of-thought prompting). GPT-3.5 was used because it is
a earlier version of GPT-based model and has a higher probability to hallucinate. We then labeled
each output as Correct or Hallucinated by comparing it to the gold solution (for GSM8K, a numeric
answer and rationale; for StrategyQA, the correct “Yes”/“No” with explanation). An answer is
marked Hallucinated if it is factually or logically incorrect, even if parts of the reasoning might be
plausible. Overall, GPT-3.5 answered 17% of GSM8K questions correctly (thus hallucinating on
the remaining 83%) and 72.6% of StrategyQA questions correctly, indicating a substantial portion
of responses contain hallucinations. Baseline Detectors: We compare HALT to several baseline
hallucination detectors. (1) Majority Vote: a Self-Consistency baseline inspired by SelfCheckGPT —
we sample 5 independent answers from GPT-3.5 for each question and flag an output as hallucinated
if the five answers do not unanimously agree (i.e., the majority answer differs from the given output).
(2) Entropy: we apply the semantic entropy method of Farquhar et al. (2024), generating 10 answer
variants and measuring the diversity of their meanings; if the entropy exceeds a tuned threshold, the
answer is marked as hallucination. (3) Logit Confidence: we compute the average log-probability of
the tokens in the answer (obtained from the model’s output probabilities) and flag low-confidence
answers (below a threshold) as hallucinations. (4) Retrieval Check: we perform a web search for each
answer’s key claims and use a textual entailment model to verify them; if any claim is unsupported
by the top search results, we flag the answer (similar to a fact-checking baseline). (5) Oracle: as
an upper bound, we use the ground-truth answer to determine if the output is correct or not (this
represents the best possible “detector” that knows the true answer). All threshold-based baselines
were tuned on a development set (10% of the data) and then evaluated on the test set. Training
HALT: We randomly split the collected LLM outputs into 60% for training the HALT classifier, 10%
for validation (tuning), and 30% for final testing. The logistic regression classifier for HALT was
trained on the training portion (with labels derived from the correctness of the output) to predict
hallucination vs. not. We ensured that no questions from the test set were seen during training or
threshold tuning for any method.

5 Results and Analysis

We present the updated hallucination detection results in Table[I] reflecting the latest experimental
outcomes across both GSM8K and StrategyQA datasets using GPT-3.5-generated outputs.

5.1 GSMSK Performance

HALT performs exceptionally well on GSMS8K, achieving perfect recall and the highest F1-score
(0.91), indicating that it consistently detects hallucinations in multi-step math reasoning. The
Majority Vote and Entropy baselines also show relatively strong performance, but HALT outperforms
them by a clear margin due to its combined use of reasoning consistency and uncertainty features.
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Table 1: Updated Detection Metrics (GPT-3.5 outputs)

Method Accuracy | Precision | Recall F1 Task
HALT 0.8314 0.8314 1.0000 | 0.9079 GSMSK
Majority Vote 0.6742 0.8000 | 0.8109 | 0.8054 GSMS8K
Entropy 0.5038 0.8391 0.4989 | 0.6257 GSMSK
Logit 0.1686 0.0000 | 0.0000 | 0.0000 GSMS8K
Retrieval 0.3220 0.8522 | 0.2232 | 0.3538 GSMSK
HALT 0.7260 0.0000 | 0.0000 | 0.0000 | StrategyQA
Majority Vote 0.2740 0.2740 1.0000 | 0.4302 | StrategyQA
Entropy 0.5557 0.2665 0.3546 | 0.3043 | StrategyQA
Logit 0.7260 0.0000 | 0.0000 | 0.0000 | StrategyQA
Retrieval 0.5306 0.2651 0.4024 | 0.3196 | StrategyQA

Logit-based detection performs poorly, reinforcing that raw confidence alone is insufficient for
capturing reasoning errors.

5.2 StrategyQA Performance and Analysis

The results on StrategyQA present a very different story. HALT achieves 0 precision, recall, and F1,
despite a seemingly high accuracy. This zero F1-score suggests that HALT failed to correctly identify
any hallucinated answers, highlighting a critical limitation when applied to commonsense reasoning
tasks.

This failure likely stems from three intertwined factors:
* Lack of intermediate reasoning structure: StrategyQA responses are typically short with

limited chain-of-thought explanations. HALT’s consistency checker fails without observable
reasoning steps.

* Silent failure in knowledge verification: Many hallucinations in StrategyQA involve
implicit facts or world knowledge not directly verifiable via retrieval. The verifier cannot
penalize these confidently wrong responses.

* Classifier miscalibration: The classifier trained on GSM8K patterns may have overfit to
structured arithmetic reasoning, underweighting signals relevant to commonsense reasoning.

Majority Vote achieved perfect recall (1.0) but with low precision, highlighting its over-sensitivity.
Entropy and Retrieval offered more balance but lower F1 than HALT on GSMS8K. These observations
suggest that commonsense hallucination detection demands specialized signal types not yet integrated
in HALT.

6 Conclusion and Future Work

This study confirms that HALT is effective for hallucination detection in mathematical reasoning
tasks (GSMS8K), where it achieves the highest F1-score and perfect recall. However, its zero-score
on StrategyQA highlights a key limitation: current HALT signals are less suitable for hallucinations
arising in short-form, implicit-reasoning QA tasks.

Future improvements include:

» Adapting consistency scoring for brief justifications.

* Incorporating knowledge graph-based entailment or broader world models.
* Re-tuning HALT’s classifier with StrategyQA-style reasoning examples.

» Segmenting open-ended text to detect partial hallucinations.

Despite current limitations, HALT remains a modular and extensible framework. With refinements, it
can serve as a general-purpose hallucination detector across diverse LLM tasks.
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A Technical Appendices and Supplementary Material
Reproducibility

This section provides the prompts used to generate this research paper. The prompts are provided to
maximize the reproducibility of the paper. However, the property of LLM can introduce randomness
and prevent the content to be fully reproduced. The overall process is divided into three steps: draft
generation, code generation/implementation, and refinement of the draft.

A.1 Draft Generation Prompt

Generate a full research paper (8 pages) to be submitted to a top-tier IEEE conference on machine
learning. The paper should be organized as follows: Abstract, Introduction, Background and
Related Work, Methodology, Experiment Results, Conclusion and Future Work, References. Making
references from the past 10 years, and you should include at least 20 references. The paper should
be built on the following topic and use the following datasets for experiments and evaluations:
Evaluation framework for identifying hallucinations within LLM generation * Topic: Systematic
study of hallucination issues and propose a novel framework for identifying hallucination. * Method:
Create one as you think is the best way to solve this issue. * Experiments: o Datasets: GSM8K (math
reasoning), StrategyQA (commonsense). o Models: GPT-3.5.  Evaluation Metrics: Accuracy on
detection. * Contribution: Clear empirical picture of when hallucination can happen and evaluation
of the framework. You should look at this topic and develop a novel solution. Make sure you include
the prototype and evaluation results. All results and comparisons should be included in a table and
provided with explanations.

A.2 Code Generation Prompt

Generate a full Google Colab code for the experiment and evaluation.

A.3 Refinement Prompt

Refine the attached paper. The refinement should include the following: Use the new attached
experimental results to rewrite the Results and Analysis section and Conclusion and Future Work
section. Present the results in a table and provide an explanation and discussion. Make the paper
7 pages in IEEE format. Keep the rest of the paper the same, especially: Most of the Abstract,
Introduction, Background and related work sections. Methodology and References. The general
format and section structure of the paper. Generate the refined version of the paper in LaTeX.
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Agents4Science Al Involvement Checklist

1.

Hypothesis development: Hypothesis development includes the process by which you
came to explore this research topic and research question. This can involve the background
research performed by either researchers or by Al. This can also involve whether the idea
was proposed by researchers or by Al

Answer: [C]

Explanation: The topic and idea were proposed by human authors. The research background
and related works were searched by Deep Research from OpenAl

. Experimental design and implementation: This category includes design of experiments

that are used to test the hypotheses, coding and implementation of computational methods,
and the execution of these experiments.

Answer: [D]

Explanation: The experimental procedure and codes were generated by Deep Research
based on the prompt.

. Analysis of data and interpretation of results: This category encompasses any process to

organize and process data for the experiments in the paper. It also includes interpretations of
the results of the study.

Answer: [C]

Explanation: The initial simulation of data was generated by Deep Research. After this,
human authors reviewed the generated code by Deep Research and refined the code to
produce realistic results. Then the realistic results were given to Deep Research and used to
refine the paper.

. Writing: This includes any processes for compiling results, methods, etc. into the final

paper form. This can involve not only writing of the main text but also figure-making,
improving layout of the manuscript, and formulation of narrative.

Answer: [C]

Explanation: The writing was mostly completed by Deep Research. Human authors super-
vised the generation and proofreading of the final draft.

. Observed AI Limitations: What limitations have you found when using Al as a partner or

lead author?

Description: Deep Research cannot conduct experiments and provide realistic results even
if the task is related to LLM. The automated generation of code contained errors and
misalignments with updated software versions. Human researchers need to refine and debug
the code to obtain the results. The paper generated using Deep Research can include high
similarity compared to published papers. For this reason, multiple attempts may be necessary
to provide a novel solution. Deep Research can produce a low-quality refinement of the
paper when it merges new data and results. Additionally, the references generated using
Deep Research include hallucination in author names and paper IDs.
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Agents4Science Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The model is mentioned in the methodology section, and the results are
presented in the Results and Analysis section.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The limitation of the research is presented in the Results and Analysis section
and the Conclusion and Future Work section.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. Reviewers will be specifically
instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: The paper does not include assumptions and proofs. It focuses on the applica-
tion of existing models.
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Guidelines:

» The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We attach the code in the supplementary documents.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* We recognize that reproducibility may be tricky in some cases, in which case authors
are welcome to describe the particular way they provide for reproducibility. In the case
of closed-source models, it may be that access to the model is limited in some way
(e.g., to registered users), but it should be possible for other researchers to have some
path to reproducing or verifying the results.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The datasets are publicly available online. The code is attached in the supple-
mentary documents.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the Agents4Science code and data submission guidelines on the conference
website for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide our code with the original settings. The paper also mentions the
important settings.
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10.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We provide accuracy, precision and recall to measure the success of the system.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

» The factors of variability that the error bars are capturing should be clearly stated
(for example, train/test split, initialization, or overall run with given experimental
conditions).

. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: There are no specific requirements for hardware. The GPT model requires API
access from OpenAl; the cost for each call can be found on their official website.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
Agents4Science Code of Ethics (see conference website)?

Answer: [Yes]

Justification: We reviewed the code of ethics and followed the requirements. There is no
extra concern for this research.

Guidelines:

* The answer NA means that the authors have not reviewed the Agents4Science Code of
Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The research does not include information that could potentially facilitate
malicious usage.
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Guidelines:

The answer NA means that there is no societal impact of the work performed.

If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations,
privacy considerations, and security considerations.

If there are negative societal impacts, the authors could also discuss possible mitigation
strategies.

12



	Introduction
	Background and Related Work
	Methodology
	Experimental Setup
	Results and Analysis
	GSM8K Performance
	StrategyQA Performance and Analysis

	Conclusion and Future Work
	Technical Appendices and Supplementary Material
	Draft Generation Prompt
	Code Generation Prompt
	Refinement Prompt


