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Abstract001

Multi-agent systems empowered by large lan-002
guage models (LLMs) have demonstrated re-003
markable capabilities in a wide range of down-004
stream applications, including machine trans-005
lation. However, translating Hong Kong le-006
gal judgments remains an exceptionally chal-007
lenging task due to its intricate legal lexicon,008
culturally embedded nuances, and complex009
linguistic structures. In this work, we intro-010
duce TAPAGENTS, a novel multi-agent trans-011
lation system inspired by real-world case law012
translation workflow. TAPAGENTS employs013
specialized agents — Translator, Annotator,014
and Proofreader — to collaboratively produce015
translations that are Accuracy in Legal Mean-016
ing, Appropriateness in Style, and Coherence017
and Cohesion in Structure. Our system sup-018
ports customizable LLM configurations and019
achieves 3,972× cost reduction compared to020
professional human services. Evaluations show021
TAPAGENTS surpasses ChatGPT-4o in legal022
semantic accuracy, structural coherence, and023
stylistic fidelity, yet trails human experts in con-024
textualizing complex terminology and stylistic025
naturalness.Our live demo website is available026
at 1. Our demonstration video is available at 2.027

1 Introduction028

The translation of Hong Kong judicial judgments029

constitutes a pivotal component in sustaining the030

territory’s bilingual legal framework operating in031

both Chinese and English (Cheng and He, 2016).032

Since the 1997 handover, Hong Kong has con-033

fronted persistent challenges in reconciling linguis-034

tic transformation within its judicial system while035

preserving its inherited legal infrastructure (Chen,036

2002). The foundation of this bilingual legal ar-037

chitecture traces back to the 1987 Bilingual Laws038

Project – a landmark initiative that not only system-039

atized the translation of existing statutes into Chi-040
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Figure 1: Compared to conventional machine trans-
lation (MT) systems that utilize a single MT engine,
TAPAGENTSleverages the collaboration among multiple
language agents, each powered by large language mod-
els (LLMs), for translation.

nese (Jones Jr, 1987) but also institutionalized par- 041

allel legislative drafting in both official languages 042

(Mushkat, 1997). Nevertheless, judicial practice re- 043

veals that English remained the predominant court- 044

room language in higher courts throughout the post- 045

colonial transitional period (Daniels et al., 2011). 046

Through the progressive localization of legal in- 047

stitutions (Tam, 2012), judgment translation has 048

evolved into an essential mechanism ensuring ju- 049

risprudential precision (Prieto Ramos, 2014) and 050

facilitating cross-jurisdictional legal communica- 051

tion (Lin et al., 2023). Confronted with the volumi- 052

nous corpus of common law documentation within 053

Hong Kong’s judicial system (Hau, 2019), the es- 054

tablishment of efficient, accurate, and large-scale 055

translation processes assumes critical significance 056

(Sin et al., 2025). 057

Consequently, to address the aforementioned 058
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challenges and inspired by multi-agent systems059

(Durante et al., 2024; Tao et al., 2025; Yu et al.,060

2025; He et al., 2025) and real-world case law061

translation workflows, we propose TAPAGENTS (as062

shown in Figure 1). Similar to human translation063

studios, TAPAGENTS functions as a virtual multi-064

agent translation system. It mitigates challenges065

in generating high-quality translations through pro-066

cess decomposition and collaborative specializa-067

tion. Specifically, each agent in TAPAGENTS man-068

ages discrete translation phases, aimed at produc-069

ing translations comparable to human translators in070

accuracy and naturalness. Each of our agents plays071

a specialized role, including Translator, Annota-072

tor, and Proofreader. Together, these agents repli-073

cate the traditional human translation judgment074

process, delivering translations that are accurate in075

Legal Meaning, Appropriateness in Style, and of076

Coherence and Cohesion in Structure. Finally, we077

evaluate TAPAGENTS alongside other state-of-the-078

art translation systems using our proposed judicial079

judgment test dataset 3. Our experimental results080

show that, despite TAPAGENTS higher XCOMET-081

XL scores and surpasses ChatGPT-4o in legal se-082

mantic accuracy, stylistic fidelity, and structural083

coherence, yet trails human legal experts in contex-084

tualizing complex terminology and stylistic natu-085

ralness.086

2 Related Work087

Large Language Models Large Language Mod-088

els(LLMs) have revolutionized not only the field of089

natural language processing (NLP) but the entire090

Artificial Intelligence (AI). They are typically pre-091

trained on massive text data, so as to learn to predict092

the next word in a sentence (Brown et al., 2020;093

Chowdhery et al., 2022; Fan, 2023; Team et al.,094

2023; Touvron et al., 2023; Bai et al., 2023; Anil095

et al., 2023). After pre-training, they are fine-tuned096

with instructions, through a process known as Su-097

pervised Fine Tuning (SFT) or Instruction Tuning098

(IT), so as to turn their capacity of language under-099

standing into capability of following and executing100

human instructions (Sanh et al., 2021; Wei et al.,101

2021; Tay, 2023; Longpre et al., 2023; Shen et al.,102

2023; Chung et al., 2024; Wang et al., 2024). Ad-103

ditionally, the performance of these models can be104

further enhanced by Reinforcement Learning from105

Human Feedback (RLHF), an approach to fine-106

tuning using feedback from humans or other large107
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language models for rating the quality of model 108

outputs (Ouyang et al., 2023; Hejna et al., 2023; 109

Rafailov et al., 2024; Ethayarajh et al., 2024; Hong, 110

2024). 111

Multi Agent Systems Multi Agent Systems 112

(MAS) emphasize effective communication and in- 113

teraction among agents with unique characteristics 114

and the process of their collective decision-making. 115

Multiple autonomous agents handle more dynamic 116

and complex tasks through communication and col- 117

laboration with one another while maintaining their 118

own unique strategies and behaviors (Guo et al., 119

2024). Recent research has shown promising re- 120

sults of this approach in various fields such as soft- 121

ware development (Hong et al., 2023), multi-robot 122

collaboration (Mandi et al., 2024), scientific ex- 123

periments (Du et al., 2023), and scientific debates 124

(Xiong et al., 2023). Additionally, LLM-based 125

multi-agent systems (LLM-MAS) play a crucial 126

role in world simulation for social sciences, gam- 127

ing, psychology, economics, and policymaking, 128

(re)enacting various roles and perspectives through 129

agents’ role-playing (Park et al., 2022, 2023; Xu 130

et al., 2023; Li et al., 2023; Mukobi et al., 2023; 131

Liang et al., 2023) 132

Judicial Judgments Machine Translation Prior 133

research on machine translation (MT) applications 134

for judicial judgments has achieved only partial suc- 135

cess, constrained by persistent challenges in man- 136

aging domain-specific complexities—particularly 137

the nuanced handling of legal terminology. Statis- 138

tical machine translation (SMT) frameworks, for 139

instance, have proven inadequate for translating 140

specialized lexicons, as evidenced by systematic 141

errors in Spanish Supreme Court summary trans- 142

lations (Farzindar and Lapalme, 2009). Neural 143

machine translation (NMT) architectures, while 144

advancing general-domain performance, exhibit 145

critical shortcomings when processing the intricate 146

logical scaffolding of judicial reasoning and syn- 147

tactic structures unique to legal discourse (Killman, 148

2014). These limitations reveal fundamental gaps 149

in conventional MT paradigms’ capacity to address 150

the semantic precision and rhetorical conventions 151

required for authoritative legal texts. 152

Emerging studies highlight the transformative 153

potential of large language models (LLMs) in le- 154

gal domain, with ChatGPT demonstrating cross- 155

task adaptability including multilingual translation 156

(Elshin et al., 2024; Eschbach-Dymanus et al., 157

2024; Ji et al., 2024; Lee et al., 2025). While 158
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foundational work has mapped its general trans-159

lation capabilities (Hendy et al., 2023; Kudo160

et al., 2024; Feng et al., 2024), scholarly at-161

tention has increasingly focused on legal trans-162

lation scenarios characterized by terminological163

density, jurisdictional logic variations, and cross-164

cultural conceptual asymmetries. Preliminary eval-165

uations by (Briva-Iglesias et al., 2024) indicate that166

CHATGPT-4 achieves measurable improvements167

in contextual disambiguation for multilingual legal168

instruments—including contractual provisions and169

transnational treaties—through enhanced seman-170

tic parsing architectures. Nevertheless, empirical171

analyses reveal persistent deficiencies in its treat-172

ment of hyper-specialized legal nomenclature and173

inconsistencies in reconstructing the intricate logi-174

cal progression of judicial ratio decidendi.175

Ours In this work, we introduce TAPAGENTS, a176

novel multi-agent framework that harnesses collab-177

orative efforts among agents for Hong Kong judi-178

cial judgments translation. These language agents179

are powered by the latest state-of-the-art LLMs.180

3 TAPAGENTS181

We have established a virtual professional studio182

of MAS for Hong Kong legal judgment translation183

and proofreading. Its overall architecture is given184

in Figure 1. The roles of its three agents are Trans-185

lator, Annotator, and Proofreader. Following these186

typical roles in translation, we call it TAPAGENTS,187

or simply TAP.188

This MAS simulates the entire translation pro-189

cess of a judgment (or any text), with these agents190

in different roles co-working together to ensure the191

quality and consistency of the final product through-192

out the whole translation process. In the following193

subsections, we will present the roles (Section 3.1)194

and core collaboration strategies of its agents (Sec-195

tion 3.2), and its workflow (Section 3.3) to carry196

out translation tasks.197

3.1 Roles of Agents198

To simulate the entire translation process of a judg-199

ment, the three agents in TAP take various roles as200

follows, according to each one’s responsibilities.201

1. Translator: Responsible for accurate trans-202

lation of the judgment from English to tradi-203

tional Chinese, ensuring the preservation of its204

legal meanings, terminology, and the tone of205

the judgment, ensuring the accuracy and com-206

pleteness of the translation according to the207

context and background, and also ensure con- 208

sistency in legal terminology throughout the 209

translation process so as to avoid confusion or 210

misunderstanding. 211

2. Annotator: Responsible for marking errors 212

in the Translator’s translation according to the 213

multi-level translation evaluation annotation 214

standard (Proofread Codes, see Appendix Ta- 215

ble 1). The errors to be annotated include 216

but are not limited to the following types: (1) 217

Accuracy errors; (2) Grammatical errors; (3) 218

Usage and style errors. The Annotator’s role 219

is to provide detailed error annotations and 220

modification suggestions to the Proofreader. 221

3. Proofreader: Responsible for correcting and 222

revising the initial translation from the Trans- 223

lator according to the Annotator’s error an- 224

notations, conducting the final review, and 225

finalizing the translation. 226

Through the collaborative work of the three 227

agents in these roles, TAP seeks to maximize the ac- 228

curacy, completeness, and professionalism of judg- 229

ment translation up to a quality level to meet the 230

rigorous requirements of the legal field. To exam- 231

ine the realism of TAP’s translation process simula- 232

tion, we use GPT-3.5 Turbo as the agent LLM for 233

all three roles. 234

To ensure that the LLM fully understands the 235

task content, avoids hallucinations, and produces 236

precise and concise outputs, we have carefully for- 237

mulated respective role prompts for these roles, as 238

presented in Figure 2. We have detailed 30 subcat- 239

egories of translation error in the prompts for the 240

Annotator and Proofreader, corresponding to the 241

multi-level translation evaluation annotation stan- 242

dard (Proofread Codes) developed by Hong Kong 243

judgment translation experts. 244

The experiments we carried out to test TAP veri- 245

fied that this approach to error annotation feedback 246

can guide the LLM effectively in correcting mis- 247

takes in translation, supporting and inspiring future 248

research in this field. 249

3.2 Core Strategies of Agent Collaboration 250

Agent capability acquisition is a key process in 251

LLM-MAS that enables agents to learn and evolve 252

incrementally in a dynamic manner. In TAP, this ac- 253

quisition process is crucial, ensuring the agents con- 254

tinuously enhance their ability and performance. 255
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Figure 2: Illustration of few-shot prompts used in TAPAGENTS (Green/blue/red highlights indicate the outputs of
the T/A/P Agent, respectively).

Two fundamental issues need to be handled in256

this process: one is how the agents receive feedback257

of various types, and the other is how they adjust258

themselves accordingly in order to carry out their259

roles to address complex problems.260

Feedback Types There are two basic types of261

feedback in TAP, as follows. (1) Feedback between262

agents for collaborative interaction: An agent re-263

ceives feedback from another as response to or as264

judgment about its output through communication265

between agents. This form of feedback promotes266

cooperation and information sharing among agents,267

for the purpose of optimizing the overall perfor-268

mance of the whole MAS. (2) Human feedback:269

This kind of feedback from humans serves the pur-270

pose of ensuring what the LLM-MAS in question271

does or produces aligns well with human knowl-272

edge (such as the expertise of experts) and/or pref-273

erence (such as translation style). This feedback274

mechanism aims at helping the system understand275

and meet user needs properly, in hopes of enhanc-276

ing the accuracy and naturalness of translation.277

Self-Adaptation To further enhance translation278

and proofreading performance, TAP incorporates279

two self-adaptation strategies. One is a memory280

module that allows the agents to store and retrieve281

their interaction records in the past, including trans- 282

lation and proofreading memory, and feedback in- 283

formation. It enables a continuous learning mecha- 284

nism that allows the agents to improve their perfor- 285

mance by utilizing available historical data. 286

The other is self-evolution, which allows the 287

agents to adjust how they perform their roles via 288

learning from their interactions with humans us- 289

ing feedback or communication logs. This strategy 290

may lead to continuous changes in working meth- 291

ods and subtasks to fulfill the roles of the agents, 292

aiming at further improvement of the overall intel- 293

ligence and efficiency of the MAS. 294

3.3 TAPAGENTS Workflow 295

By virtue of the above strategies, TAP aims at ef- 296

ficient and accurate translation of complex legal 297

documents via a highly collaborative process. This 298

strategy relies on the close cooperation of its three 299

agents, which play specific roles as specified in 300

respective prompts. This multi-layered collabora- 301

tive approach ensures meticulous handling at each 302

stage and is thereby expected to have a high po- 303

tential for enhancing the overall translation quality 304

at the system level. The workflow for judgment 305

translation and proofreading in the TAPAGENTS ’s 306

System Walkthrough to be detailed below. The user 307
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follows these steps to operate the system:308

• Step 1: Enter API key.309

• Step 2: Select agents for each of the three310

roles (Translator, Annotator, Proofreader)311

from the available options (NiuTrans, GPT-312

3.5-turbo, GPT-4-turbo, GPT-4).313

• Step 3: Choose translation direction (default:314

English to Traditional Chinese).315

• Step 4: Select terminology database (default:316

Combined DoJ Glossaries; custom option317

available).318

• Step 5: The system performs the execution319

process in three phases:320

– Phase 1 (Context-Aware Translation):321

The Translator Agent uses GPT-3.5322

Turbo with Physical Neighbor Sampling323

(PNS) to retrieve contextually relevant324

paragraph pairs for localized translation.325

– Phase 2 (Error Annotation): The An-326

notator Agent tags errors in translations,327

creating structured <src, ref, err> triplets,328

which are stored in the Proofreading329

Memory (PM) database.330

– Phase 3 (Iterative Refinement): The331

Proofreader Agent refines translations by332

retrieving similar error triplets from the333

PM and generating revisions based on334

Proofread Codes.335

• Step 6: Once the translation is complete, the336

user can download the translated document,337

and the final translations and corrections are338

stored in both Translation Memory and PM339

databases for continuous improvement.340

4 Evaluation341

In this section, we report both automated and hu-342

man evaluation of our TAPAGENTS.343

4.1 Automated evaluation344

Automated evaluation of an MT system is con-345

ducted by applying available authentic automated346

metrics to compute quality scores for its transla-347

tion output by contrasting the output with the gold348

standard answers in a given bilingual text dataset.349

Metrics The metrics that we adopted for our 350

evaluation are the following three that have been 351

the most popular in recent years for automated 352

MT evaluation: (1) xCOMET-XL, a version of 353

xCOMET, which is a state-of-the-art learned met- 354

ric for various levels of evaluation (Guerreiro et al., 355

2024); (2) Unified MT quality evaluation model 356

wmt22-unite-da, a unified MT quality evaluation 357

model (Guttmann et al., 2024). 358

Experiments for Evaluation (1) Test Set We se- 359

lected the bilingual texts of the judgment "HKSAR 360

- Court of Final Appeal - Final Appeal Criminal 361

Case No. 1 of 2021" from the CFA Judgement 362

Corpus 97-22 dataset as our test data. We may 363

refer to this case as FACC 1/2021 henceforth for 364

brevity. The main reasons for choosing it include 365

its availability and our expert in legal translation ’ 366

familiarity with it. Including paragraph-level seg- 367

mentation and manual alignment, the whole test 368

set consists of 200 paragraph-level source-target 369

pairs. According to the Tokenizer4, the source text 370

consists of 12,029 tokens (57,926 characters) in 371

English. 372

(2) Models The LLM we used for all three 373

agents in TAP MAS is GPT-3.5 Turbo. Our HMIT 374

platform integrates two types of MT engines: NMT- 375

and LLM-based ones. The former includes Ni- 376

uTrans, Google Translate, and DeepL, and the 377

latter GPT-3.5 Turbo(OpenAI, 2023a), GPT-4.0 378

Turbo,(OpenAI, 2023b) and GPT-4o Turbo (Ope- 379

nAI, 2024). In the future, we will continue to up- 380

date and integrate state-of-the-art LLMs for users’ 381

choices in our HMIT Platform. 382

(3) LLM Response Parameter Settings 383

Specifically, TAP is composed of the three 384

agents whose LLM response parameter setting 385

is the same as follows: Temperature = 0, 386

max_tokens = 4,096, frequency_penalty = 0, 387

and presence_penalty = 0. 388

Evaluation Results and Analysis The perfor- 389

mance of TAPAGENTS with different role config- 390

urations, in terms of K-shot example prompts (if 391

applicable), for its three agents is reported in Ta- 392

ble 1. Additionally, the comparative experiments 393

of different NMT- and LLM-based (one-shot) mod- 394

els as Translator Agents are presented in Table 2. 395

These results are based on our evaluation using 396

the bilingual texts of FACC 1/2021 as the test set 397

and XCOMET-XL and Wmt22-unite-da as evalua- 398

4https://platform.openai.com/tokenizer
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Table 1: Performance of TAPAGENTS with different configurations for the three agents (T: Translator, A: Annotator,
P: Proofreader; X: not used)

MAS
Agent: 0- vs 5-shot Metric

T A P XCOMET-XL wmt22-unite-da

1 0 X X 0.2192 0.6172
2 0 X 0 0.7635 (+0.5443) 0.8574 (+0.2402)
3 0 X 5 0.8028 (+0.5836) 0.8662 (+0.2490)
4 0 LLM 0 0.8466 (+0.6274) 0.8664 (+0.2492)
5 0 LLM 5 0.8633 (+0.6441) 0.8726 (+0.2554)

6 5 X X 0.8381 0.8745
7 5 X 0 0.8330 (-0.0051) 0.8709 (-0.0036)
8 5 X 5 0.8486 (+0.0105) 0.8749 (+0.0004)
9 5 LLM 0 0.8435 (+0.0054) 0.8637 (-0.0108)
10 5 LLM 5 0.8669 (+0.0288) 0.8732 (-0.0013)

11 5 Manual Manual 0.8290 0.8662

Table 2: Comparative experiments of different NMT-
and LLM-based (one-shot) models as Translator Agents.

System XCOMET-XL wmt22-unite-da

N
M

T NiuTrans 0.7529 0.8450
GoogleTranslate 0.7162 0.8523
DeepL 0.8015 0.8573

L
L

M

GPT-3.5-turbo 0.8077 0.8697
GPT-4-turbo 0.8176 0.8713
GPT-4o 0.8410 0.8775
Ours 0.8467 0.8688

tion metrics. The configurations can be grouped399

into two categories for the purpose of comparison,400

i.e., MAS 1-5 as one and MAS 6-10 as another. In401

each group, there is a baseline (i.e., the one with402

the smallest number) and other variations on top403

of it for possible enhancement. In addition, man-404

ual error annotation and Proofread by an expert in405

legal translation 5 is also brought in to replace the406

Annotator and Proofreader agent for comparison.407

5 Human Evaluation408

For human evaluation, we first need to formulate a409

scoring scheme for use to integrate a human evalu-410

ator’s scores in various evaluation dimensions into411

one. The one we have developed specifically for412

the translation of Hong Kong legal judgments is413

the legal ACS metric (or simply ACS for brevity),414

whose formulation will presented in the next sub-415

section, followed by the settings and results of our416

human evaluation.417

5The Second author.

5.1 Evaluation Metrics 418

Aimed at a comprehensive, adequate and reliable 419

evaluation of the translation quality of Hong Kong 420

legal judgments, the ACS metric is formulated as 421

follows, 422

I = αA+ βC + γS (1) 423

where A, C, and S are the scores in the three key 424

dimensions of evaluation by a human expert evalu- 425

ator, namely, accuracy of legal meaning, coherence 426

and cohesion in structure, and appropriateness in 427

style, and α, β, and γ are their respective weight 428

coefficients according to the relative importance 429

of these dimensions. Based on the experience and 430

recommendation of domain experts, these weights 431

are set as follows for our manual evaluation of legal 432

judgment translation:α = 0.6, β = 0.3, γ = 0.1. 433

This setting recognizes the most fundamental role 434

of the accuracy of legal meaning as the key crite- 435

rion in determining the quality of legal translation. 436

In Table 2, we further set different weights for eval- 437

uation. 438

5.2 Setup 439

Due to resource constraints, we randomly selected 440

10 segments from the FACC 1/2021 test set to eval- 441

uate three systems: GPT-4o (baseline), MAS 10 442

(highest configuration: 5-shot T & P + Annotator), 443

and MAS 11 (manual A & P). The longest segment 444

comprised 234 words (290 tokens/1,432 characters) 445

in English and 414 words (580 tokens/460 charac- 446

ters) in Traditional Chinese. To mitigate evalua- 447

tor fatigue, we manually split translations into 25 448
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System A C S ACS 1 ACS 2 ACS 3

GPT-4o 8.91 9.05 9.82 9.04 9.03 9.12
MAS 10 9.32 (+4.60%) 9.33 (+3.09%) 9.92 (+1.02%) 9.39 (+4.85%) 9.38 (+4.64%) 9.44 (+4.82%)
MAS 11 9.16 (+2.73%) 9.36 (+3.43%) 9.96 (+1.43%) 9.30 (+2.27%) 9.28 (+2.78%) 9.36 (+2.73%)

Table 3: Results of human evaluation for the three representative MT systems, with various ACS calculations based
on different weightings for A, C, and S. The relative improvement in ACS, A, C, and S is shown in parentheses with
a plus sign. ACS 1: .7/.2/.1; ACS 2: .6/.3/.1; ACS 3: .5/.3/.2.

sentence-level pairs (max: 91 EN words/486 char-449

acters; 92 words/135 characters) using the OpenAI450

Tokenizer4. These were anonymized in evalua-451

tion tables (with segment/sentence IDs, source text,452

and system labels) and assessed by legal translation453

experts using a 0–10 scale across three dimensions.454

5.3 Results and Analysis455

Both MAS 10 and MAS 11 using GPT-3.5 Turbo456

surpass GPT-4o across all three quality dimensions457

(A: legal accuracy, C: coherence, S: style) and their458

unified ACS scores. Key findings show that in459

terms of Legal Accuracy (A), MAS 10 achieves460

9.32 (+4.60% vs GPT-4o), outperforming even461

human-annotated MAS 11 (9.16). For Structural462

Coherence (C), MAS 11 scores highest at 9.36463

(+3.43% vs GPT-4o), with MAS 10 close behind at464

9.33. When it comes to ACS Scores, MAS 10 con-465

sistently attains the highest values (9.39, 9.38, 9.44)466

across all weighting schemes (ACS 1–3), demon-467

strating robustness to metric design, while MAS468

11 ranks second, and GPT-4o trails significantly469

with scores between 9.04 and 9.12. The priori-470

tization of legal accuracy (A weighted 50–70%)471

amplifies MAS 10’s advantage. In terms of An-472

notation Efficacy, automated annotation (MAS 10)473

yields superior ACS performance compared to hu-474

man annotation (MAS 11), with a 0.85–2.58% gap475

across metrics. These results confirm that MAS476

10’s architecture optimizes translation quality for477

Hong Kong legal judgments, even when using a478

less advanced base LLM (GPT-3.5 Turbo vs GPT-479

4o).480

6 Cost Analysis481

The cost of human translation services can vary482

based on several factors, including the type of text,483

the translator’s location, and their level of experi-484

ence. The American Translators Association rec-485

ommends a minimum charge of US$0.12 per word486

for professional translation services. Therefore,487

translating FACC 1/2021 [2021] HKCFA3 – a Fi-488

nal Criminal Appeal Case decided by the Court489

of Final Appeal, which contains 11,585 English 490

words, would cost US$1,390.20. 491

In contrast, the cost of translating the entire test 492

set using GPT-4o is approximately US$0.39. Using 493

the TAPAGENTS, the cost for translating the entire 494

test set breaks down to approximately US$0.08 495

(Translator) + US$0.05 (Annotator) + US$0.22 496

(Proofreader) = US$0.35. Thus, using the TAPA- 497

GENTS to translate Hong Kong legal judgments can 498

reduce translation costs by 3,972 times compared 499

to human translation and by 10.26% compared to 500

GPT-4o.6 501

7 Case Study 502

In this section, we present two case studies from 503

FACC 1/2021 [2021] HKCFA3 – a Final Criminal 504

Appeal Case test set to demonstrate the superiority 505

of TAPAGENTS. 506

Accuracy in Legal Meaning As shown in Ta- 507

ble 4, this case study examines the translation of 508

the term “subversion of state power” under Arti- 509

cle 23 of the National Security Law. The original 510

English text uses “subversion of state power,” a 511

critical legal term. The reference translation cor- 512

rectly renders this as “被告人被控顛覆國家政 513

權.” However, GPT-4’s translation, “被告人被指 514

控顛覆國家權力,” introduces a slight deviation 515

by using “權力” (power) instead of “政權” (state 516

power), which may cause ambiguity in legal inter- 517

pretation. In contrast, the TAPAGENTStranslation 518

maintains the correct legal meaning with “政權,” 519

6Note that US$0.39 for using GPT-4o is an API cost,
and US$0.35 for using our multi-agent translator is also an
API cost. As the name suggests, “API cost” refers to the
monetary expense associated with using an Application Pro-
gramming Interface. Such cost does not include the cost
for using a human editor to proofread and edit the output
translation of an API. The average standard rate for hu-
man editing is approximately US$0.04 per word (see e.g.,
https://www.translationedge.com/pricing). The edit-
ing cost for the said judgment would then be US$0.04 x 11,585
words = US$463.30. So the total cost for translating plus edit-
ing the judgment would be US$0.35 + US$463 = US$463.35,
saving US$926.85, or 3 times the full human translation cost.
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Original
Text

The defendant is charged with
subversion of state power, a
crime under Article 23 of the Na-
tional Security Law.

REFERENCE被告人被控顛覆國家政權，
根據《國家安全法》第23條
的規定構成犯罪。

GPT-4o 被告人被指控顛覆國家權
力，根據《國家安全法》
第23條的犯罪。

TAPAGENTS 被告人被控顛覆國家政權，
根據《國家安全法》第23條
的規定構成犯罪。

Table 4: Case study for Accuracy in Legal Meaning.
The text highlighted in red indicates incorrect transla-
tions across different chapters. The text highlighted in
blue indicates correct translations.

ensuring accuracy in both legal context and termi-520

nology.521

Appropriateness in Style As shown in Table 5,522

the stylistic divergence manifests in register selec-523

tion and formulaic patterns. GPT-4 adopts "威524

脅" ("threatening"), a term connoting interpersonal525

confrontation, which injects subjective urgency526

ill-suited to legal documentation. Its substitution527

of "公共秩序" ("public order") further deviates528

from the canonical "社會秩序" ("social order")529

enshrined in statutory phrasing. Conversely, TAPA-530

GENTSreplicates the REFERENCE translation’s531

detached bureaucratic syntax ("危及...社會秩序"),532

employing the clinically precise "危及" ("endan-533

gering") to reflect institutional objectivity.534

8 Limitations and Future work535

The number of evaluated judgments is limited536

Due to time constraints, we have used only one537

judgment for this paper as the evaluation set for538

the system proposed in this paper. If conditions539

allow in the future, we will use a large-scale set of540

judgments for further evaluation.541

LLM’s multi-turn dialogues exhibit hallucina-542

tion When setting multiple rounds (3 rounds, 5543

rounds) of dialogue between the Annotator LLM544

and the Proofreader LLM for repeated revisions,545

we found that the meaning of the translation of-546

ten deviates from the original text after multiple547

revisions (hallucination phenomenon). The prelim-548

Original
Text

The defendant’s actions have
severely violated national secu-
rity, endangering the country’s
stability and social order.

REFERENCE被告人的行為已經嚴重違
反國家安全，危及國家穩定
及社會秩序。

GPT-4o 被告人的行為已經嚴重違
背國家安全，威脅國家的安
全和公共秩序。

TAPAGENTS 被告人的行為已經嚴重違
反國家安全，危及國家穩定
及社會秩序。

Table 5: Case study for Appropriateness in Style. The
text highlighted in red indicates incorrect translations
across different chapters. The text highlighted in blue
indicates correct translations.

inary solution we propose, referencing (Wu et al., 549

2024), is to add an extra hallucination arbitrator 550

LLM. This part of the work will be addressed in a 551

subsequent paper. 552

9 Summary 553

This study proposes a cost-effective and efficient so- 554

lution to address language disparities within Hong 555

Kong’s legal framework, introducing the TAPA- 556

GENTS system. The system’s seamless coordina- 557

tion of three principal roles—Translator, Annotator, 558

and Proofreader—addresses the intricacies and sub- 559

tleties of legal texts. The system’s exceptional effi- 560

cacy is substantiated through advanced evaluation 561

metrics such as XCOMET-XL and Wmt22-unite-da, 562

as well as subjective assessments from domain ex- 563

perts with over three decades of experience. These 564

evaluations underscore the system’s superior trans- 565

lation quality relative to human-written references, 566

particularly in legal precision, stylistic relevance, 567

and structural integrity. Additionally, cost analyses 568

reveal that TAPAGENTS delivers a 3,972-× reduc- 569

tion in translation expenses compared to GPT-4o. 570

In sum, TAPAGENTS marks a substantial leap for- 571

ward in the field of Hong Kong legal judgment 572

translation and proofreading, with significant po- 573

tential for broader implementation. Future research 574

directions will prioritize the systematic integration 575

of advanced LLMs and the refinement of agent co- 576

ordination mechanisms to continuously advance 577

the technical frontiers of legal translation. 578
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A Appendix810

Table 1: Proofread Codes

Error Category Subcategory Description

Accuracy

CW Choice of word. The word or expression is not a good choice.

IF Information structure not preserved.

MC Meaning has been changed because of inappropriate restructur-
ing, e.g., changing the passive to active or vice versa.

MT Mistranslation due to inadequate comprehension or misinterpre-
tation of the source text.

NA The translation conveys a different meaning from that of the
source text.

NC Meaning not clear, e.g., because of ambiguity, vagueness or
syntactic problems.

OM Omission. Part of the original has been left untranslated.

OT Over-translation. Too much has been read into the source text.

TL Too literal, affecting comprehensibility.

UT Under-translation. Meaning is not adequately captured in trans-
lation.

Grammar

Art Article.

Det Determiner.

MD Modality.

NB Number.

PN Punctuation.

Prep Wrong preposition.

PS Part of speech.

SP Spelling or wrong character.

ST The sentence or part of the sentence is ill-formed or ambiguous.

SV Subject verb agreement.

TN Tense problem.

WO Word order.

Usage and style

CL Collocation problem.

CN The word or expression has connotation not appropriate in the
context.

CO Connective problem, e.g., inappropriate connectives.

IC Inconsistent use of a word; or incoherence between clauses or
sentences.

ID Idiomaticity, i.e., unidiomatic expression.

RF Reference problem, e.g., ambiguous use of a pronoun.

RN Redundancy: the word or expression should be deleted.

SL Stylistic problems, e.g., the word or expression is not of an
appropriate style.

TS Transition problems: sentences not well connected; bad lan-
guage flow.12
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