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Abstract

As language technologies become widespread, it
is important to understand how changes in lan-
guage affect reader perceptions and behaviors.
These relationships may be formalized as the
isolated causal effect of some focal language-
encoded intervention (e.g., factual inaccuracies)
on an external outcome (e.g., readers’ beliefs).
In this paper, we introduce a formal estimation
framework for isolated causal effects of language.
We show that a core challenge of estimating iso-
lated effects is the need to approximate all non-
focal language outside of the intervention. Draw-
ing on the principle of omitted variable bias, we
provide measures for evaluating the quality of
both non-focal language approximations and iso-
lated effect estimates themselves. We find that
poor approximation of non-focal language can
lead to bias in the corresponding isolated effect
estimates due to omission of relevant variables,
and we show how to assess the sensitivity of ef-
fect estimates to such bias along the two key axes
of fidelity and overlap. In experiments on semi-
synthetic and real-world data, we validate the abil-
ity of our framework to correctly recover isolated
effects and demonstrate the utility of our proposed
measures.

1. Introduction

The widespread use of language technologies has given
rise to an ever-expanding amount of human- and machine-
generated text data. From this vast body of data emerges
the opportunity to understand how information contained in
language relates to real-world outcomes. Elucidating these
relationships can help answer scientifically interesting ques-
tions and provide interpretability to texts and the models
that generate them. For instance, what language attributes
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(b) Non-focal language cannot be measured directly and instead
must be approximated. Due to potential omitted variable bias,
which approximation we choose can significantly affect the iso-
lated effect estimate.

Figure 1. Isolated causal effects allow us to understand how
changes in language affect reader perceptions and behaviors.

(e.g., profanity) cause readers to perceive a passage of text
as hateful? Does use of rapport-building language by thera-
pists help to improve patients’ mental health outcomes? Do
factual inaccuracies propagated in machine-generated texts
have negative impacts on readers’ beliefs or behaviors?

The way in which language choices affect reader perceptions
can be formalized as the causal effect of some language-
encoded intervention—often a linguistic attribute—on an
external outcome (Lin et al., 2023). However, because lan-
guage is highly aliased (i.e., correlated with itself), the effect
of such an intervention may be influenced by the surround-
ing linguistic context (Fong & Grimmer, 2023). For in-
stance, machine-generated texts with factual inaccuracies
may also contain other undesirable attributes likely to in-
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fluence readers’ reactions, such as inflammatory language.
If the causal effect of the factual inaccuracies is estimated
without accounting for aliased attributes, the resulting esti-
mate may contain the collective effect of both the factual
inaccuracies and some portion of the related inflammatory
language—making it difficult to determine whether action
should be taken to address factual inaccuracies only, inflam-
matory language only, or both.

Motivated by this limitation, we propose a new target of
inference: the isolated causal effect for natural language (or
isolated effect for brevity). We define the isolated effect as
the causal effect of only the part of the language contained
in the intervention, or the average causal effect of the focal
text intervention over all possible variations of the rest of
the text (Figure 1a).

In practice, estimating such an effect poses several major
challenges. (1) We must be able to formally define and
approximate not only the focal intervention but also the non-
focal language of a text: that is, all parts of the text external
to the focal intervention. (2) Incorrect modeling of the non-
focal language can lead to a biased or invalid estimate of the
isolated effect due to omission of key language context—a
form of omitted variable bias (OVB) (Figure 1b). In other
words, valid isolated causal effects can only be measured
if the non-focal language is well-approximated. Therefore,
it is important to be able to assess the robustness of the
isolated effect estimate to errors or omissions in the non-
focal language approximations.

To address these challenges and to provide a practical path
toward estimating isolated effects, this paper introduces
a formal estimation framework for isolated effects of lan-
guage. Within this framework, we explore how the way
we approximate non-focal language impacts isolated effect
estimates due to omission of key variables, and we draw on
OVB principles to define measures that assess the sensitivity
of effect estimates to bias along the two key axes of fidelity
and overlap.

Our experiments' demonstrate the validity of our frame-
work on both semi-synthetic and real-world data. Using
evaluation settings where the ground truth is known, we
observe that our estimation framework is able to recover the
true isolated effect across multiple interventions. We further
show that our measures of overall robustness to OVB cor-
respond closely to how well an estimator is able to recover
the true effect, while fidelity and overlap provide additional
insight into why an estimate is or is not correct. We suggest
that these measures may be particularly useful for analy-
sis in real-world settings where the true isolated effect is
unknown.

'Our data and code are publicly available at https://
github.com/torylin/isolated-text-effects.

2. Problem Setting

Consider a text dataset D = {(X1,Y1),...,(Xn,Yn)}
where texts X; € X are drawn i.i.d. from a distribu-
tion P, and individuals with potential outcome functions
Yi(-) : X — R are drawn i.i.d. from the population G,
where Y;(x) denotes the potential outcome of individual 4
if they were to read text = (Neyman, 1923 [1990]; Rubin,
1974). We study a setting in which all confounding between
the intervention and the outcome is captured in the text.
Such settings are an important and common case in natural
language processing (NLP) due to the widespread prac-
tice of labeling text data using external annotators who are
randomly assigned to texts. This assignment mechanism in
effect creates a randomized text experiment, eliminating con-
founding external to the text (Lin et al., 2024). Prominent
NLP benchmark datasets such as SST (Socher et al., 2013),
SQuAD (Rajpurkar et al., 2018), and MNLI (Williams et al.,
2018), for instance, all fall under this category.

Now let X be parameterized as X = {a(X),a%(X)},
where a(-) : X — {0,1} is the intervention—the focal
language attribute for which we learn a causal effect—and
a®(-) : X — R is the non-focal portion of the text. In this
setting, we consider a(-) to be a known mapping from the
text to the intervention of interest. a(-) is also known as a
“codebook function” (Egami et al., 2022)

In naturally occurring text, a“(X) is almost certainly dis-
tributed differently when a(X) = 1 compared to when
a(X) = 0. For instance, suppose a(X) is humor, and
X is from a corpus of movie scripts. The non-focal (i.e.,
non-humor) parts of the scripts may include properties like
positive emotion or optimism. As these properties are posi-
tively correlated with humor, it is much more likely when
a(X) = 1 that they also equal 1 and when a(X) = 0 that
they also equal O.

To isolate the effect of only the focal language attribute,
we must learn that effect over all possible variations of the
non-focal text to be sure that no influence comes from the
non-focal text. Formally, this is akin to learning the effect
while enforcing the same non-focal text distribution P* for
both conditions of a(X).

Definition 2.1 (Isolated causal effect). Let P* be some

target distribution over the non-focal language. Then the
isolated causal effect of a(X) on Y is given by:

7" =By ()ng[Bac(x) np [Y(a(X) = 1,a5(X)7)
= Y(a(X) = 0,a5(X)")]]

We distinguish this from the natural causal effect defined
by Lin et al. (2023), where a°(X) follows its natural dis-
tribution for both conditions of a(X). The natural causal
effect is the collective effect of the focal language attribute
a(X) and the parts of the non-focal language with which it
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is naturally correlated.

We generalize three common assumptions for valid causal
inference to the language setting:

1. Consistency. ¥ = Y (X) = Y(a(X),a%(X)). The
observed outcome Y for an individual corresponds
to the potential outcome Y (a(X), a(X)) associated
with the text they actually receive.

2. No unmeasured confounding. Y (z) LL a(X)|a®(X)
for all x € X. All confounding factors between the
intervention and the outcome are captured by the non-
focal portion of the text.

3. Overlap. 0 < P(a(X) = 1|a“(X)) < 1. The interven-
tion a(X) has a non-zero probability of taking either
value, regardless of the non-focal portion of the text.
Note that this excludes the possibility that a(X) is a
deterministic function of a®(X).

As we mention earlier, the assumption of no unmeasured
confounding is commonly fulfilled for NLP datasets due to
text-annotator assignment protocols that eliminate external
confounding. In practice, it is also reasonable to believe that
the overlap assumption is fulfilled since any representation
of the non-focal language a“(X) is non-exhaustive, and so
a(X) cannot be determined solely from the representation
of a®(X). The most difficult of the three assumptions to
fulfill then is consistency, i.e., that observed outcomes cor-
respond to potential outcomes. If the approximation of the
non-focal language a¢(X) is missing important information,
then consistency may not hold. Part of the technical con-
tribution of this paper is to characterize the implications of
this assumption failing to hold.

3. Isolated Causal Effects of Language

In this section, we describe how to identify, estimate, and
evaluate the quality of isolated effects of language. We de-
fine estimands for isolated effects, present doubly robust
estimators, and discuss how approximating non-focal lan-
guage during estimation can give rise to omitted variable
bias. Derivations and technical results are in Appendix A.

3.1. Identification

The definition of the isolated causal effect requires that
ac(X) follow the same target distribution P* when a(X) =
1 and when a(X) = 0, even if it does not do so naturally. To
induce a°(X) to follow the same specific target distribution
under both conditions of a(X), we draw on importance
weighting (IPW) principles to transport a°(X) from its
natural distribution P to the target distribution P*, then
supplement this with an outcome model.

First, let us define the transporting importance weight vy as:

e 2d - )P (X))
N 0D = B (X)) Plal(X) = alas()

Using the importance weight, we can identify the estimand
7* from the observed data D = (X,Y’), where X ~ P and
Y follows the resulting induced distribution on the observed
responses P

This identifies the isolated effect as a difference in
importance-weighted averages of the outcome between texts
with and without the focal language attribute a(X).

If we use only the importance weights, however, we run the
risk that errors or misspecifications in the weights will lead
to errors in the estimated isolated effect. Therefore, building
on causal inference principles in non-language settings, we
can also incorporate an outcome model g, defined as:

g(a’,a%(X)) = By ()~glY(d',a%(X))].

Assuming we have access to texts X* ~ P* (or have access
to the data-generating process of P*), we can identify 7*
using the following doubly robust construction:

7" =Ex-~p- [9(1,a°(X7™)) — g(0,a(X™))]
+Eply(a(X),a*(X)(Y — g(a(X),a"(X)))]
(TpR)

This construction—commonly used in causal inference to
identify and estimate unbiased effects and increasingly used
in machine learning contexts as well—confers robustness to
misspecification or mis-estimation in either the IPW term
or the outcome modeling term (Robins et al., 1994; Byrd &
Lipton, 2019; Kallus et al., 2022).

While P* can be any distribution over a°(X) (discussed
further in Appendix A.1.3), in practice it can be unclear
how to define and estimate P*(a(X)) explicitly, as this
requires characterizing a full distribution over the non-focal
text probabilities. Therefore, we introduce two important
realistic choices of P* that make the problem tractable.

First, we can set P*(a“(X)) = P(a(X)), where again
P is the distribution of the observed X. We refer to the
isolated effect in this case as the Isolated Average Treatment
Effect (IATE) in the corpus from which the texts originate.
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The corresponding importance weight becomes:

y(a',a%(X)) =

Second, we can set P*(a°(X)) to equal P(a®(X)|a(X) =
1), the distribution of non-focal language among the treated
(i.e., where a(X) = 1) in the corpus where the texts orig-
inate. We refer to this as the Isolated Average Treatment
effect on the Treated (IATT). Estimating the IATT instead
of the IATE can be beneficial in settings with potential over-
lap violations; we elaborate on this in Section 3.3. The
corresponding importance weight becomes:

a/

Pla(X) =1)
(1 - a)P(a(X) = 1]a%(X))
P(a(X) = 0a*(X))P(a(X) = 1)

(a',a%(X)) =

3.2. Estimation

Having written 7% in terms of the observable data, we de-
scribe how to estimate it in practice.

Nuisance parameters. To estimate 7p g, several nuisance
parameters need to first be estimated: the outcome model
g and the importance weight . This requires approximat-
ing the non-focal language a°(X) with a language repre-
sentation. We refer to the approximation of the non-focal
language using the notation a5 (X ), where the s subscript
indicates that this is a mapping of the high-dimensional
non-focal language a“(X) to a lower-dimensional “short”
representation space R? (following the terminology used to
denote a smaller feature set in Chernozhukov et al. (2024)).

With this mapping, a classifier can be trained on a separate
sample to predict a(X) given a$(X) as input. Such a clas-
sifier outputs predicted probabilities P(a(X) = a’|aS(X)),
which can be used to estimate 7. Using the approximation
a$(X), an outcome model g(a(X), a$(X)) can also be esti-
mated on an separate sample where both texts and outcomes
are available.

Estimator. Consider data D = (X;,Y;), X; ~ P and
Y; ~ Py and X; ~ P* (i € [n],j € [m]). Then the
estimator for 7* is given by

- 1~ .

ToR= > l9(1,a5(X;)) = §(0, a5 (X))

Jj=1
IR, .
= 3 Aa(X0), aS(Xa) (Vi — GlalXa), S (X))
i=1
where the estimated 7 uses the appropriate probability esti-

mates from the IATE and IATT definitions above.

Like other doubly robust estimators, 7pr has a number of
desirable properties. First, as long as either the weights v

or the outcome model g are correct—i.e., ¥ = yor g =
g—then Tpp is an unbiased estimator for 7*. Moreover,
the estimator is asymptotically normal with a closed-form
variance, allowing for estimation of trustworthy confidence
intervals. See Kennedy (2024) for a review on these types
of estimators.

3.3. Sensitivity to Omitted Variable Bias

Omitted variable bias. When representing natural lan-
guage, including all “variables” in modeling is not feasible,
as a full representation of language is nearly infinitely high-
dimensional (e.g., a one-hot encoding of the entire English
vocabulary). Instead, the non-focal language is more re-
alistically approximated as the “short,” lower-dimensional
representation a$(X) (e.g., a language model embedding).
However, representations of language necessarily omit infor-
mation relative to the original text. In this section, we link
the notion of information loss from language representation
to omitted variable bias. We use recent work on establishing
OVB bounds for non-parametric models (Chernozhukov
et al., 2024) and adapt it to a natural language setting to
study the impact of omitted information in approximations
of non-focal language and isolated effect estimates.

We begin by defining the fidelity metric o2 and the overlap
metric v2:

o? = Ep|(Y — g(a(X), aS(X)))?]

? s

v? = Ep[y(a(X),af(X))?]

?s

where g(a(X),a$(X)) and v(a(X),aS(X)) are the out-
come model and importance weight that use the short non-
focal language representation a$ (X ). We call these the short
outcome model and short importance weight. The fidelity
metric indicates how close the short outcome model is to
the true outcome model g(a(X), a*(X)), while the overlap
metric indicates how well the overlap assumption for valid
causal inference is fulfilled by the short importance weights.
For both metrics, a smaller value is better.

Then the OVB of 7pr,—that is, Tpr using the short out-
come model and short importance weight—is bounded:
|TpRr, — 7% |* < ?V2CECE
——
OVB

where Cy and C'p are user-set sensitivity parameters for the
explanatory power of omitted variables toward the outcome
model and importance weight. The OVB bounds allow us
to define lower and upper bounds on the isolated effect:

75r(Cy,Cp),7Hr(Cy,Cp) = Tpr, £ Vo?2CyCp

The fidelity-overlap tradeoff. A tradeoff between fidelity
and overlap emerges when choosing how to approximate
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the non-focal language a°(X) as a$(X). If a5(X) is a high-
dimensional dense representation like a language model
embedding, then model fidelity is likely to be good, as the
short outcome model g(a(X), a$(X)) has plenty of infor-
mation with which to make predictions. However, repre-
sentations with good fidelity are also more prone to overlap
violations. While we assume in Section 2 that strict over-
lap is fulfilled, P(a(X) = a'|a5(X)) that are very close
to 0 and 1 (“near overlap violations™) can still skew the
importance weights v to extreme values, heavily impact-
ing effect estimates. These near overlap violations occur
more often if P(a(X) = a'|a$(X)) is computed using high-
dimensional dense representations for a$(X), as the greater
number of dimensions makes it more likely that certain
values of a$(X) are almost exclusively seen with either
a(X)=1lora(X) =02

Importantly, the fidelity-overlap tradeoff can be balanced by
considering the overall robustness value of the isolated ef-
fect that uses the non-focal language representation a$(X):

RV — |20

av

Intuitively, the robustness value is a measure of the effect es-
timate’s trustworthiness: it indicates how robust the estimate
is to OVB. The robustness value can be seen as the amount
of explanatory power that can be lost from approximating
a®(X) as a$(X) before the isolated effect is no longer cor-
rect in sign (positive or negative). A larger robustness value
corresponds a higher tolerance to OVB.

We estimate 52, 2, and the robustness value from the data
using debiased estimators (Appendix A.3). We note that
under this type of estimation, it is possible for the estimated
72 to be negative; this indicates that something may have
gone wrong with importance weight estimation (potentially
a severe overlap violation).

Finally, we emphasize that while OVB may correspond to
how close an effect estimate is to the ground truth, it is
a complementary measure. By assessing effect estimates
through the lens of each metric—fidelity, overlap, and ro-
bustness value—we gain greater insight into how and why
different non-focal language approximations can influence
isolated effect estimation.

4. Experiments

To assess the validity of isolated effects estimated using our
framework, we examine how well we can recover the true
isolated effect 7* with our estimator 7pr. We evaluate on
two natural language datasets—one semi-synthetic and one
real-world—in which true isolated effects are known.

>The IATT is less susceptible to overlap violations than the
IATE, as the IATT requires only that P(a(X) = 1]a$(X)) < 1.

4.1. Datasets

Amazon (partially controlled setting). The Amazon dataset
(McAuley & Leskovec, 2013) consists of reviews from the
Amazon e-commerce site, each with a number of “helpful”
votes. To reduce unmeasured factors in the data, we generate
a new semi-synthetic outcome Y by predicting the number
of helpful votes as a linear function of a(X), a$(X), then
adding noise. Here, a(X), a%(X) encode the 10 categories
from the lexicon LIWC (see Section 4.2.1) that are most
predictive of vote count. These categories are binarized
to take the value 1 if the category is present in the text
and O otherwise. We note that while the semi-synthetic
construction allows us to control the outcome Y, we do not
have influence over the joint distribution P(a(X), a%(X)).

S

In this partially controlled data setting, we know both (1) the
true isolated effect of each of the 10 lexical categories and
(2) that the outcome model g can be fully learned from the
text. Combined, these allow us to evaluate whether our esti-
mator Tpg is able to recover the true isolated effect under
best-case conditions. To allow for controlled evaluation un-
der more challenging conditions, we also generate a second
semi-synthetic Y where helpful votes are predicted as a non-
linear function of a(X), a$(X); this setting is discussed in
Section B.2.

Semaglutide vs. Tirzepatide (SvT) (real-world setting).
Here, we consider a slightly different setting in which the
intervention and outcome are both encoded in text (in con-
trast to the setting where the intervention is encoded in the
text and the outcome is a numerical value external to the
text). The SvT dataset (Dhawan et al., 2024) consists of
posts from weight-loss communities on the social media site
Reddit that mention one of two weight-loss medications:
semaglutide or tirzepatide. From these posts, Dhawan et al.
extracted the language-encoded binary intervention a(X)
(which weight-loss medication the user took) and binary
outcome Y (whether the user lost more than 5 percent of
their starting body weight). The dataset further includes
a “ground truth” causal effect from a clinical trial on the
effects of semaglutide versus tirzepatide at various doses
(Frias et al., 2021). Dhawan et al. used weight loss under
5 mg tirzepatide versus 1 mg semaglutide as the true effect.
We compute confidence intervals for this true effect using
information available in the clinical trial.

This dataset allows us both to evaluate the validity of iso-
lated effect estimates in a realistic setting and to assess how
different approximations of a“(X') can impact our estimates.
4.2. Implementation

4.2.1. APPROXIMATING NON-FOCAL LANGUAGE

To construct a non-focal language approximation a$(X),
we explore a number of language representations varying in
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complexity. In this section, we describe each representation
and discuss how it might fare in the fidelity-overlap tradeoff.
Implementation details can be found in Appendix C.2.

Lexicon. One simple language representation is a vector of
interpretable categories encoded by a lexicon, which maps
words in its vocabulary to those categories. These categories
are usually relatively few in number, so the dimensionality
of the category vector is fairly low. However, lexicons are
limited by their vocabulary and are also unable to capture
context or sentence-level meaning. Therefore, we expect
that lexicon-derived non-focal language representations may
have good overlap but poor model fidelity. We use two
well-known lexicons in our experiments: the human expert-
designed LIWC (Pennebaker et al., 2015) and the semi-
automatically generated Empath (Fast et al., 2016).

Language model embedding. Sentence embeddings from
transformer-based language models are among the most
commonly used language representations for machine learn-
ing. These embeddings are information-rich in content and
syntax and perform excellently on a wide variety of tasks.
However, language model embeddings tend to be relatively
high-dimensional compared to lexicons, and as a result,
embedding-derived non-focal representations may achieve
good model fidelity but suffer from overlap violations. In
our experiments, we use embeddings extracted from the pre-
trained transformers BERT (Devlin et al., 2019), RoBERTa
(Liu et al., 2019), MPNet (Song et al., 2020), and MiniLM
(Wang et al., 2020). For RoBERTa and MPNet, we also
use singular value decomposition (SVD) to create a lower-
dimensional version of each embedding. We refer to these
smaller 200-dimension representations as ROBERTa+SVD
and MPNet+SVD.

SenteCon. SenteCon is a language representation in which
a lexicon-based layer is constructed over language model
embeddings (Lin & Morency, 2023). Like lexicon represen-
tations, a SenteCon representation consists of a vector of
interpretable categories where each category is associated
with a numerical weight. Because the categories are derived
from an existing lexicon, the dimensionality of the Sente-
Con category vector should also be low. SenteCon does not
rely exclusively on a pre-defined vocabulary and is able to
capture sentence context. Consequently, we expect that a
SenteCon-derived non-focal language representation will
have reasonable model fidelity while also not being signif-
icantly affected by overlap violations. In our experiments,
we use two different base lexicons for SenteCon (LIWC or
Empath). We refer to these variants as SenteCon-LIWC and
SenteCon-Empath.

LLM prompting. As large language model (LLM) capabil-
ities continue to expand, it has become possible to extract
attributes from a text passage simply by prompting an LLM.
For instance, we might ask an LLM to tell us, based on

the information contained in a paragraph, the age of the
writer or if they have any health conditions. Using this form
of prompting on GPT-3.5, Dhawan et al. (2024) extract a
set of 10 health-related attributes from Reddit posts in the
SvT dataset. Of these, we exclude 3 attributes from which
weight loss can be directly computed. We treat the remain-
ing 7 discrete variables as a type of language representation
and therefore an approximation of the non-focal language.

4.2.2. MODELING AND ESTIMATION

For each non-focal language representation a$(X ), we use
5-fold cross-fitting to train an outcome model g to predict Y’
given a$(X) and a classifier to predict a(X) given a$(X).
We use ﬁ(a(X) = d/|a5(X)) from this classifier to es-
timate 7. Within the training folds, we conduct 5-fold
cross-validation to select model hyperparameters. For the
linear-outcome case of the Amazon dataset, we use a lo-
gistic regression classifier and a linear regression outcome
model (and neural networks for the nonlinear case). For
the SvT dataset, we use gradient boosting models for both
our classifier and outcome model. Additional model details,
including libraries and hyperparameters, are available in
Appendix C.3.

With g and 7 estimated, we are able to compute Tpg on the
estimation folds, which we call Degimae. When estimating
the IATE, we directly use Degtimate @S the source of texts
X* ~ P* for the outcome modeling term, as the target
distribution is equal to the observed data distribution. When
estimating the IATT, we draw X * from the subset of Deg(imate
where a(X) = 1. We estimate the IATE for the Amazon
dataset and the TATT for the SvT dataset to maintain better
overlap.

We compare our isolated effect estimates against a naive
estimator that does not isolate the focal attribute from the
non-focal portion of the text (i.e., an estimator of the natural
effect). In general, we expect this not to correctly recover the
true isolated effect since it has no adjustment for isolation.

5. Results and Discussion

In this section, we evaluate how well our method is able
to recover true isolated causal effects in the Amazon and
SvT datasets. Following this evaluation, we more closely
examine the relationship between isolated effect estimation
and omitted variable bias.

5.1. Amazon Dataset

In the Amazon dataset, we examine the isolated effects of
the 10 predictive LIWC categories used to construct the
semi-synthetic outcome. This section discusses the linear-
function outcome, but the same trends appear in the nonlin-
ear case (results in Section B.2).
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Figure 2. Isolated causal effects of linguistic attributes on help-
fulness in the Amazon dataset. Error bars correspond to 95%
confidence intervals.

Across the 10 categories, we iteratively set each category
to be a(X) and estimate its isolated effect while using
the remaining lexical categories as a“(X). To explore the
fidelity-overlap tradeoff under controlled conditions, we
evaluate our isolated effect estimate and our three OVB-
derived metrics—a2, 2, and robustness value—under dif-
ferent choices of a$(X). For each intervention, we restrict
the number of remaining lexical categories used as a$(X),
beginning with 2 categories and ending with 9.

Over multiple interventions (Figures 2a, 2b; additional re-
sults in Appendix B.1), we observe that as the dimensional-
ity (number of categories) of a$(X) increases, so does the
proximity of the isolated effect estimate to the ground truth.
Moreover, the behavior of the fidelity and overlap metrics
o2 and 72 is also consistent with expectations. As dimen-
sionality increases, 62 decreases, indicating that outcome
model fidelity is improving. At the same time, 72 increases,
consistent with worsening overlap.

We further see that robustness values increase with a$(X)
dimensionality, suggesting that gains in model fidelity out-
weigh losses in overlap. This may not be the case for all
datasets. As this dataset does not experience significant
problems with overlap (as seen from the limited range of
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Figure 3. Isolated causal effect of weight-loss medication in the
SvT dataset. Error bars denote 95% confidence intervals. The blue
dotted lines surrounding the true effect mark its 95% confidence
interval. Representations a§ (X ) are ordered loosely by complexity,
with less complex representations appearing closer to the top

2, particularly in Figure 2a), it seems that outcome model
performance gains are more significant in this case.

5.2. Semaglutide vs. Tirzepatide Dataset

In the SvT dataset, we use the intervention and outcome
from Dhawan et al. (2024). We treat the Reddit post text
as the non-focal language a“(X ), and we explore how each
of the non-focal language representations in Section 4.2.1
impacts effect estimation.

We first observe that all of our isolated effect estimates have
wide 95% confidence intervals that include both the true
isolated effect and O (Figure 3). Looking solely at the point
estimates, we see that almost all of the representations yield
positive isolated effect estimates that are consistent with the
ground truth. Of these, SenteCon-Empath comes closest
to recovering the true isolated effect, with MiniLM a close
second—but a large amount of uncertainty remains. As a
result, we may not be able to use the point estimates alone to
determine which representation best approximates non-focal
language.

We look instead to fidelity and overlap, where we observe
interesting behavior. The high-dimensional MPNet embed-
ding has a much larger 2 than any other representation,
suggesting a near overlap violation. Interestingly, BERT
and RoBERTa—which have the same dimensionality as
MPNet—exhibit much better overlap than MPNet, possibly
due to the additional optimization of MPNet for sentence-
level tasks in the library used to extract its embedding. We
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also see that several representations, such as the lexicon
Empath and the dimensionality-reduced ROBERTa+SVD,
have negative ©%s. Because doubly robust estimators like
the one we use for 2 do not necessarily satisfy criteria like
being non-negative in noisy settings, we hypothesize that
these negative values (which are small in magnitude) may
be due to noise in estimation. Fidelity, on the other hand, is
much more consistent across all representations. In general,
fidelity is expected to improve (i.e., o2 should decrease)
with the dimensionality of the representation, as higher-
dimensional representations are likely to contain more in-
formation; however, this may be negated by strong regular-
ization in the outcome model. These results suggest that the
fidelity-overlap tradeoff depends on some notion of repre-
sentation complexity that may go beyond the dimensionality
of the representation alone.

Finally, we find that the two representations with the high-
est robustness values are LLM prompting, which produces
a positive but conservative effect estimate, and SenteCon-
Empath, which produces an estimate very close to the true
effect. MiniLM, which like SenteCon-Empath has a point
estimate close to the clinical benchmark, has only a mid-
dling robustness value due to poor overlap. The robustness
of LLM prompting is not unexpected: Dhawan et al. (2024)
carefully designed their prompting procedure to extract dis-
crete variables for the specific task of estimating the effect
of tirzepatide versus semaglutide on weight loss, so we ex-
pect this representation to yield good results. Importantly,
however, the SenteCon-Empath representation—which is
not specifically designed for this task—has a similarly high
robustness value, suggesting that equally effective repre-
sentations can be found without requiring extensive human
design effort.

Our results also illustrate the potential of dimensionality re-
duction methods like SVD in non-focal language approxima-
tion. Both ROBERTa and MPNet benefit from singular value
thresholding across all OVB metrics: overlap improves, fi-
delity remains similar, and robustness value increases. More-
over, after SVD is applied, both representations’ effect point
estimates move from outside the true effect confidence inter-
val to inside the true effect confidence interval. These results
suggest that dimensionality reduction can significantly im-
prove the utility of high-dimensional non-focal language
representations. Given the low computational and human
overhead of these unsupervised post-processing techniques,
they may often be worth trying.

A closer look at OVB and robustness. While robust-
ness values can be compared among non-focal language
representations—providing some sense of how relatively
robust each corresponding effect estimate is to bias—it is
not immediately clear whether even the representation with
the best robustness value is robust in absolute terms.
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Figure 4. OVB lower bound of SenteCon-Empath isolated effect
estimate in the SvT dataset. “Unadjusted” marks the point estimate
lower bound without OVB.

One way of understanding the scale of a robustness value
is to calibrate it using the explanatory power lost when
intentionally omitting variables known to have an influence
on the effect estimate. We focus on one representation—
SenteCon-Empath in the SvT dataset—and the lower OVB
bound of its associated isolated effect estimate. We recall
that this bound corresponds to the least possible value of the
effect point estimate at a given level of OVB.

In Figure 4, we plot this bound against the sensitivity pa-
rameters C'y and C'p, which denote the explanatory power
of omitted variables toward the outcome model g and the
importance weight ~y, respectively. This contour plot shows
how the lower OVB bound of the effect estimate changes as
the hypothetical explanatory power of the variables omitted
from the SenteCon-Empath representation increases. We
color the 0 contour red to highlight the significance of the
lower OVB bound “crossing” from positive to negative as
Cy and Cp increase. Once the bound is negative, we can
no longer be certain that the point estimate of our isolated
effect is positive.

We then plot four red triangles to mark the explanatory
power lost by explicitly omitting the category with that
name (movement, science, exercise, or healing) from the
SenteCon-Empath representation.> We choose categories
we believe to be relevant to the intervention and outcome.
For each category omitted, we see the loss of explanatory
power brings the point estimate closer to the O contour but
is not nearly enough to cross it. Turning then to the masked
marker, we look at the explanatory power lost by omitting
key information from the non-focal text a(X) itself. We
create a version of each Reddit post where we mask medi-
cation type, body weight, and terms like “gain” and “loss.”

3These values can be computed explicitly by re-fitting the out-
come models and importance weights (Appendix C.4).
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The resulting SenteCon-Empath representations experience
a much larger drop in explanatory power, but the lower
bound of the estimate still remains positive. These results
suggest that the isolated effect estimate is robust (though
noisy, as the wide confidence intervals may indicate), as the
lower bound on the point estimate remains positive even un-
der levels of OVB comparable to removing relevant lexical
categories or masking key information from the text.

6. Related Work

Causal effects of text. Our work on isolated causal effects
is situated within a recent literature on estimating text-based
causal effects. Egami et al. (2022) describe a conceptual
codebook framework for causal inference using text. Build-
ing on this, Fong & Grimmer (2023) conduct randomized
text experiments where texts are programmatically gener-
ated from pre-specified attributes. Lin et al. (2023) further
propose a method for transporting natural (i.e., non-isolated)
causal effects from randomized text experiments to poten-
tially non-randomized target distributions.

Most directly related to our work are several methods for
estimating isolated effects of natural language using specific
language representation pipelines. Though these works do
not explicitly distinguish isolated and natural effects, their
estimands are defined such that they are isolated, and so we
view these methods as complementary to ours. Pryzant et al.
(2021) estimate the effect of a proxy linguistic attribute from
observational data, where all other language information is
represented by an embedding from a transformer trained
to capture confounding. Dhawan et al. (2024) estimate
effects from observational data using the LLM prompting
approach we describe earlier. Finally, a recent paper by Imai
& Nakamura (2024) estimates text effects via a randomized
experiment in which LLM-generated texts are shown to hu-
man respondents; text representations can then be extracted
directly from the generating LLM.

Omitted variable bias. The diversity of language repre-
sentations that can be used in text-based causal inference
highlights the strong need for a way to understand the qual-
ity of representations and effect estimates. Our OVB-based
metrics provide a way to do this flexibly across any data
setting, which is important for real-world data where the
ground truth is not known. Our metrics draw directly on
the Chernozhukov et al. (2024) operationalization of OVB,
which in turn builds on a history of foundational work on
OVB (Goldberger, 1991; Frank, 2000; Angrist & Pischke,
2009; Oster, 2019; Cinelli & Hazlett, 2019).

Noting the importance of covariate representation in causal
inference, Clivio et al. (2024b) have proposed learning rep-
resentations that minimize information loss when balancing
covariates, which can help to improve overlap (Clivio et al.,

2024a). While these methods are not developed specifically
for text, the parallels between general covariate representa-
tion and language representation are evident.

7. Conclusion

In this paper, we propose a framework for estimating the
isolated causal effect of a focal language-based interven-
tion. Estimating isolated effects is challenging because it
requires us to model not only the focal intervention but also
the non-focal language of the text. We introduce measures
for assessing the sensitivity of isolated effect estimates to
omitted variable bias in their non-focal language approxima-
tions along the axes of fidelity and overlap. We demonstrate
the ability of our framework to correctly recover isolated
effects across multiple language-encoded interventions, and
we explore how the way we approximate non-focal language
impacts fidelity, overlap, and the robustness of the effect
estimates themselves.

Our results point to several avenues for future research. This
paper studies a setting in which confounding is contained
fully in the text. Though NLP datasets are not often released
with external confounding data like information about an-
notators, it may still be interesting to study the case where
external confounding is present and measured. Additionally,
in this paper we treat the focal language-encoding function
a(-) as an accurate parameterization of the intervention of
interest, but if a(-) does need to be estimated, then estima-
tion error can lead to additional bias. Characterizing and
counteracting this is important future work. Finally, our
findings on OVB and robustness suggest a compelling line
of research on learning representations—perhaps not only of
language—that optimize the fidelity-overlap tradeoff to min-
imize omitted variable bias, making them explicitly suitable
for the task of causal inference.

Impact Statement
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(Wan et al., 2023; Ferrara, 2024), and the black-box internals
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the impacts of texts and language models on the readers that
consume them. Our work on isolated causal effects builds
toward this goal.
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Isolated Causal Effects of Natural Language

A. Derivations and Proofs
A.1. ATE and ATT
A.1.1. IDENTIFYING THE ESTIMAND

Proof. Equivalence of Tpp and 7*.

Wehave X ~ P,Y ~ P,, D = (X,Y), and X* where a°(X*) ~ P*. Because we set the value of a(X™*), we use the
notation X* ~ P* and a°(X™*) ~ P* interchangeably. In principle, text comes from a finite sample space, so we use
summations and probability mass functions to describe it.

We want to show the following:

TR = Ep [(a(X), a(X))(Y = g(a(X), a(X)] + Bx-~p-lg(1,a“(X")) — g(0,a*(X"))
= Ey()ng [Eac(x=yps [Y(a(X) = 1,a5(X™)) = Y (a(X) = 0,a°(X™))]]

*
=T

First, notice

(20" = 1) P*(a(X))

v(a',a*(X)) = P(a(X) = d/|a*(X))P(as(X))

_ (2¢" = 1) P*(a(X)) P(a(X) = d')
Pla(X) = a'la*(X)) P(a(X)) P(a(X) = ')
_ (20" = 1) P (a"(X))
(a(X) = a')

 P(as(X)]a(X) = a')P

_ (20 —1)P*(a%(X))
P(as(X),a(X) =a')
{P(aﬁ)ﬁ;é@ 5 =1

@) s
Pz 9 =0

Now consider the first term of Tpg:

Ep [y(a(X),a*(X))(Y — g(a(X),a*(X)))] = Ey ()~g [Ex [v(a(X), a*(X))(Y — g(a(X), a*(X)))]]

~ Evirns [Bx | o agy =y (F ~ 9L CONHa(X) = 1)
I = 0,0 o >—0}H

~ Evirn [Ex | sy (V9L a O Ial 1}”

~Evms |Bx | ey (V — 90,0 CONLalX) O}H
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Now we can rewrite

P (a(X))

Ex | Blar(m),a(x) =ay 9l O HaX) = a’}H

Ey()~g

Ex Z p(acP* (’ac(:r)) (Y(a',a(x))

zeEX

—g(a’,a%(z))) Ha(z) = a'}1{a"(X) = a"(z), a(X) = a(l")}H

=Ey()~g

=Ey()~g

> ) aa V@ a(a))

22 P(a(x), alz) = )

—g(a’, a%(x)))Ex

1a(e) = a'}1{a*(X) = a*(2), a(X) = a(x)}H

=Ey()~g

> ) e (V) o a(0)) Plac(a). at) = a”]

2 Pla(), a(x) =

Y Pr(af(@))(Y(d,a%(x)) — g(d', a°(x)))]

reX

=Ey()ng [Ex- [Y(a',a%(X7)) = g(a’, a"(X7))]]

= Ex- [Ey()ng [Y(d/,a5(X7)) = Ey()nglY (a', a%(X7))]]]
=0

=Ey()~g

Then consider the second term of 7pg:

Exenp-[g(1,a%(X7)) = g(0,a°(X7))] = Ex-np+[Ey ()~g[Y(1,a5(X7))] = By ()~g[Y (0, a°(X7))]]
= Eac(x)npe[By ()~gY (1, a9(X7)) = Y(0,a(X7))]]

Then putting everything together,

pR = 0= 0+ By(yng[Bas(xoyop- [Y (1,65(X*)) = Y (0, a5(X*))]] = 7*

A.1.2. v FOR TWO SPECIAL CASES

(1) IATE: With P*(a®(X)) = P(a“(X)), we can rewrite :

(20" —1)P*(a(X))
P(a(X))P(a(X) = a/[a(X))
@l - )PEEX)

P(as(X))P(a(X) = a/[a(X))
2a' — 1

V(d', af(X)) =
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(2) IATT: Likewise, with P*(a“(X)) = P(a“(X)|a(X) = 1), we can rewrite :

Pr(a®(X))

7(0,05(X)) = —

A.1.3. A GENERAL P*

Rather than setting a specific P*(a“(X)), we can identify the isolated effect for any target distribution P* for which we
have a corpus T'. Consider a corpus 7" where a°(X) follows target distribution P*, and a corpus .S where a®(X) follows the
initial distribution P. Let C be a random variable that indicates which corpus a text comes from.

Then we notice that:

e P*(a®(X)) can be equivalently written as P(a*(X)|C =T).

* P(a(X)) can be equivalently written as P(a(X)|C = S).

Then we have

e P (a(X)
N 0D = B X)) PlalX) = e ()
P(aS(X)|C = T)

(a°(X
P(GC(X)ICZS)P( (X )—a’laC(X) S)
(

P(C=5) P(C=Tl|a
P(C=T) P(C=Sa

All quantities are easily estimated: P(C' = S), P(C = T) from sample proportions; P(C = T']a*(X)) and P(C =
Sla(X)) from a classifier trained on both corpora that predicts C' given a°(X) as features; and P(a(X) = a/|a“(X),C =
S) from a classifier trained on corpus S that predicts a(X) given a“(X) as features.

15
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A.1.4. UNBIASEDNESS OF Tpr GIVEN ONE CORRECT MODEL
Proof. Eyp,[Ex x+[Tpr]] = 7° when either 5 (a’, a5 (X)) = v(a’,a°(X)) or g(a', a5 (X)) = g(a’, a*(X)).
Consider data D = (X;,Y;), X; ~ PandY; ~ Pj;and X; ~ P* (i € [n],j € [m]).

First, we rewrite:

4 % "1 Fa(X:), 65(X0))(V; - Gla(X), a5(X0)))]
_ ;i‘lﬂgw Ex- [3(1,a5(X})) — (0, a5(X)))]]
L1 _z";EYNPJ Ex[3a(X,), (X)) (Y - §la(X,), a5(X,)]
- 12]143)( [9(1,a5(X7)) — 9(0,a5(X))]
- éEYNPy Ex [1{a(X;) = DAL, a5(X:)) (Y — 91, a(X,))

+ Ha(X;) = 0}7(0, ag(X:)) (V; — §(0, a5(X1)))]]
= %ZEX*[?(LQZ(X;))} +%ZEY"’Py [EX* P*(aC(Xl))

P(aS(X;),a(X;) = 1)

S

1{a(X;) = 1}

(Y; —E(Lai(Xi)))H

" P*(a°(X;)) N
+ — Ey.p |E Ha(X;) =0}—= Y; — 9(0, as(X;
;:1: Y Py[ x+ | Ha(X;) }P(ag(Xi),a(Xi):())( i —9(0,a5(X5))
Case 1: Y(a’,a5(X)) = v(a’,a%(X)) (e, ﬁ(a;);;a(())(())):a’) = P(aCI(DX()Cfa(())(())):a’))'

First, we consider the IPW term:

{a(X;) = al}ﬁ(ac(Xi),a(Xi) —

S

% ZEYNPU lEX

i=1

_IyE, B (1000 = ) e )i - gt

n -
=1

> P(acp*(ac(x)) (Y (d, a%(x))

2 Pla(a),ala) = )

=Ey()~g [EX

—g(a’, a5(2)))Ha(z) = a'} 1{a*(X) = a*(2),a(X) = a(w)}H

=Ey (g [Ex- [Y(d',a%(X™)) — g(d', a5(X™))]] (following 7p r identification)
=Ey()ng [Ex- [Y(d', a*(X))]] = By ()~g [Ex- [gla’, a5 (X7))]]
(@, a*(X))]] = Ex- [9(d, a5 (X™))]

)~<

= Ey (g [Ex [

16
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Next, we can rewrite the outcome modeling term:

— ZEX X =Ex- | Y gld,a5(x))1{a(X") = a(x)}
reX
=Y g(d,a5(2))Ex- [1{a*(X") = a*(2)}]
reX
= Z g(a a‘(x))
reX

So now we have

Eyp, [Ex x+[Tprll = Ex- [g(1,a5(X™))] + By ()~g [Ex- [Y(1,a°(X7))]] = [ (1, a5 (X7))]
— (Ex- [9(0, ag(X)] + Ey ()~g [Ex- [Y(0,a (X*))]] x+ [9(0, a5(X7))])
=Ey()ng [Ex- [Y(1,65(X7))]] = Ey()ng [Ex- [Y(0, C(X ))]]

a
=Ey()og [Eac(x)mps [Y(1,a5(X*)) = Y (0,a5(X¥))]]
= T*

Case 2: g(d',aS(X)) = g(d’, a%(X)).

Again, we consider the IPW term:

reX s
_ Z P(ac(x) a(]}) = a’)ﬁ( C(P*)(ac((x)))_ /) Ey( V~G [Y(a a (l‘)) — Ey( )Ng[Y(a a (l‘))H
aex as(z),a(z) =a
c / P*(a(z))
= P(a“(z),a(x) =a' )= -0
z;( (), a) )P(a‘é(l”),a(x) =a')
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Now looking at the outcome modeling term,

LS B[l aS(X]) ZEX* o' a(X2)

=) g(d,a(@))Ex- [1{a(X") = a%(2)}]
reX

=Y P*(a(x))g(d’, a(x))
reX

= Eac(x*)NP* [g(al, aC(X*))]
= Euc(x)mpe [By ()ng[Y (@', a(X7))]]

So now we have
Ey~p,[Ex x+[TpRr]] = By ()~g [Eac(x+)np+[Y (1,a°(X™))]] + 0 = (Ey ()ng[Eac(x+)~p-[Y (0, a°(X7))]] + 0)
= Ey ()~g[Bac(x+)~p[Y (1,a°(X7)) = Y(0,a°(X"))]]

*
=T

A.1.5. CONFIDENCE INTERVALS FOR Tpr

Consider data ()?1, e ,)?k) = (X1,..., X, X7,.. ., X)), (}71, ceey ?k) = (1,...,Y,,0,...,0). Then following
standard procedures for doubly robust estimators (Kennedy, 2024), the estimator for the closed-form variance of Tpg is
derived from the influence function as follows.

o~ 1 X ~ = S wn+m
VarlFor) = —— (ﬂ{k > m} (@01, 05(K0) ~ 500, 5K
k=1

2
+ 1{k < n}3(a(X0), a* (X)) (Vi — Ga(Xr), (X)) ™ Zm - ?DR>

For the TATE case, we set P*(a“(X)) = P(a°(X)), meaning there is no external X *. Instead, the outcome modeling term
is also computed over i € [n], giving the variance:

3

n 2
Var(Fpm) = - > < G(0,a5(X0) + M(Y ~ G(a(X0), a5 (X)) - m)

For the TATT case, we set P*(a“(X)) = P(a(X)|a(X) = 1), so that there is again no external X *. Instead, the outcome
modeling term is computed over the subset of i € [n] where a(X;) = 1:

Va(iom) = 3 <m@<1, (X)) — 310,05(X,))

n a(X;) (1 —a(X3))P(a(X;) = 1]a“(X3))
P(a(Xi) =1)  P(a(X;) = 0lac(X;)) P(a(X;) =1
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Asymptotic normality is established using the CLT (Kennedy, 2024):

DR — T — N(0,1)
Var(?DR

which gives us the following confidence intervals:

<?DR = Zas2\/ Var(7pr), Tor + Zas2\/ \/Igr(?DR)>

A.2. OVB Metrics

Following Chernozhukov et al. (2024), we can define a “short” version of our isolated effect estimand as the difference
between g(1,-) — ¢g(0, -) where we use the “short” representation of the non-focal language, a$(X), in place of the true
representation a°(X*):

7o = Eag (xo)npe [9(1,05(X7)) = g(0, a5(X™))]
Using the proof in Appendix A.1.1, we also have that

75 = ToR, = Ex-np-[g(1, a5(X7)) = g(0, a5(X™))] + Ep[y(a(X), ag(X)) (Y — g(a(X), a5(X)))).

This allows us to align our estimand with Chernozhukov et al. (2024), where g is the short outcome model (g(a’, a5(X)) in
our setting) and s are the short Riesz representer weights (y(a’, a$(X)) in our setting). Then it follows directly that:

A.3. OVB Estimators

Following the procedure in Chernozhukov et al. (2024), we construct debiased estimators for o and /2.

S|

V= %Z(?(Lai(?@k)) = 7(0,a5(X7))) = Z?(G(Xi),ai(Xi)V

Then the OVB bounds (75, 5, 77, 5) on the isolated effect estimate are:
?L_)R(CY’ OD)7 ?gR(Cy, CD) =Tpr £ Vo202CyCp

B. Additional Results

B.1. Additional Interventions (Linear Amazon Outcome)

In this section, we provide and discuss isolated effect estimates for additional interventions on the Amazon dataset (Figure 5).
As is the case for the results in the main paper, we see here that as the dimensionality of a(X) increases, fidelity improves
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Figure 5. Isolated causal effects of linguistic attributes on helpfulness in the Amazon dataset (linear semi-synthetic outcome). Error bars
correspond to 95% confidence intervals.

(i.e., the fidelity metric decreases) while overlap becomes worse (i.e., the overlap metric increases).* The robustness value
suggests overall improvement with increasing dimensionality, though we again note that this may not be the case for some
datasets where overlap violations outweigh fidelity improvements.

Interestingly, for all three interventions, we observe that as the number of dimensions increases from 2 to around 5, the
isolated effect estimates do not move closer to the ground truth (the point estimates actually move farther, but their confidence
intervals suggest that this is not statistically significant). Only after 5 dimensions does the proximity of the estimates to the
ground truth increases with dimensionality. We observe this to be the case for the netspeak intervention shown in the main
paper as well. We speculate that this may be due to the way in which the n-dimensional non-focal language representations
are constructed. The n-dimensional a$(X) representation is always the same n lexical categories rather than a random
sample of n out of the 9 categories. Therefore, it is possible that the specific additional categories included in the 3- to
5-dimensional representations do not provide much additional information about the outcome, explaining the behavior of
the estimates.

B.2. Nonlinear Amazon Outcome

In this section, we discuss results of isolated effect estimation on a more complex version of the Amazon dataset where the
semi-synthetic outcome is a nonlinear function of a(X), a®(X). The outcome in this setting differs from the one described
in Section 4.1 only in that a nonlinear gradient boosting model is used to predict helpful vote count from a(X), a$(X)
instead of a linear regression model; this prediction is then noised to obtain the semi-synthetic outcome.

Using this new outcome, we follow the protocol described in Section 5.1 to obtain effect estimates for the two attributes
featured in Figure 2: home and netspeak. During estimation, we use simple feedforward neural networks with no more than

“The last several dimensions for female are an exception to this, where overlap slightly improves—this may be by chance due to better
regularization in the classifier models.
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Figure 6. Isolated causal effects of linguistic attributes on helpfulness in the Amazon dataset (nonlinear semi-synthetic outcome). Error
bars correspond to 95% confidence intervals.

3 layers to fit our importance weight and outcome models.

The results of these additional experiments are consistent with those included in the main paper. For both interventions, we
observe that the point estimate of the isolated effect generally grows closer to the ground truth as the number of dimensions
increases (i.e., as the number of omitted variables decreases). Likewise, the behavior of the fidelity and overlap metrics o2
and 72 remains consistent with expectations: as dimensionality increases, so does 72, while 52 decreases. Occasionally
slight variability in these trends appears, as we would expect from the noisiness of estimation with more complex models.

Turning to robustness, we see that for home, robustness value generally increases with the number of dimensions, suggesting
that gains in model fidelity outweigh losses in overlap. For netspeak, robustness value remains about the same up until 6
features, then decreases sharply. This coincides with the effect point estimate starting to move away from the ground truth,
though the estimate’s confidence intervals do still contain the true effect. This suggests that the worsening overlap outweighs
gains in model fidelity and that for this effect, the optimal non-focal language representation a$(X ) may contain only 6
features.

Finally, we note that once the final feature is added for netspeak, 7% sharply increases, signaling much worse overlap. This
is an interesting illustration of how soft overlap violations can occur once sufficient information is contained in a$(X) such
that the model can fully predict a(X).

C. Experiments

C.1. Data

Table 1. Composition of data splits and licensing information.

‘ Samples per fold ‘ # folds ‘ License
Amazon 1,000 5 Unknown

SvT 1,012 5 Unknown

C.2. Language Representation Implementation

To implement our lexicons, we use the third-party 1iwc Python library and the empath library released by its creators.
SenteCon-LIWC and SenteCon-Empath representations are obtained using the sentecon library released by its creators.
BERT and RoBERTa embeddings are obtained via the HuggingFace transformers library using the pre-trained
models bert-base-uncased and roberta-base, respectively. MPNet and MiniLM embeddings are obtained
via the HuggingFace sentence-transformers library using the pre-trained models all-mpnet-base-v2 and
all-MiniILM-L6-v2, respectively. Finally, LLM (GPT-3.5) prompting covariates are taken directly from the SvT dataset
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Table 2. Technical details for language representation implementations.

Language Library Version Model
LIWC Python liwc 0.5.0 -
Empath Python empath 0.89 -
SenteCon Python sentecon 0.1.9 -

BERT embedding Python transformers 4.32.1 | bert-base-uncased
RoBERTa embedding Python transformers 4.32.1 roberta-base
MiniLM embedding Python sentence-transformers 222 all-MiniLM-L6-v2

MPNet embedding Python sentence-transformers 222 all-mpnet-base-v2
GPT-3.5 prompting - - - gpt-3.5-turbo

released by Dhawan et al. (2024). Additional technical details are provided in Table 2.

C.3. Model Details and Hyperparameters

All outcome models and a(X) classifiers are implemented using the scikit—learn Python library (version 1.3.0).
Gradient boosting models use a subsample proportion of 0.7, i.e., 70% of training samples are used to fit the individual
base learners. Neural networks used for outcome models in the nonlinear Amazon setting are implemented with the
MLPRegressor class and tuned over the following possible layer counts and sizes: (128,), (128, 128), (128, 256, 128).

Logistic and linear regression models are optimized for L; ratio over the range [0.0, 0.1, 0.5, 0.7, 0.9, 0.95, 0.99, 1.0], where
1.0 corresponds to L penalty only and 0.0 corresponds to L, penalty only. Logistic regression models are further tuned for
C (inverse regularization strength) over the following search space: [0.001, 0.01, 0.1, 1.0, 10, 100]. For all interventions, the
optimal hyperparameters are a linear regression L, ratio of 0.5, logistic regression L ratio of 0.0, and C' of 0.001.

Additionally, the naive estimator is computed formally as follows:

n

N 1
Thaive — E Z(G(XZ)K - (1 - a(Xl))Y;)
i=1
C.4. OVB Lower Bound Analysis (Computing Cy and Cp)

Here, we describe our method for computing the explanatory power lost by omitting information from our SenteCon-Empath
non-focal language representation.

First, let a$(X)sg denote the “full” SenteCon-Empath representation (i.e., containing all lexical categories and representing
the unmasked text). Now let a$(X)sp— denote a SenteCon-Empath representation with omitted information.

Then following Chernozhukov et al. (2024), the explanatory power lost from this omitted information can be computed
explicitly as C'y and Cp:

o — [Eob(aX), as(X)sp)?] - Ep[y(a(X), at(X)sp-)%
P Ep[y(a(X),as(X)se-)?]

We construct representations a$(X)gsg— in which each of the labeled lexical categories (movement, science,
exercise, and healing) is omitted, as well as a representation of the masked text. We then fit outcome models
and a(X) classifiers using each a$ (X )sg_, following the same model fitting methodology described in the main paper, and
obtain g(a(X),aS(X)sg-) and y(a(X),aS(X)sg—). These are used to compute Cy and Cp over D.
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C.5. Computing Resources

All experiments were conducted on consumer-level machines. Experiments involving language models, such as those with
MPNet and SenteCon embeddings, were conducted using consumer-level NVIDIA GPUs.
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