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Abstract

Anthropomorphization, which is the tendency to attribute human-like traits to
non-human entities, is prevalent in many social contexts – children anthropomor-
phize toys and adults do so with brands. It is also a versatile tool in science, with
behavioral psychology and evolutionary biology meticulously documenting its
consequences. With widespread adoption of AI systems, and the push to make it
human-like through alignment techniques, human voice, and avatars, the tendency
for users to anthropomorphize it increases significantly. We take a dyadic approach
to understanding this phenomenon with large language models (LLMs) by studying
(1) the objective legal implications, as analyzed through the lens of the recent
blueprint of AI bill of rights and the (2) subtle psychological aspects of customiza-
tion and anthropomorphization. We find that anthropomorphized LLMs customized
for different user bases violate multiple provisions in the legislative blueprint and
raise corporate personhood confusions. In addition, we point out that anthropo-
morphization of LLMs affects the influence they can have on their users, thus
establishing potential for manipulation and negative influence. With LLMs being
hyper-personalized for vulnerable groups like children and patients among others,
we propose a conservative strategy for the cautious use of anthropomorphization to
improve trustworthiness of AI systems.

1 Introduction

Anthropomorphization refers to ascribing human-like traits to non-human entities, and has been used
in diverse areas encompassing literature, science, art, and marketing [Ghedini and Bergamasco, 2010,
Dunn, 2011, Spatola et al., 2022]. It occurs when humans assign emotional or behavioral traits to
entities. Several behavioral psychology studies have posited and argued that anthropomorphization
is a natural tendency when humans interact with entities [Epley et al., 2007, Airenti, 2018]. This
natural tendency has influenced many fields of science like evolutionary biology [Wynne, 2004] and
comparative cognition [Bruni et al., 2018] to carefully consider its effects on human interaction.

Recently, large language models (LLMs) [Brown et al., 2020] have been deployed in a variety of
applications. Conversational systems like CHATGPT [OpenAI, 2023] and Bard [Google, 2023]
have modified LLMs with a purposeful push towards making them more human-like [Ouyang et al.,
2022]. The quality of these systems has enabled human-AI interactions at unprecedented scales,
thus increasing the chances of these systems being anthropomorphized. In this work, we analyze
anthropomorphization in LLMs and discuss its: (1) Legal implications and (2) Psychological effects.

Customization of systems and brands has long been seen as an effective way to increase anthro-
pomorphization and establish an emotional connection with humans [Zhang et al., 2020, Pimentel
and Kalyanaraman, 2020]. Thus, although not strictly interchangeable, we refer to customized and
personalized LLMs as anthropomorphized LLMs. We analyze results from prior work [Deshpande
et al., 2023] and find that anthropomorphized LLMs violate at least two legislative principles penned
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Figure 1: Conversational AI systems are increasingly being integrated into the daily lives of many.
While their improved quality is a welcome change, their personalization increases the tendency to
anthropomorphize them, which has legal and psychological risks.
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Figure 2: Customization of LLMs is as simple as modifying the system parameter of exposed APIs.
With the same underlying model parameters, companies can customize a conversational system to
emulate celebrities or even doctors, which can have legal and psychological consequences.

in “Blueprint For An AI Bill Of Rights” [OSTP, 2022] released by The White House: (1) Algorithmic
Discrimination Protections and (2) Safe and Effective Systems. For example, Deshpande et al.
[2023]’s results shows that customized CHATGPT targets certain demographics more than others.
Furthermore, the safety of the system depends on the kind of persona used to customize LLMs,
leading to second-order discriminatory patterns. We also analyze the concept of corporate personhood
for powerful AI systems, since they have potential to be large-scale decision making agents. Given
that different personas assigned to the same AI system lead to varied behavior, we urge legal experts
to consider if personhood should be applied at a persona-level, a model-level, or a firm-level.

We also discuss the psychological effects by understanding how important factors like trustworthiness,
explainability, and transparency are affected by anthropomorphization. Several marketing and
consumer behavior studies have found that self-congruence, which is the degree to which a system
matches a consumer’s self-image, can influence a user’s behavior significantly [Yoganathan et al.,
2021, Wang and Scheinbaum, 2018]. Given the ease with which the fine-grained personality of
conversational systems can be manipulated (Figure 2), malicious actors can use it to exploit users
by creating a false sense of attachment. An example of this is a chatbot built for school children or
teenagers which influences them to buy certain products.

Despite these vulnerabilities anthropomorphization has advantages if used responsibly. Studies have
shown that it can be used to improve trust in systems [Choung et al., 2022]. Given the increasing
adoption of AI systems in the real world, anthropomorphization is a powerful tool to improve
accessibility of these systems, but both creators and users should be educated about its consequences.
In this paper we argue for conservative and responsible use of this subtle and powerful tool while
being cautious about outright anthropodenial.
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Product / Company Anthropomorphic features
CHATGPT Human-like dialogue and RLHF for alignment with humans

My AI from Snap Inc. Customizing avatars based on user preferences

Character.ai Conversations with AI avatars possessing names and profile pictures
Customization of personality based on user preferences

Wysa Therapy style conversations and “human-like” coaching.

Table 1: Examples of AI products and their anthropomorphic features. Some products are explicitly
designed to be anthropomorphic (character.ai) while others attain such features as a byproduct of their
design (CHATGPT). The applications of these products span education, therapy, and entertainment.

2 Anthropomorphization in LLMs

Large language models (LLMs) are a class of neural networks trained on large amounts of text data to
learn the probabilistic structure of language. Historically, LLMs have been deployed in task-specific
contexts like text classification [Devlin et al., 2018, Raffel et al., 2020]. Recently however, the
performance of conversational LLMs (e.g., ChatGPT and BARD) have rendered them useful to
interact with humans in a variety of contexts.

Given their conversation ability, several companies and products have started to use LLMs for
personalization. This is easy and enables model behavior modification by simply changing the system
parameters of the model’s API, as shown in Figure 2. For example, Snapchat’s My AI uses OpenAI’s
APIs underneath. Customization has been long seen as a way to establish self-congruence with users
and increases the chances of users anthropomorphizing the systems [Kaiser et al., 2017, Pimentel
and Kalyanaraman, 2020, Liu and Tao, 2022, Zhang et al., 2020]. For example, telling a chatbot
to “Talk like a doctor” allows it to impersonate a doctor, which anthropomorphizes the model to
a larger degree than the original general system. In this work, we refer to customized LLMs as
anthropomorphized LLMs and highlight such publicly available systems in Table 1. We discuss the
effects of anthropomorphization from several vantage points in the subsequent sections.

3 Legal Aspects of anthropomorphization

We discuss the legal aspects in the context of the “Blueprint For An AI Bill Of Rights” [OSTP, 2022]
which was released by The White house in October 2022. The blueprint lays down five principles
and we focus specifically on Algorithmic Discrimination Protections.

3.1 Algorithmic Discrimination Protections

The blueprint defines algorithmic discrimination as unjustified different treatment based on demo-
graphics like race, gender identity, and religion. It also mentions that “Any automated system should
be tested to help ensure it is free from algorithmic discrimination before it can be sold or used”. Note
that ChatGPT [OpenAI, 2023] was released after the blueprint was made public.

We use the findings of Deshpande et al. [2023] to analyze the interplay of LLMs with this protection.
While they focus on evaluating toxicity, we use their results to show that CHATGPT infact discrimi-
nates algorithmically. They consider CHATGPT when assigned different personas by changing the
system parameter, which are anthropomorphized LLMs, and find that different demographics are
treated differently by the model. For example, the South American race receives significantly more
toxicity (2×) when compared to Asian, and the non-binary gender receives 2× more hate than the
female gender. This variation in toxicity is visible across a range of demographics, which goes
directly against the blueprint’s protection against algorithmic discrimination.

Deshpande et al. [2023]’s results also point out to a subtler violation of the provision, with the
model’s toxicity varying significantly based on the persona it is assigned. For examples, personas
who were journalists were 2× more toxic than businesspersons on average. These trends were similar
for individual personas as well, with CHATGPT assigned the persona of Winston Churchill being
significantly more toxic than when it is assigned Nelson Mandela. If the example in the previous
paragraph was a direct violation of the blueprint, this example is a subtle violation. This is because
when assigned the personas of certain groups, CHATGPT is more toxic, which implies algorithmic
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discrimination of the second order against them. This scenario is very pertinent in the current day and
age, with firms like character.ai already offering the ability to assign personas to LLMs. These
systems are second only to the popular CHATGPT in terms of number of users [Wire, 2023]. With
anthropomorphized LLMs becoming a mainstay, it is important to consider this legal quagmire.

3.2 Corporate Personhood and AI

Another legal aspect with growing relevance for AI systems is that of corporate personhood. Corporate
personhood is a legal concept that recognizes corporations as separate legal entities, treated as persons
under the law. This grants certain rights and responsibilities similar to those of individuals and
allows them to be held accountable for their actions in a manner similar to how individuals are
treated. Corporate personhood has been a controversial topic in the past, but Blair [2013] recognizes
“providing an identifiable persona to serve as a central actor” as one of the key functions. Given this
definition, AI systems can be a form of corporate personhood by proxy due to their use of a persona.

Some studies have discussed extending personhood to AI systems [Cole, 1990, Burkett, 2017].
Wagner [2019] argues that the probabilistic nature of AI systems renders it different from deterministic
software, thus making them decision-taking agents. We argue that anthropomorphization can make
AI systems human-like decision-taking agents, thus strengthening the case for extending personhood
to them. For example, CHATGPT with its system parameter modified to be a medical practitioner
can be used to suggest certain treatment or disregard certain symptoms. Further, the results of the
previous section show that the exact persona of the system has a large affect on its behavior and
decisions. However this opens a can of worms with corporations washing their hands off any liability
by pointing fingers at LLMs. Thus, legal experts should consider if (1) the personified LLM is liable,
(2) the original LLM is liable by proxy, or (3) if the firm creating or using the LLM is liable.

4 Psychological Implications

Another principle mentioned in the AI bill of rights is Safe and Effective Systems: “You should
be protected from unsafe or ineffective systems. Automated systems should be developed with
consultation from diverse communities, stakeholders, and domain experts. We believe that anthropo-
morphization can have subtle psychological effects on the users.

Several behavioral psychological studies have posited that anthropomorphization is a natural tendency
in humans [Epley et al., 2007], with others further suggesting that anthropomorphization is grounded
in interaction [Airenti, 2018]. With conversational systems getting more useful, the tendency to
anthropomorphize is only going to increase, which has the potential to influence and manipulate.

Analyses have shown that anthropomorphization of AI systems has changed the behavior of users
significantly [Cui, 2022, Uysal et al., 2023, Alabed et al., 2022]. Most interestingly, Alabed et al.
[2022] establish a conceptual link between anthropomorphization and self-congruence, which is
the fit between the user’s self-concept and the system’s personality. This is of extreme importance
because self-congruence increases the trust that a user has on the system [Sheehan et al., 2020,
Yoganathan et al., 2021]. This concept is extensively studied in consumer behavior and studies have
shown that it can influence behaviors such as willingness to pay [Yoganathan et al., 2021], customer
satisfaction [Sheehan et al., 2020], and trustworthiness [Wang and Scheinbaum, 2018].

The exact demographics of the personality associated with systems or brands plays a key role in
self-congruence as well, with studies finding that the demographics of the logo or mascot associated
with the brand like the gender [Choi et al., 2018, Edwards and La Ferle, 2009] or race [Whittler,
1991, Branchik and Chowdhury, 2017] have significant impact on self-congruence. Given that current
LLMs are powerful enough to be bestowed specific demographic traits, malicious actors can easily
use this to their advantage by manipulating users into trusting the system.

Frequent interaction with LLMs can create an echo-chamber [Cinelli et al., 2021], with seemingly
benign “personalized” generations about sensitive topics like health, one’s looks, their mental health
leading people to have wrong assumptions about themselves [Ostic et al., 2021].
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5 Conclusion

While anthropomorphization has issues, it also poses a suite of opportunities to improve accessibility,
for example by improving trustworthiness and acceptability [Choung et al., 2022]. With more AI
systems being deployed in the real world, accessibility can be improved with constructive anthro-
pomorphization encompassing features like using the native language of the user, assigning virtual
personas which are familiar to the user, and making them more relatable and empathetic. However, it
is our responsibility to find the balance between anthropodenial and unfettered anthropomorphization.
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