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Abstract
Machine Unlearning aims to remove undesired
information from trained models without requir-
ing full retraining from scratch. Despite recent
advancements, their underlying loss landscapes
and optimization dynamics received less attention.
In this paper, we investigate and analyze machine
unlearning through the lens of mode connectivity–
the phenomenon where independently trained
models can be connected by smooth low-loss
paths in the parameter space. We define and
study mode connectivity in unlearning across a
range of overlooked conditions, including con-
nections between different unlearning methods,
models trained with and without curriculum learn-
ing, and models optimized with first-order and
second-order techniques. Our findings show dis-
tinct patterns of fluctuation of different evaluation
metrics along the curve, as well as the mechanistic
(dis)similarity between unlearning methods. To
the best of our knowledge, this is the first study
on mode connectivity in the context of machine
unlearning.

1. Introduction
The widespread deployment of large language models
(LLMs) in real-world applications raises the need for ma-
chine unlearning–the process of removing the knowledge of
specific training data from a trained model without retrain-
ing from scratch (Bourtoule et al., 2021a; Liu et al., 2024b).
This need is driven by both legal and ethical imperatives,
such as removing copyrighted data from LLMs (Eldan &
Russinovich, 2023), as well as practical necessity of purging
outdated or incorrect information (Dhingra et al., 2022). As
LLMs scale in size and training cost, understanding unlearn-
ing methods is becoming an important research frontier in
trustworthy and adaptive NLP systems.

Concurrently, the phenomenon of mode connectivity in
deep learning has shown that independently trained mod-
els can often be connected by low-loss paths in parameter
space (Garipov et al., 2018; Qin et al., 2022), as illustrated
in §2, Figure 1a. These findings have important implications
for understanding loss landscape, model ensembling, and

generalization (Garipov et al., 2018; Zhao et al., 2020).

However, existing studies on most mode connectivity has
focused largely on vision tasks (Draxler et al., 2018; Vrabel
et al., 2025), with straight-forward optimization objectives
and static data distributions. Its relevance to unlearning–
especially in the context of LLMs –remains unexplored. In
addition, despite recent advances in LLM unlearning (Liu
et al., 2024b;c; Hong et al., 2024b), our understanding of
their underlying optimization dynamics is still limited. In
particular, it is unclear whether mode connectivity holds
during unlearning, and what this reveals about the loss land-
scape.

This paper introduces and formalizes the concept of Mode
Connectivity in Unlearning (MCU)–a framework to ana-
lyze the structure of the loss landscape during unlearning
and to assess whether different unlearning strategies con-
verge to mechanistically similar solutions. Specifically, we
investigate the following research questions: RQ1: under
what training conditions (e.g., curriculum learning, second-
order optimization) does mode connectivity emerge dur-
ing unlearning? RQ2: can MCU reveal understandings
of unlearning methods, such as mechanistic similarity or
differences between different methods?

Answering these questions provides insight into the general-
ization, stability, and interpretability of unlearning methods.
For instance, the existence of a smooth and low-loss path
between two unlearning solutions may indicate shared induc-
tive biases or similar optimization dynamics, which suggest
that the unlearning methods reside in connected regions of
the loss landscape. Conversely, a lack of connectivity may
indicate divergent training behaviors and different solution
structures.

Through extensive experiments on diverse tasks and dif-
ferent training paradigms, we find that the emergence of
MCU is highly influenced by factors such as the choice
of unlearning method, the complexity of unlearning task,
and data marked for unlearning. We find that unlearned
models trained with fundamentally different optimization
techniques can converge to the same low-loss manifold. In
addition, although the same manifold can yield models with
similar losses, their performances on different evaluation
metrics can vary significantly. These findings provide in-
sight into the loss landscape and unlearning dynamics. Our
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contributions are:

• Mode Connectivity in Unlearning (MCU): We in-
troduce and formalize MCU as a novel framework for
studying machine unlearning through the lens of loss
landscape (§3). To the best of our knowledge, this is
the first study of mode connectivity in the unlearning
setting.

• Novel Experimental Conditions for Mode Connec-
tivity: We examine MCU under a range of new ex-
perimental conditions in mode connectivity, including
curriculum learning, second-order optimization, and
unlearning methods. These conditions have not previ-
ously been investigated in mode connectivity literature.

These experiments provide new empirical insights into
how optimization techniques influence unlearning (§7).

• Insights into Unlearning Dynamics: We reveal mech-
anistic similarities and divergences in the optimization
dynamics of unlearning methods, particularly in
LLMs. These insights provide new directions for the
development of robust unlearning methods (§4.1–5.1).

2. Preliminaries
Notation Let fθo be a model trained on dataset D with
task loss L. In addition, assume that D can be divided
into two disjoint sets: the forget set Df and the retain set
Dr = D \Df .

Machine Unlearning Machine unlearning aims to remove
the influence of the forget set Df from the trained model
fθo and preserve the knowledge of retain set Dr. A good
unlearning model f ′ should achieve high loss on Df and
low loss on Dr. A commonly used solution is to fine-tune
the original model fθo to minimize the task loss on Dr while
maximizing the task loss on Df (Jia et al., 2024; Cheng &
Amiri, 2024). For example, GradDiff (Maini et al., 2024)
directly implements the above approach:

f ′ = argmin
θ′

L(Dr)− L(Df ). (1)

Details of additional unlearning methods are discussed in
Appendix 9.

Mode Connectivity Let θ1 and θ2 denote the weights of
two independently trained models on some dataset D using
loss L. The objective of mode connectivity is to find a
curve ϕ(t) → R|θ|, t ∈ [0, 1] in the parameter space that
connects the two minimizers θ1 and θ2, where ϕ(0) = θ1
and ϕ(1) = θ2. Curve ϕ(t) connecting θ1 and θ2 satisfies
mode connectivity if the path ϕ(t) does not yield “barriers,”
defined as sudden increase in loss (Garipov et al., 2018;

(a) Standard Mode Connectivity (MC) (b) Mode Connectivity in Unlearning (MCU)

Linear MC

Quadratic MC

Linear MCU

Quadratic MCU

Randomly Initialized
Training Unlearning

Fully Trained

Figure 1: (a): Illustration of standard mode connectivity
(MC): MC finds a smooth curve connecting two minimiz-
ers that yields consistent low loss on D. (b): Illustration
of mode connectivity in unlearning (MCU): unlearning re-
moves knowledge of forget set Df from the trained model
fθo while maintaining knowledge of retain set Dr = D\Df .
MCU finds a smooth curve connecting the two unlearned
models θ′1 and θ′2 that yields consistent low loss on Dr and
high loss on Df . See § 3.

Lubana et al., 2023). Formally, ∀t ∈ [0, 1]:

L
(
D;ϕ(t)

)
≤ t · L(D; θ1) + (1− t) · L(D; θ2). (2)

In the loss landscape, mode connectivity tries to find a low
loss path ϕ connecting θ1 and θ2 without hitting any barrier.
In other words, every set of parameter induced by ϕ(t) yield
comparable performance to the minimizers θ1 and θ2. The
parametrization of ϕ determines the shape of the curve con-
necting the two minimizers θ1, θ2. Below, we present two
commonly used curve types:

• Linear: a linear interpolation of minimizers with no
optimization involved, i.e. ϕ(t) = tθ1 + (1 − t)θ2.
Stronger linear connectivity indicates stronger mecha-
nistic similarity of minimizers, such as their inductive
biases (Lubana et al., 2023).

• Bézier: a smooth quadratic curve connecting two min-
imizers, i.e ϕ(t) = (1− t)2θ1 + 2t(1− t)θ12 + t2θ2,
where θ12 needs to be trained explicitly.

To find non-linear curve, we can minimize the total accu-
mulated loss along the curve to find the midpoint θ12 which
will later be used for interpolation. More details of the curve
finding optimization are discussed in Appendix 11.

3. Mode Connectivity in Unlearning (MCU)
Definition 3.1 (Mode Connectivity in Unlearning (MCU)).
As illustrated in Figure 1, let θ′1 and θ′2 denote the weights
of two unlearned models of applying some unlearning pro-
cedure U on the original model fθo with different config-
urations. MCU holds if there exists a path ϕθ′

1→θ′
2
(t) in

parameter space that connects θ′1 and θ′2 without yielding
barriers. Formally, ∀t ∈ [0, 1]

L
(
Dr;ϕ(t)

)
≤ t · L(Dr; θ

′
1) + (1− t) · L(Dr; θ

′
2), (3)
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L
(
Df ;ϕ(t)

)
≥ t · L(Df ; θ

′
1) + (1− t) · L(Df ; θ

′
2). (4)

In MCU, “barriers” on the retain set Dr refer to the sudden
increase of task loss L (as in standard mode connectivity),
while “barriers” on the unlearn set Df refer to the sudden
decrease of task loss. Eq. 3 ensures that the task loss on the
retain set Dr remains both low and smooth along the mode
connectivity curve, indicating consistent model behavior
during the unlearning process. Similarly, Eq. 4 enforces a
high and smooth loss on the forget set Df along the mode
connectivity path. In other words, MCU is realized when
there exists a continues path of model weights connecting
the minimizers θ′1 and θ′2, such that performance remains
high on Dr and low on Df along the curve.

Connection to Standard Mode Connectivity In contrast
to standard mode connectivity, MCU must satisfy objectives
on both Df and Dr. Essentially, MCU examines whether
it is possible to find a continues curve between two mini-
mizers such that there are no significant loss barriers in two
distinct loss landscapes–a key difference compared to stan-
dard mode connectivity, which typically considers only a sin-
gle task or dataset. Another key difference is that in standard
mode connectivity (Garipov et al., 2018), the minimizers θ1
and θ2 are obtained by training the model from two random
initializations. In contrast, the minimizers θ′1 and θ′2 in MCU
are both derived from the exact same trained model fθo .

We present Influence of Training Dynamics on Mode Con-
nectivity in Unlearning in Appendix §7.

4. Results
Details of experimental setup is discussed in Appendix §8.

4.1. RQ1: Emergence of MCU Across Diverse
Conditions

We investigate the conditions under which mode connectiv-
ity in unlearning (MCU) emerges across different models,
datasets, and optimization strategies. Our results show that
MCU is not only possible but often prevalent–though, its
emergence is influenced by unlearning method, training
dynamics and the size of forget set Df .

MCU between independently unlearned models On
TOFU, we observe almost perfectly smooth curve with no
degradation of unlearning quality for three out of four un-
learning methods (GA, GD, and NPO). These curves show
consistently high forget quality, model utility, and ROUGE
score, which suggest that unlearning solutions reside on a
connected low-loss manifold. This observation aligns with
findings in standard mode connectivity (Draxler et al., 2018),
where minima are not isolated but from a single connected
manifold of low loss in parameter space. For RL, we ob-
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Figure 2: MCU under Rand setting on TOFU dataset.
Additional results are shown in Appendix 12 Figure 7–11
for TOFU and Figure 47–51 for classification tasks.

serve significant fluctuations in forget quality, particularly
in the middle part. However, forget quality remains above
the accepted ρ > 0.05 in KS test, indicating connectivity
still holds but less smoothly, see Figure 2. These results sug-
gest that while some unlearning methods such as RL may
converge to less optimal solutions, other induce flatter loss
regions. The existence of mode connectivity paths suggests
that modern neural networks have enough parameters such
that they can achieve good predictions while a big part of
the network undergoes structural changes.

On classification dataset, results vary. GA results in the
smoothest MCU curves, both linear and quadratic, particu-
larly for small |Df | = 1%. Due to the similarity in design,
RL and SU have very similar MCU patterns. Both types of
curve yield models with degraded forget set performance
(↓) in the middle part of the curve (green line in Figure 47),
with more prominent degradation on linear than quadratic
curves. On BT, there is a strong linear MCU but the curve
finding process fails to converge to meaningful quadratic
MCU. This suggests that simpler connectivity may appear
but hard to detect. We hypothesize that BT has a more
rugged loss landscape than other methods, possibly because
of its indirect loss formulation based on representations
rather than explicit tasks loss. These results highlight the
difference in loss landscape of unlearning methods. More
details are discussed in Appendix 12.1.

Curriculum Learning (CL) Has Varying Effects on MCU
When both endpoints (minimizers) are unlearned with CL
(Rand-CL), we observe different contributions from CL
across different datasets. On TOFU, GA, GD, or NPO
result in connectivity patterns that are equally as perfor-
mant as Non-CL minimizers, see Figures 8 and 7). This
is while RL yields minimizers with slightly lower forget
quality but smoother mode connectivity curves, for both
linear and quadratic. This suggests that CL-based unlearn-
ing may converge to different regions than non-CL-based
unlearning, resulting in comparable and sometimes-better
performance. On classification tasks, finding MCU in CL
space (Figure 48) is much easier than non-CL space (Fig-
ure 47) for BT. However, CL has trivial contribution on RL
and SU. These results imply that CL can guide optimization
toward flatter regions of the loss landscape, depending on
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the model and method.

Second-Order Optimization (SO) Has Varying Effects
on MCU Similar to CL, when both minimizers are
unlearned with SO, we observe different effects incurred by
SO on generative and discriminative tasks, and on different
size of forget set |Df |. On TOFU, So-based unlearning
results in more pronounced barriers (Rand-SO in Figure 9)
compared to standard unlearning (Rand in Figure 7) and
CL-based unlearning (Rand-CL in Figure 7). These results
can be attributed to SO optimization, which takes larger
steps in parameter space than FO optimization (Liu et al.,
2024a). This may sometimes lead to different low-loss
manifolds. On classification datasets, SO generally leads
to a smoother manifold for all methods, where linear and
quadratic connectivity are easier to emerge for all methods,
even when |Df | is large. Still, SO is insufficient for RL and
SU when unlearning large forget sets, e.g. |Df | ≥ 8%.

MCU between CL and Non-CL MCU may emerge be-
tween models trained with and without CL. On TOFU, GD
show smooth connectivity for both small and large Df (
1% or 10% of data). However, when |Df | = 5%, we ob-
serve sudden decrease of loss (a “cliff”) in forget quality.
Similarly, with other unlearning methods, we observe such
cliffs connecting two separate manifolds with small size of
forget set. When |Df | = 10%, the MCU curve undergoes
several barriers and cliffs. On classification datasets, GA
shows strong linear and quadratic MCU. RL and SU show
quadratic (but not linear) connectivity, with slight degrada-
tion of forget set performance. This indicates that CL-based
and Non-CL-based methods can converge to the same low
loss manifold. On BT when |Df | = 4%, although there
is almost no variation in forget set performance on linear
curve, there is a major drop on retain set performance at
the middle of the curve. Since MCU considers both forget
set and retain set performance, this is not an emergence
of MCU. This suggests that CL-based and non-CL-based
unlearning are likely to converge to roughly the same low
loss manifolds, yielding models of comparable unlearning
efficacy. On TOFU, the manifold is smoother. While on
classification tasks, there is slightly more small barriers for
the loss of Df .

MCU between FO and SO MCU across FO and SO min-
imizers show more diverse patterns. On TOFU, Figure 11,
GD but not other unlearning methods show smooth MCU.
Similarly, on classification datasets (Figure 51), smooth
MCU hardly emerges. These results suggest that FO and
SO optimization can drive the same unlearning method
converge to different low-loss manifold. These minima are
not connected by smooth pathways, demonstrated by failure
of quadratic MCU. There is no consistent results that FO
or SO is better.

Connectivity differs on Dr and Df On retain set Dr,
smooth connectivity are more likely to occur and easier to
find. On the other hand, the loss landscape over the forget set
can be highly irregular and prone to fluctuations. This could
be because Dr is typically much larger than Df , which
leads to a more stable optimization signal and a smoother
curve in the retain region of the loss landscape.

Smooth manifold can occur between low quality un-
learned models In most cases, we observe that smooth
manifold appear when both minimizers achieve low loss,
which is consistent with early works on mode connectiv-
ity (Draxler et al., 2018; Garipov et al., 2018). However, in
unlearning, worse performing minimizers do not necessarily
mean smoother manifold in loss landscape. One example is
the comparison between Rand (Figure 7) and Rand-CL (Fig-
ure 8) when unlearning with RL on TOFU dataset. While
on RL, CL yield minimizers with slightly lower forget qual-
ity when |Df = 1%|, |Df = 5%|, and equally low forget
quality when |Df = 10%|. However, worse performing
minimizers do not necessarily mean smoother manifold in
loss landscape. Specifically, we find that RL yields a mode
connectivity curve with less fluctuations, i.e. less variation
in forget quality, on both linear and quadratic curve.

Unlearning effectiveness does not guarantee smooth
mode connectivity SalUn is generally an effective un-
learning method. However, it often fails to yield smooth
mode connectivity curves. This suggests that strong un-
learning efficacy does not necessarily imply the existence
of smooth paths in the loss landscape.

Effect of forget set size We examine the impact of in-
creasing the size of the forget set Df on MCU behavior,
Figure 7. For GA, GD, and NPO, both forget quality and
model utility remain stable along the linear and quadratic
curves. In contrast, RL show more complex behaviors. At
|Df | = 1%, forget quality degrades near the curve center.
At |Df | = 5%, performance remains relatively stable. At
|Df | = 10%, forget quality substantially increases in the
middle of the curve. These patterns are consistent on both
linear and quadratic curves. The results suggest that RL is
prone to converging to poor local minima in TOFU.

5. Conclusion
We introduce and formalize mode connectivity in unlearning
(MCU) as a framework for understanding the loss landscape
and optimization dynamics of machine unlearning. Our
experiments across diverse tasks, unlearning methods, and
training configurations show that MCU provides insights
into method similarity, training stability, and unlearning
difficulty.
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conducted on publicly available datasets, and no personally
identifiable or sensitive data is used.
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5.1. RQ2: Understanding Machine Unlearning with MCU

We use MCU to gain insights into how unlearning methods behave, when they align, and how task complexity and training
dynamics affect their convergence in the loss landscape.

MCU uncovers mechanistic (dis)similarity between unlearning methods Mode connectivity reflects whether two
minimizers are mechanistically similar–reside in a shared region of the loss landscape–often indicating shared inductive
biases or similar optimization behavior (Lubana et al., 2023). With Rand setting on TOFU, smooth MCU curves occur
between GA and GD, NPO when |Df | = 1%, indicating that GD and NPO are essentially running GA. This is likely
because unlearning just |Df | = 1% does not have significant effect on preserving performance on the large |Dr|. Therefore
unlearning |Df | dominants the optimization process. As |Df | varies, the similarity may change. RL and GD are much
similar when |Df | = 5%, while becoming dissimilar again when |Df | = 10%.

Same low-loss manifold can yield different performance While MCU confirms that two unlearning solutions lie in a
connected low-loss region, this does not always translate to similar performance acorss all evaluation metrics. For examples,
with BT on DDI, we observe stable accuracy on Df along the MCU curve, but significant fluctuations in ZRF, Figure 6.
This shows a limitation of current evaluation protocols for unlearning and motivates the need for richer and intrinsic
evaluation on model parameters (Hong et al., 2024a).

0 0.2 0.4 0.6 0.8 1

t

24

50

75

100

Dt Df Dr ZRF 

Figure 6: MCU on DDI dataset.

MCU reflects stability of unlearning methods The distinct
patterns of MCU can be attributed to the stability of each un-
learning method. RL and NPO have certain instability on LLM
unlearning (Fan et al., 2024b). With these methods, both linear
and quadratic loss landscape of Df is more irregular, Figures 7–
11. This instability can be more prominent with SO optimization
(Figure 9), but alleviated with CL (Figure 8), indicating that
training dynamics influence not just performance but also the
shape of the loss surface.

Unlearning method may be insufficient to find MCU In
some cases, linear MCU exists while quadratic MCU yields
much worse curves, see Figure 47 BT method. This is because quadratic MCU requires the underlying unlearning method to
find the curve, where some methods fall short during optimization. We observe this phenomenon on BT most frequently,
which indicates that BT suffer from significant computation cost and low convergence speed.

Different forget sets induce different loss landscapes We notice that for the same task, different forget sets can yield
completely different loss landscapes, which suggests increasing divergence between the solutions and less overlap in the
loss-loss regions.

MCU discovers more effective models than minimizers We find intermediate models sampled along the MCU curve
may outperform both endpoints in terms of unlearning metrics. This suggests that interpolated models may achieve a better
trade-off between forgetting and retaining, and presents a promising directions for ensembling or model selection using
mode connectivity. Examples include RL on TOFU and NLVR2.

MCU reflects task complexity and unlearning difficulty Failure to observe MCU means that the loss landscape is highly
irregular, which may indicate high difficulty of an unlearning task. We observe that MCU appears more often on simpler tasks
such as DDI, where even methods like GA–which typically over-forget–show smooth connectivity. In contrast the absence of
MCU often indicate the difficulty of unlearning. For example, certain unlearning ratios and methods result in disconnected
loss landscape with steep transitions, which suggest high tasks-specific difficulty. These patterns align with prior findings
that link unlearning difficulty to factors like sample memorization (Barbulescu & Triantafillou, 2024) and interdependence of
forget-retain sets (Zhao et al., 2024), which suggest tasks complexity and data structure considerably shape the loss landscape.

MCU finds challenging forget sets Prior unlearning works identify challenging forget sets using bi-level optimiza-
tion (Fan et al., 2024a), proximity to test set (Cheng et al., 2023), and LLM-generated stress-test set (Cheng & Amiri,
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2025c). We propose that failure to find MCU can be an additional indicator of the difficulty of unlearning, grounded in the
geometric properties of the loss landscape. For example, TOFU consistenyly results in smoother MCU that more complex
classification datasets, which is consistent with findings in (Jia et al., 2024).

MCU highlights when CL and SO are (in)effective MCU helps determine whether CL or SO meaningfully alter
unlearning dynamics and help converge to different manifold. For example, CL often fails to improve performance on TOFU
and may even degrade it for RL. Similarly, MCU under FO-SO setting discovers when SO is (in)sufficient. For example, SO
is helpful for GA and NPO but not RL on TOFU with |Df | = 1% and 5%.

6. Related work
Machine Unlearning Early unlearning methods span across efficiently retraining (Bourtoule et al., 2021b; Wu et al., 2020),
model pruning (Jia et al., 2023), updating representations (Cheng & Amiri, 2025a; Chundawat et al., 2023), manipulating
gradients (Ullah et al., 2021; Hoang et al., 2024), adversarial unlearning (Setlur et al., 2022; Wei et al., 2023), and
data augmentation (Choi et al., 2024; Chen et al., 2025). Unlearning on LLMs recently draws more attention (Eldan
& Russinovich, 2023; Ji et al., 2024; Kassem et al., 2023; Cheng & Amiri, 2025c). However, there is less attention on
mechanistically understanding the loss landscape of machine unlearning methods.

Mode Connectivity Furthermore, several studies have shown that independently trained minimizers can be connected
by low loss paths, a phenomenon known as mode connectivity (Draxler et al., 2018; Garipov et al., 2018; Frankle et al.,
2020), across both vision and language models (Qin et al., 2022). During pruning, linear mode connectivity emerges only
at early stage of training. This connectivity has been extended to multi-dimensional manifolds (Benton et al., 2021), and
alternative topologies such as star-shaped and geodesic connectivity (Lin et al., 2024). Mode connectivity can also lead to
more effective (Garipov et al., 2018) or adversarially robust (Zhao et al., 2020; Wang et al., 2023) models if ensembling
along the curve. (Vrabel et al., 2025) discover that mode connectivity can happen in input space. Existing works on mode
connectivity focus on the learning process. There is no prior work that investigates mode connectivity in machine unlearning.

7. Influence of Training Dynamics on Mode Connectivity in Unlearning
Machine unlearning methods can be trained by techniques like curriculum learning (CL) (Barbulescu & Triantafillou, 2024;
Zhao et al., 2024; Cheng & Amiri, 2024) and second-order (SO) optimization (Jia et al., 2024; Zhang et al., 2024a). MCU
provides a principled approach to understand how these factors shape the optimization landscape in unlearning–particularly
whether a barrier-free path exists between unlearned models in parameter space. To systematically analyze this, we define
several novel experimental conditions based on training paradigms, optimization techniques, and data. These conditions
allow us to investigate how the structure of the loss landscape responds to randomness, learning curricula, optimization
strategies, and properties of forget set. Below, we describe each condition and its role in analyzing MCU. A summary of all
conditions and their combinations is provided in Table 1.

Robustness Against Randomness We begin with a classical mode connectivity setup: training two minimizers (unlearned
models in our case) independently from different random seeds. This examines whether MCU is robust to stochasticity in
optimization.

Sensitivity to Training Curricula Curriculum learning (Bengio et al., 2009), where training data is introduced to a learner
in a specific order, contributes to the efficacy of unlearning (Zhao et al., 2024; Cheng & Amiri, 2024). We investigate two
CL-based settings: (a): models for both minimizers are trained with curriculum learning, -CL in Table 1; and (b): one
minimizer is obtained through curriculum learning and the other does not, CL-Non-CL in Table 1. These configurations
allow us to assess whether changes in sample learning order affect the emergence of MCU.

Connectivity across Optimization Orders While most unlearning methods use first-order (FO) gradients, recent studies
demonstrate that unlearning can benefit from second-order information (curvature via Hessian) in case of LLMs (Jia et al.,
2024) and discriminative tasks (Cheng & Amiri, 2024). We analyze MCU under two different SO settings: (a): both
minimizers (models) are trained with second-order optimization, SO-SO in Table 1; and (b): one minimizer is trained with
first order optimization and the other trained with second-order optimization, FO-SO in Table 1. This analysis helps us
understand how different optimization dynamics shape the unlearning loss landscape.
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Configuration Standard Both CL Both SO Mixed CL/Non-CL Mixed FO/SO

Minimizers unlearned with different randomness Rand Rand-CL Rand-SO CL-Non-CL FO-SO

Minimizers unlearned with different unlearning methods Met Met-CL Met-SO Met-CL-Non-CL Met-FO-SO

Table 1: Experimental settings to study MCU. Each configuration varies in optimization strategy, training curriculum,
or unlearning method. Rand: minimizers trained with different random seeds, CL and SO: curriculum learning and
second-order optimization respectively, Met: minimizers trained using different unlearning methods. All settings except for
“Rand” are novel in the context of mode connectivity.

Compatibility across Unlearning Method All unlearning methods share the common objective of removing knowledge
of Df while retaining knowledge of Dr. We examine whether minimizers derived from different unlearning methods can
be smoothly connected? We hypothesize that methods with similar formulation, inner-working, and objectives are more
likely to establish connectivity. This experiment provides a lens into methodological similarity and compatibility of different
unlearning algorithms.

Experimental Novelty To the best of our knowledge, with the exception of the randomness factor (see “Robustness
Against Randomness” above), all other factors discussed above are novel within the mode connectivity literature. Multiple
configurations can be combined, as summarized in Table 1. Together, they provide diverse and realistic perspectives on the
training dynamics of unlearning, broaden the scope of mode connectivity research, and deepen our understanding of the
factors that enable or prevent successful unlearning.

8. Experimental Setup
Datasets and Forget Sets We analyze MCU on generation and classification tasks. For LLM unlearning, we use the
TOFU dataset (Maini et al., 2024). For classification, we use three datasets from MU-Bench (Cheng & Amiri, 2024): image
classification on CIFAR-10 (Krizhevsky, 2009), biomedical text relation classification on DDI2013 (Segura-Bedmar et al.,
2013), and image-text visual entailment on NLVR2 (Maas et al., 2011). The original models and standard data splits are
from TOFU and MU-Bench, where 1%, 5%, 10% of data is unlearned from TOFU and 2%, 4%, 6%, 8%, 10% of data
is unlearned from MU-Bench.

Unlearning Methods We use four LLM unlearning methods for TOFU: Gradient Ascent (GA) (Golatkar et al., 2020),
Random Labeling (RL) (Graves et al., 2021), GradDiff (GD) (Maini et al., 2024), and Negative Preference Optimization
(NPO) (Zhang et al., 2024b). For classification tasks we use: Gradient Ascent (GA) (Golatkar et al., 2020), Random
Labeling (RL) (Graves et al., 2021), Bad Teaching (BT) (Chundawat et al., 2023), and Saliency Unlearning (SU) (Fan et al.,
2024c). These methods cover a diverse set of unlearning paradigms and are commonly used in existing works. Appendix 9
provides additional details.

Evaluation To evaluate MCU, we sample multiple points by varying the interpolation weight t ∈ [0, 1] with small step
size. Each value of t induces a set of model weights according to the parametrization of the curve ϕθ(t) (§ 2). We evaluate
each induced unlearned model based on the following standard evaluation metrics. On classification tasks, we use accuracy
on test set Dt(↑), accuracy on forget set Df (↓), accuracy on retain set Dr(↑), and Zero-Retrain Forgetting score ZFR (↑)
which measures the prediction similarity of Df between unlearned and original models. On TOFU, we use Forget Quality
(↑) and Model Utility (↑) which is a p-value of Kolmogorov-Smirnov test (KS-Test). Additionally, we use ROUGE-L
recall score on forget set (↓), retain set (↑), and real authors (↑). Following previous mode connectivity work on language
models (Qin et al., 2022), we sample 16 points with equal step size in [0, 1]. Appendix 10 provides additional details.

9. Details of Unlearning Methods
Below, we present the details of the unlearning methods used in our study.

Gradient Ascent Gradient Ascent (GA) (Golatkar et al., 2020) performs gradient ascent on Df without any mechanism
to maintain utility on the retain set Dr.
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Random Labeling Random Labeling (RL) (Golatkar et al., 2020) fine-tunes fθo on Df with corrupted labels and the
original Dr (or a fraction of it if the entire Dr is too large). This method aims to inject errors to the forget set.

Saliency Unlearning SalUn (SU) (Fan et al., 2024c) first finds parameter that are salient to unlearning Df . Next, it
performs Random Labeling but only updates the salient parameters.

Bad Teaching Bad Teaching (BT) (Chundawat et al., 2023) forces the unlearned model to predict Dr similarly to the
original model and to predict Df similarly to an incompetent model (e.g. a randomly initialized model). It minimizes the
KL-Divergence between prediction logits KL(f ′(Dr)||f(Dr)) on Dr and maximizes KL-Divergence between prediction
logits KL(f ′(Df )||fd(Df )) on Df , where fd is the incompetent model, e.g. a randomly initialized model.

Gradient Difference Graclsff (GD) (Maini et al., 2024) minimizes task loss on Dr and maximizes task loss on Df .

Negative Preference Optimization NPO (Zhang et al., 2024b) is built upon the DPO (Rafailov et al., 2023) algorithm to
post-train LLMs. In the original DPO, each query q corresponds to a winning response yw to prioritize and a losing response
yl to suppress. NPO functions only the losing response with no winning response.

10. Details of Evaluation Metrics
We provide detailed descriptions of the evaluation metrics used in our analysis. On MU-Bench (Cheng & Amiri, 2024) tasks,
we follow the original paper to adopt accuracy as the evaluation metric. In aclstion, we employ Zero-Retrain Forgetting
score (↑) (Chundawat et al., 2023), which measures the similarity of prediction logits on Df between the unlearned model
and a random model.

On TOFU (Maini et al., 2024), we follow the original paper to use p-value of Kolmogorov-Smirnov test for Model Utility (↑)
and Forget Utility (↑), which measure the similarity of probability distributions between the unlearned and retrained model.
Aclstionally, we also include verbatim evaluation using ROUGE-L recall score on Retain Authors (↑), Forget Authors (↓),
Real Authors (↑), and World Knowledge (↑).

11. Details of Curve Finding Process
To find the curve that connects θ1 and θ2, we can first compute the average loss along the curve:

ℓ̂(θ) =

∫
L(ϕθ) dϕθ∫

dϕθ
. (5)

The numerator
∫
L(ϕθ) dϕθ is the line integral of the loss L along the curve ϕθ. It sums up the loss values at all points along

the curve, weighted by the length of the curve in the parameter space. Intuitively, it measures the total accumulated loss
along the curve, accounting for how long the curve is in regions with high or low loss.

The denominator
∫
dϕθ is the total length of the curve in the parameter space. It normalizes the numerator by the total

length, ensuring that the result does not depend on the specific parameterization of the curve (e.g., stretching or shrinking
segments artificially).

Minimizing the above loss ensures that the path between the two sets of weights corresponds to models with consistently
high accuracy.

The integrals can be rewritten in terms of the parameter t ∈ [0, 1] as

ℓ̂(θ) =

∫ 1

0

L(ϕθ(t))qθ(t) dt, (6)

qθ(t) =
∥ϕ′

θ(t)∥∫ 1

0
∥ϕ′

θ(t)∥ dt
. (7)
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Et∼[0,1]ℓ̂(θ) =

∫ 1

0

L(ϕθ(t))qθ(t) dt. (8)

12. Additional Results
We present detailed results on TOFU in Figure 7–46 and on classification datasets in Figure 47–106.

12.1. MCU under independently unlearned minimizers

On TOFU, we find almost perfectly smooth curve with no degradation of unlearning quality on 3 out of 4 unlearning
methods (GA, GD, and NPO). Along the curves, all model weights yield consistent unlearning quality, measured by a series
of evaluation metrics, including forget quality, model utility, and ROUGE score. On the other hand when using method RL,
the model weights along the curve is of consistently high quality in model utility but have slightly different forget quality.
Specifically, in the middle part of the curve, we observe a drop of 0.1 point in forget quality and an increase of 0.05 point in
forget ROUGE (↓). However, since forget quality is the p-value of KS test, any value greater than 0.05 is considered as good
unleared model, see Figure 7 for details. As the size of forget set increases, indicated by different rows in Figure 7, there
is trivial variation of forget quality and model utility along the linear and quadratic curve on GA, GD, and NPO. On RL,
we notice interesting behaviors. When |Df | = 1%, forget quality degrades in the middle of the curve. When |Df | = 5%,
forget quality does not change significantly. When |Df | = 10%, forget quality significantly increases in the middle of the
curve. These behaviors are consistent on both linear and quadratic curves. We attribute these to the fact that RL is not an
appropriate unlearning method for TOFU, which stuck in local optima and cannot ultimately converge to the low loss valley.

Therefore, we can find that the loss landscape of most unlearning methods on TOFU has essentially a flat low-loss valley
where barriers, i.e. sudden performance degradation, rarely appear. This implies that, similar to learning (Draxler et al.,
2018), minima of unlearning are perhaps best seen as points on a single connected manifold of low loss, rather than as the
bottoms of distinct valleys for each individual unlearning method. The existence of mode connectivity paths suggests that
modern neural networks have enough parameters such that they can achieve good predictions while a big part of the network
undergoes structural changes. However, some unlearning methods may not converge to the low loss manifold, such as RL
on TOFU dataset.

On classification dataset, we observe different patterns across different unlearning methods. On GA, it is generally easier to
observe smooth MCU curve, both linear and quadratic, with small variation in forget set performance when |Df | = 1%.
Due to the similarity in design, RL and SU have very similar MCU patterns. Both types of curve yield models with degraded
forget set performance (↓) in the middle part of the curve (green line in Figure 47), with more prominent degradation
on linear than quadratic curves. On BT, there is a strong linear MCU but the curve finding process fails to converge to
meaningful quadratic MCU. This demonstrates that simpler connectivity may appear but hard to detect. We hypothesize
that BT has a more rugged loss landscape than other methods, likely because it computes loss based on representations not
directly on tasks loss. These results highlight the difference in loss landscape of unlearning methods.
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Figure 3: Linear MCU when |Df | = 10%
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Figure 4: Quadratic MCU when |Df | = 10%

Figure 5: MCU under Met setting on TOFU dataset. Methods on rows and columns correspond to θ′1 and θ′2 respectively.
In (a), linear MCU is symmetric. In (b), Quadratic MCU is asymmetric as the curve is optimized using methods shown
in rows. Additional results are shown in Appendix 12, Figures 18–46 for TOFU and Figures 62–106 for classification tasks.
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Figure 7: MCU under Rand setting on TOFU dataset.
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Figure 8: MCU under Rand-CL setting on TOFU dataset.
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Figure 9: MCU under Rand-SO setting on TOFU dataset.

15



825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863
864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879

Understanding Machine Unlearning Through the Lens of Mode Connectivity

0.4

0.6

0.8

1.0

|D
f|=

1
%

GA (Linear) RL (Linear) GD (Linear) NPO (Linear) GA (Bezier) RL (Bezier) GD (Bezier) NPO (Bezier)

0.4

0.6

0.8

1.0

|D
f|=

5
%

0 0.2 0.4 0.6 0.8 1

t

0.4

0.6

0.8

1.0

|D
f|=

1
0
%

0 0.2 0.4 0.6 0.8 1

t
0 0.2 0.4 0.6 0.8 1

t
0 0.2 0.4 0.6 0.8 1

t
0 0.2 0.4 0.6 0.8 1

t
0 0.2 0.4 0.6 0.8 1

t
0 0.2 0.4 0.6 0.8 1

t
0 0.2 0.4 0.6 0.8 1

t

Model Utility Forget Quality Real Authors ROUGE Real World ROUGE Retain ROUGE Forget ROUGE 

Figure 10: MCU under CL-Non-CL setting on TOFU dataset.
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Figure 11: MCU under FO-SO setting on TOFU dataset.
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Figure 12: Linear MCU when |Df | = 1%
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Figure 13: Quadratic MCU when |Df | = 1%
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Figure 14: Linear MCU when |Df | = 5%
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Figure 15: Quadratic MCU when |Df | = 5%
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Figure 16: Linear MCU when |Df | = 10%
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Figure 17: Quadratic MCU when |Df | = 10%

Figure 18: MCU under Met setting on TOFU dataset.
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Figure 19: Linear MCU when |Df | = 1%

G
A

GA RL GD NPO

0.4

0.6

0.8

1.0

R
L

0.4

0.6

0.8

1.0

G
D

0 0.2 0.4 0.6 0.8 1

t

0.4

0.6

0.8

1.0

N
P
O

0 0.2 0.4 0.6 0.8 1

t
0 0.2 0.4 0.6 0.8 1

t

Model Utility Forget Quality 

Figure 20: Bezier MCU when |Df | = 1%
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Figure 21: Linear MCU when |Df | = 5%
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Figure 22: Bezier MCU when |Df | = 5%
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Figure 23: Linear MCU when |Df | = 10%
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Figure 24: Bezier MCU when |Df | = 10%

Figure 25: MCU under Met-CL setting on TOFU dataset.
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Figure 26: Linear MCU when |Df | = 1%
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Figure 27: Bezier MCU when |Df | = 1%
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Figure 28: Linear MCU when |Df | = 5%
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Figure 29: Bezier MCU when |Df | = 5%
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Figure 30: Linear MCU when |Df | = 10%
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Figure 31: Bezier MCU when |Df | = 10%

Figure 32: MCU under Met-SO setting on TOFU dataset.
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Figure 33: Linear MCU when |Df | = 1%
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Figure 34: Bezier MCU when |Df | = 1%
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Figure 35: Linear MCU when |Df | = 5%
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Figure 36: Bezier MCU when |Df | = 5%
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Figure 37: Linear MCU when |Df | = 10%
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Figure 38: Bezier MCU when |Df | = 10%

Figure 39: MCU under Met-CL-Non-CL setting on TOFU dataset.
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Figure 40: Linear MCU when |Df | = 1%
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Figure 41: Bezier MCU when |Df | = 1%
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Figure 42: Linear MCU when |Df | = 5%
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Figure 43: Bezier MCU when |Df | = 5%
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Figure 44: Linear MCU when |Df | = 10%
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Figure 45: Bezier MCU when |Df | = 10%

Figure 46: MCU under Met-FO-SO setting on TOFU dataset.
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Figure 47: MCU under Rand setting on classification dataset.
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Figure 48: MCU under Rand-CL setting on classification dataset.
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Figure 49: MCU under Rand-SO setting on classification dataset.
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Figure 50: MCU under CL-Non-CL setting on classification dataset.
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Figure 51: MCU under FO-SO setting on classification dataset.
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Figure 52: Linear MCU when |Df | = 2.0%

G
A

GA RL BT SU

20

40

60

80

100

R
L

20

40

60

80

100

B
T

0 0.2 0.4 0.6 0.8 1

t

20

40

60

80

100

S
U

0 0.2 0.4 0.6 0.8 1

t
0 0.2 0.4 0.6 0.8 1

t

Dt Df Dr

Figure 53: Quadratic MCU when |Df | = 2.0%
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Figure 54: Linear MCU when |Df | = 4.0%

G
A

GA RL BT SU

20

40

60

80

100

R
L

20

40

60

80

100

B
T

0 0.2 0.4 0.6 0.8 1

t

20

40

60

80

100

S
U

0 0.2 0.4 0.6 0.8 1

t
0 0.2 0.4 0.6 0.8 1

t

Dt Df Dr

Figure 55: Quadratic MCU when |Df | = 4.0%
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Figure 56: Linear MCU when |Df | = 6.0%
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Figure 57: Quadratic MCU when |Df | = 6.0%
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Figure 58: Linear MCU when |Df | = 8.0%
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Figure 59: Quadratic MCU when |Df | = 8.0%
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Figure 60: Linear MCU when |Df | = 10.0%
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Figure 61: Quadratic MCU when |Df | = 10.0%

Figure 62: MCU under Met setting on classification datasets.
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Figure 63: Linear MCU when |Df | = 2.0%
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Figure 64: Quadratic MCU when |Df | = 2.0%
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Figure 65: Linear MCU when |Df | = 4.0%
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Figure 66: Quadratic MCU when |Df | = 4.0%
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Figure 67: Linear MCU when |Df | = 6.0%
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Figure 68: Quadratic MCU when |Df | = 6.0%
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Figure 69: Linear MCU when |Df | = 8.0%
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Figure 70: Quadratic MCU when |Df | = 8.0%
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Figure 71: Linear MCU when |Df | = 10.0%
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Figure 72: Quadratic MCU when |Df | = 10.0%

Figure 73: MCU under Met-CL setting on classification datasets.
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Figure 74: Linear MCU when |Df | = 2.0%
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Figure 75: Quadratic MCU when |Df | = 2.0%
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Figure 76: Linear MCU when |Df | = 4.0%
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Figure 77: Quadratic MCU when |Df | = 4.0%
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Figure 78: Linear MCU when |Df | = 6.0%
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Figure 79: Quadratic MCU when |Df | = 6.0%
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Figure 80: Linear MCU when |Df | = 8.0%
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Figure 81: Quadratic MCU when |Df | = 8.0%
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Figure 82: Linear MCU when |Df | = 10.0%
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Figure 83: Quadratic MCU when |Df | = 10.0%

Figure 84: MCU under Met-SO setting on classification datasets.
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Figure 85: Linear MCU when |Df | = 2.0%
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Figure 86: Quadratic MCU when |Df | = 2.0%
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Figure 87: Linear MCU when |Df | = 4.0%
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Figure 88: Quadratic MCU when |Df | = 4.0%
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Figure 89: Linear MCU when |Df | = 6.0%
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Figure 90: Quadratic MCU when |Df | = 6.0%
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Figure 91: Linear MCU when |Df | = 8.0%
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Figure 92: Quadratic MCU when |Df | = 8.0%
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Figure 93: Linear MCU when |Df | = 10.0%
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Figure 94: Quadratic MCU when |Df | = 10.0%

Figure 95: MCU under Met-CL-Non-CL setting on classification datasets.
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Figure 96: Linear MCU when |Df | = 2.0%
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Figure 97: Quadratic MCU when |Df | = 2.0%
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Figure 98: Linear MCU when |Df | = 4.0%
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Figure 99: Quadratic MCU when |Df | = 4.0%
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Figure 100: Linear MCU when |Df | = 6.0%
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Figure 101: Quadratic MCU when |Df | = 6.0%
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Figure 102: Linear MCU when |Df | = 8.0%
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Figure 103: Quadratic MCU when |Df | = 8.0%
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Figure 104: Linear MCU when |Df | = 10.0%
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Figure 105: Quadratic MCU when |Df | = 10.0%

Figure 106: MCU under Met-FO-SO setting on classification datasets.
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