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Abstract

Large Language Models (LLMs) are increasingly
used in conversational applications that require in-
teractive reasoning, such as tutoring systems and
legal assistants. While these models perform well
on static QA tasks, it remains unclear whether
they can consistently revise their beliefs and per-
form logical reasoning when prior information is
retracted or new information is introduced over
multiple conversational turns. To address this,
we introduce ReviseQA, a benchmark for belief
revision in multi-turn logical reasoning. Each
turn gradually modifies the previous context by
removing or adding facts and rules, requiring the
model to reassess its conclusion. This dynamic
setting reflects real-world reasoning, where agents
must update their conclusions based on evolving
information. Our experiments show that current
LLMs often fail to maintain logical consistency
when updating beliefs, highlighting ReviseQA as
a necessary benchmark toward evaluating and im-
proving multi-turn reasoning in LLMs.

1. Introduction

Large Language Models (LLMs) excel in different Nat-
ural Language Processing (NLP) applications, including
Question-Answering (QA), Summarization, and Translation.
Their success in these applications has led to widespread
adoption across several fields, such as education, law, and
healthcare. These models are often used in an interactive
conversational format, where users ask questions and receive
responses from the model in a back-and-forth manner. Ex-
amples of such conversational models include ChatGPT and
Claude. Despite their performances and growing popularity,
it remains important to understand their logical reasoning
capabilities during multi-turn conversations.
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Logical reasoning is the process of applying inference rules
to a set of premises, consisting of facts and logical rules, to
derive a conclusion that is logically entailed by them (Helwe
et al., 2022), such that the reasoning is valid (e.g., from
p — q and p, we can conclude ¢ by Modus Ponens). Dif-
ferent benchmarks have been created to evaluate the logical
reasoning capabilities of LLMs in a static manner, such as
through QA formats, including LogiQA (Liu et al., 2021;
2023) and ReClor (Yu et al., 2020). However, there is a lack
of datasets designed to assess the logical reasoning abilities
of LLMs in dynamic settings. In these cases, LLMs must
adapt to new information or discard outdated information
in multi-turn conversations to provide accurate answers, re-
quiring models to revise their beliefs accordingly. Without
this capability, they risk providing outdated or logically in-
valid conclusions during conversations, which limits their
reliability in real-world applications.

To address this gap, we introduce ReviseQA, a benchmark
designed to evaluate the ability of LLMs to revise their be-
liefs and reason logically at each step of a multi-turn conver-
sation. ReviseQA is synthetically constructed in four stages:
we first use the ProverGen framework (Qi et al., 2025) to
generate an initial QA example. This includes a context of
logical facts and rules (in both First-Order Logic (FOL) and
natural language), a conclusion that serves as a question,
and the corresponding answer. Next, to simulate conversa-
tional turns, we prompt an LLM to symbolically manipulate
the previous context by adding or removing facts or rules.
These manipulations are intended to either preserve or alter
the answer to the original question. Each revised context
is then validated using the FOL prover Prover9 (McCune,
2005) to ensure logical consistency. If the modification is
invalid, feedback is provided to the LLM to prompt a cor-
rected revision. Following this, the symbolic changes made
at each step are translated into natural language. Finally, we
use LLM-as-a-judge (Gu et al., 2024) to validate these trans-
lations for data quality. Our reproducible pipeline creates
logic-based conversational examples to test models’ ability
to reason logically with updated context.

Using ReviseQA, we evaluated several LLMs and found
that they struggle to revise beliefs and reason logically as
conversational turns increase.
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2. Related Work

Logical Reasoning Benchmarks. Several benchmarks
have been developed to assess the logical reasoning abili-
ties of language models. Several of these logical reasoning
datasets have been collected from national exams or stan-
dardized tests, such as the LSAT and GMAT. Examples of
such datasets include LogiQA (Liu et al., 2021; 2023), RE-
CLor (Yu et al., 2020), and AR-LSAT (Zhong et al., 2021).
In contrast, other datasets, like FOLIO (Han et al., 2024)
and BIG-Bench (Srivastava et al., 2023), have been created
by humans rather than sourced from exams.

An alternative method for developing logical reasoning
datasets is through synthetic generation. In these cases,
data is initially created symbolically in propositional logic
or FOL and then translated into natural language. Many of
these synthetically generated datasets use rule-based meth-
ods for the translation steps, such as ProofWriter (Tafjord
et al., 2021), RuleTaker (Clark et al., 2021), LogicNLI (Tian
et al., 2021), and PrOntoQA (Saparov & He, 2023). How-
ever, LogicBench (Parmar et al., 2024) and ProverGen (Qi
et al., 2025) use LLMs to translate the FOL symbols into
natural language, resulting in datasets that are more natural
and diversified.

These datasets evaluate logical reasoning statically, failing
to reflect how LLMs revise their conclusions when presented
with new information.

Belief Revision. Belief revision refers to the process of
changing beliefs when new information is received. While
much research emphasizes updating models’ beliefs through
adjusting their parameters (De Cao et al., 2021; Dai et al.,
2022; Hase et al., 2023), there has been limited attention to
evaluating belief revision in the context of multi-turn reason-
ing conversations. One work, Belief-R (Wilie et al., 2024),
assesses how LLMs revise their beliefs. In this framework,
the model starts with two initial premises. In the next turn,
an additional premise is introduced, prompting the LLM to
revise its beliefs. The model can either maintain its prior
beliefs or update them. If it chooses to update, it should
alter its conclusion accordingly. However, Belief-R does
not evaluate belief revision within a multi-turn reasoning
conversation. Instead, it assesses it in a single turn. Addi-
tionally, while Belief-R uses LLMs to generate the premises,
the conclusions are labeled by human annotators.

Our benchmark, ReviseQA, is based on the ProverGen
framework, which creates the initial examples. We then
use an LLLM and a prover to generate multi-turn reason-
ing conversations. The prover ensures that our edits are
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logically valid. Importantly, our dataset does not rely on
human annotations. To prevent data contamination, which
occurs when evaluation examples overlap with a model’s
pretraining data, inflating performance and misrepresenting
reasoning (Cheng et al., 2025), similar to the ProverGen
framework, our method generates new datasets using both
an LLM and a prover, ensuring they remain uncontami-
nated.

3. ReviseQA Construction

Our pipeline for constructing ReviseQA consists of four
stages. First, we generate the initial QA example, which
includes a context of facts and rules, a conclusion (which
also serves as the question), and an answer that indicates
whether the conclusion is TRUE, FALSE, or UNCERTAIN.
Second, we verify the logical validity of these edits using
an FOL prover. Third, we translate these edits into natural
language. Finally, we conduct a data quality control check
using LL.M-as-a-judge.

3.1. Initial QA Example Generation

We build upon the approach introduced in the ProverGen
framework (Qi et al., 2025), which generates logically
grounded QA examples by first creating an FOL example
and then translating it into natural language. A QA example
from ProverGen includes the following: a context (compris-
ing facts and rules), a conclusion (which also serves as the
question), an answer, and the reasoning path if the conclu-
sion is provable. Their framework is designed to generate
a single static QA example. In our approach, we adopt a
similar initial generation process to construct the starting
QA pair of a conversation, but extend it by using its context
as the foundation for multi-turn belief revision.

3.2. Symbolic Manipulation

After generating the initial QA example, we construct multi-
turn QA examples by incrementally modifying the previous
context at each turn. To do this, we use DeepSeek Prover
V2 (Ren et al., 2025), an LLM designed for formal theorem
proving. At every step, the model is prompted to manipulate
the preceding FOL context, either by preserving the answer
(e.g., keeping TRUE) or flipping it (e.g., from TRUE to
FALSE). In cases where the initial answer is UNCERTAIN,
meaning that both the conclusion and its negation are not
provable, we prompt the model to edit the FOL context to
prove the conclusion while ensuring that its negation cannot
be proven. The allowed edits are: remove facts, remove
rules, add facts, and add rules.

After each edit, we use the DeepSeek Prover V2 model
to generate a Prover9 syntax representation of the edited
context and the conclusion. We then verify whether the
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Table 1: Example of initial context, conclusion, answer, and a “flip” edit.

Context

Lukas is vibrant. Lukas is not outgoing. Lukas values life. Lukas accepts his flaws. Lukas

is passionate. Lukas embraces himself. If Lukas is vibrant, then he is either outgoing or
authentic, but not both. If Lukas loves himself, then he may not necessarily value life, and if
Lukas values life, then he may not necessarily love himself. Anyone who loves themselves or
accepts their flaws has inner strength. If Lukas is authentic, then he is either passionate or
confident, but not both. If someone embraces themselves, then they have inner strength and
are beautiful. Lukas is either confident or deserves respect, but not necessarily both.

Conclusion

Lukas deserves respect and is beautiful.

Answer TRUE

Edit #1

Removed fact: Lukas is passionate.

Added fact: Lukas is not passionate.

conclusion is provable and if its negation is unprovable.
If the conclusion is not provable, we prompt the model
to perform forward reasoning. On the other hand, if the
negation of the conclusion is provable, we ask the model to
conduct backward reasoning.

Forward Reasoning Prompt. In situations where the
prover is unable to find a proof for the conclusion, we
prompt the model by indicating that it has made a mis-
take according to the prover. We then request the model
to engage in forward reasoning to identify why these edits
do not lead to the conclusion. Next, we request that the
model propose a set of edits that would enable it to derive
the conclusion but not its negation.

Backward Reasoning Prompt. In cases where the prover
can find a proof for the negation of the conclusion, we
indicate to the model that it is able to prove this negation,
which results in an invalid answer. Along with this, we
provide the proof trace generated by Prover9. We ask the
model to examine the proof trace and engage in backward
reasoning from the negation of the conclusion to identify
which facts or rules contributed to deriving that negation.
We then ask the model to propose a set of edits that would
allow it to derive the conclusion instead of its negation.

After generating the proposed edits by one of these prompts,
we re-ask DeepSeek Prover V2 to convert them into Prover9
syntax for rechecking. Then, we also verify that the negation
of the conclusion is not derivable. This process is repeated
for ¢ retries until the prover validates the edits. To create n
edit steps, each step is based on the edited context of the
previous one.

The intuition behind using two different prompts is that
forward reasoning lets the model explore which conclusions
were led by the edits and what it needs to do to arrive at
the correct conclusion, while backward reasoning helps the
model diagnose why the negation was reached and how to
undo that reasoning path.

3.3. Natural Language Translation and Quality Control

After successfully generating n edit steps for each example,
we use Claude Sonnet to translate the FOL edits into their
equivalent natural language. To ensure the quality of the
benchmark, we use three LLMs acting as judges to evaluate
the quality of the translation. If any one of the models
identifies an issue with any of the edits, the entire example
is discarded; otherwise, it is retained. Table 1 shows an
example of one edit that flips the answer from TRUE to
FALSE.

In Appendix A, we report the different prompts used in our
generation pipeline.

4. Experiments

To build our dataset, we first generated initial QA examples
requiring 6 to 9 reasoning steps to reach the correct answer,
corresponding to the highest difficulty setting within the
ProverGen framework. Although we focused on the most
challenging cases, our framework is generalizable and can
be applied to any difficulty level. For each example, we then
generated 7 sequential edit turns. After data verification, our
dataset comprises 210 examples, each with 7 edit turns. It is
important to note that our benchmark can be easily extended
to include more examples using our generation pipeline.

We evaluated different LLMs on our dataset using two
prompting strategies: standard prompting and Chain-Of-
Thought (COT) prompting. In COT, the model is provided
with reasoning steps that lead to the correct answer of the
initial QA example before the edit turns. In contrast, the
standard approach does not provide these reasoning steps.
For each prompting strategy, we explored different multi-
turn interaction settings. One method updates the context
implicitly by embedding the edits within it without explic-
itly highlighting them. The other method makes the edits
explicit by directly stating the changes to the model. Addi-
tionally, we simulated conversations to assess the model’s
behavior under two scenarios: one in which we inform the
model whether its previous answer at step ¢ — 1 was correct
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Figure 3: Accuracy results for different prompting strategies on the explicit edits task without feedback.

or incorrect, and another in which the model continues with-
out receiving any feedback. In the following, we report only
the results with explicit edits and without feedback, while
the complete results in the other settings can be found in
Appendix D. Moreover, all the prompts that we used are in
Appendix B.

4.1. Results

Our benchmark consists of three levels of difficulty, which
correspond to the number of edits completed correctly. The
easy level indicates that the first 2 edit steps are correct. The
medium level means that the first 4 edit steps are correct.
The hard level signifies that all 7 edit steps are correct.

Figure 3 illustrates the results of different models using two
different prompt strategies, namely standard and COT (i.e.,
the reasoning path used in the initial QA example), on the
task of explicit edit examples without providing feedback to
the models at each turn. All models used a temperature of
0.7. We notice that the performance of all models decreases
significantly as the number of editing steps increases. This
decline suggests that models struggle to revise their beliefs
and maintain consistent logical reasoning. However, models
that engage in thinking before providing an answer perform
better than those that respond immediately. This is evident
in the performance of Gemini 2.5 Flash Thinking, which
achieves the highest scores across the levels, and Claude
Sonnet 3.7 Thinking. These results indicate that thinking is
necessary for models to revise their beliefs. Interestingly, we
find that providing a COT does not enhance the performance
of models that already engage in internal reasoning. This
may be due to these models being more effective when rea-
soning independently, as presenting initial reasoning steps
could limit their flexibility or lead to inconsistencies in their
thought processes. Additionally, as it can be seen in the ad-
ditional results in Appendix D, the feedback at each edit turn

does not improve performance. These results also include
evaluations of other models.

5. Limitations

The two main limitations of our generation pipelines are
their high costs and the time required to produce examples.
These challenges arise from the numerous iterations needed
to create an edit step of the context that is provable by the
prover. However, our approach ensures that the examples
generated are logically valid. A further limitation is the lack
of human experts in logic involved in the verification of the
dataset. While our approach is fully automated, allowing
us to generate a large number of examples, which would be
unfeasible with human experts involved, yet we still validate
the logic using Prover9, and we verify the translations to
natural language using an approach that uses LLM-as-a-
judge.

6. Conclusion

This paper introduces ReviseQA, a QA dataset designed to
evaluate LLMs for belief revision in multi-turn logical rea-
soning. Our generation pipeline starts with the ProverGen
framework to create the initial examples, followed by LLMs
for context edits, and a formal prover to maintain logical
validity. Then, we evaluated the performance of LLMs on
our dataset and found that their performance declines as the
number of editing turns increases.

While our evaluations primarily focus on maintaining beliefs
within the context of the models, future work will explore
the effectiveness of Retrieval-Augmented Generation by
storing and retrieving facts and rules from a vector database
to support multi-turn reasoning.
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Appendix
A. Generation Prompts

In our generation pipeline, we extensively use LLMs for symbolic manipulations and translations. Below, you will find the
different prompts used to build ReviseQA.

Invariant Prompt: This prompt is used to edit the context without changing the conclusion.

Invariant Prompt

You are an expert in formal logic and Prover9. You will receive:

1. A list of assumptions (facts and rules).
2. An initial goal G, which is currently provable.
3. The negation of the goal =G, which is currently not provable.

**Your objective** is to edit the assumptions in a minimal way that preserves the current reasoning outcome:
— G must remain provable.
— =G must remain unprovable.

Your task is to produce a **non-simple minimal edit set** that:

o **Adds** logically redundant facts or rules that are already entailed by the original assumptions.

» **Rewrites** existing rules into logically equivalent forms (e.g., implication distribution, de Morgan’s laws, etc.)
without changing the semantics.

« *¥*You are encouraged to use non-obvious but logically derivable rules** — statements that don’t change the deductive
power but offer alternative expressions.

* **Does not** remove any assumption, reorder rules, or rename variables.

* **Does not** introduce any new path that could derive =G or block the proof of G.

**Ensure** that after editing:
1. Forward reasoning still derives G.
2. Backward reasoning from -G still fails (-G remains not derivable).

**Step-by-step approach®*:

1. **Analyze** the assumptions and confirm that G is provable and =G is not.
2. **Apply** logically neutral and semantically safe edits as described above.
3. **Validate®*:

- Use forward reasoning to prove G.

- Use backward reasoning from —G to confirm it cannot be derived.

HAHHHHEHHHE R
Initial Assumptions:
{{assumptions} }

Initial Goal G:

{{initial_goal } }

HHHHHHHHHH R
Goal -G:

{{new_goal} }
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Flip Prompt: This prompt is used to edit the context and flip the conclusion.

Flip Prompt

You are an expert in formal logic and Prover9. You will receive:

1. A list of assumptions (facts and rules).
2. An initial goal G, which is provable.
3. The negation of the goal =G, which is currently not provable.

**Your objective** is to **edit the assumptions** so that =G becomes provable (but G is not).
Your task is to produce a **non-simple minimal edit set** that:

« **Removes** only those facts or rules that directly enable a proof of G.

 **Negates** existing facts or rules as needed - never add -G as a standalone fact, though you may add a rule implying
=G.

o ¥*Adds** only the smallest number of new facts or rules (all derived from original assumptions) to **indirectly™**
derive =G.

« **You are encouraged to use non-obvious but logically derivable rules** — rules not explicitly present but inferable
from the existing assumptions — to construct a valid proof of —G.

« **Ensures** that after editing:

1. Use forward reasoning to derive —G.

2. Use backward reasoning from G fails (G is no longer derivable).

**Step-by-step approach**:

. **Analyze** the assumptions and confirm that G is provable and =G is not.

. **Break** G’s derivation by removing or negating the minimal set of those assumptions.

. **Introduce** new facts or rules—based on original assumptions—to build a proof of =G.
. **Validate**:

- Use forward reasoning to prove =G.

- Use backward reasoning from G to confirm it cannot be derived.

A~ o=

HAHHHE R R
Initial Assumptions:
{{assumptions} }

Initial Goal G:

{{initial_goal } }

HHHHHHHHH AR
Goal -G:

{{new_goal}}
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Uncertain to True Prompt: This prompt is used to edit the context when the conclusion is UNCERTAIN and wants to
make it TRUE.

Uncertain to True Prompt

You are an expert in formal logic and Prover9. You will receive:

1. A list of assumptions (facts and rules).
2. A target goal G, which is currently not provable.
3. The negation of the goal =G, which is currently not provable.

**Your objective®* is **to edit the assumptions** so that G becomes provable, but the negation -G remains unprovable.
Your task is to produce a **non-simple minimal edit set** that:

o **¥* Adds** only the minimal number of new facts or rules (based strictly on the original assumptions) to derive G.

« **Does not enable** the derivation of =G in any form.

 **Never adds** G as a standalone fact, but you may add a rule that implies G.

 **You are encouraged to use non-obvious but logically derivable rules** — that is, rules that are logically entailed by
the assumptions but not explicitly stated.

o **Ensures** that after editing:

1. Use forward reasoning to derive G.

2. Use backward reasoning from =G fails (-G remains not derivable).

**Step-by-step approach**:

 **Analyze** the assumptions and verify that G is not currently provable.

« **[ntroduce** minimal additions (based on existing assumptions) to make G provable.
« ** Avoid** any additions or changes that could imply or derive -G.

o **Validate**:

1. Use forward reasoning to prove G.

2. Use backward reasoning from -G to confirm it is not provable.

HHHHEHE A
Initial Assumptions:
{{assumptions} }

Initial Goal G:

{{initial_goal} }

HHHHHHH A
Goal -G:

{{new_goal}}

10
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Forward Reasoning Prompt: This prompt is used when the conclusion of the edited context cannot be proven using Prover9.

d Reasoning Prompt

Prover9 was not able to prove {{new_goal}}, which is the intended goal.
Perform forward reasoning using the current assumptions to determine why {{new_goal}} is not derivable.
Identify the missing, conflicting, or overly permissive facts and rules that prevent the proof.

Then, propose **non-simple minimal edits** (i.e., avoid directly inserting the goal) to the assumptions that would allow
{{new_goal}} to be correctly derived.

After applying the edits, re-run forward reasoning to confirm that {{new_goal}} is now provable and that
{{initial_goal} } is no longer derivable.

Backward Reasoning Prompt: This prompt is used when the negation of the conclusion of the edited context can be
proven using Prover9.

Backward Reasoning Prompt

Prover9 Proof:
{{proof}}

Prover9 was able to prove {{initial goal}}, but this result is incorrect — it should not be provable.
Your task is to:
1. Carefully examine the Prover9 proof to identify the sequence of steps that led to the derivation of {{initial goal}}.

2. Use **backward reasoning**, starting from {{initial_goal} }, to trace which facts and rules were used at each step
and which assumptions directly or indirectly contributed to the conclusion.

3. Based on your analysis, propose a set of **non-simple minimal edits** to the assumptions that would break the
proof chain — i.e., prevent {{initial_goal}} from being provable — **without simply deleting the goal or inserting its
negation as a fact**.

- You may negate or adjust specific rules.

- You may remove enabling assumptions.

- You may introduce new rules that imply {{new_goal}}, but not {{initial_goal}}.

4. Finally, perform **forward reasoning** with the updated assumptions to confirm that:
- {{initial_goal} } is **no longer provable**.

- {{new_goal}} **is now derivable**.

Think step-by-step, and make sure your proposed changes are both logically valid and minimal.

11
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Prover9 Syntax Translation Prompt: This prompt is used to translate the FOL of the edited context into Prover9 syntax.

Prover9 S Translation Prompt

Once you have applied the **non-simple minimal edits**, generate a valid Prover9 input along with its equivalent FOL
syntax using the updated assumptions.
**Do not remove or add any rules or facts beyond those specified in the non-simple minimal edits.**

Your output must include:

- A complete ‘formulas(assumptions).‘ block with the updated facts and rules.

- A ‘formulas(goals). block with the new goal: {{new_goal}}.

- Ensure that the original goal {{initial goal}} is not included anywhere in the assumptions or goals.

Please provide the output in a valid JSON format, structured as follows:

json{
“prover9_input”: {
“formulas(assumptions)”: [*~p-1(Novah)”, "all x (p-3(x) — p-2(x))”, ...],
“formulas(goals)”: ["=p-2(Novah)”, ...]
e
“fol_input™: {
“formulas(assumptions)”: ["p-1(Novah)”, "Vx (p-3(x) — p-2(x))”, ...],
“formulas(goals)”: [’-p_2(Novah)”, ...]
}
}

For the “fol_input‘, use the following standard **FOL symbols**:
- Universal quantifier: V*

- Existential quantifier: ‘3°

- Negation: ‘—*

- Conjunction: ‘A*

- Disjunction: ‘V*

- Implication: ‘—*

- Exclusive disjunction: ‘@°
- Biconditional: ‘¢»*

If an expression uses XOR () in the FOL block (e.g., ‘p(x) € q(x)°), translate it in the Prover9 block as ‘-(p(x) j-;,
4e)".

Always enclose the entire negated biconditional in parentheses when it appears inside larger expressions, like
conjunctions or implications.

For example:

- FOL: ‘(p(x) ® q(x)) A(X)*
- Prover9: ‘(-(p(x) < — > q(x))) & r(x)*

**Do not** use Prover9 syntax (e.g., ‘all‘, ‘— >°) in the ‘fol_input*. Think step by step and make sure both inputs are
consistent.

12
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Natural Language Translation Prompt: This prompt is used to translate the edited FOL context into natural language.

Natural Language Translation Prompt

You are a Formal Logic, FOL-to-Natural-Language Translation Expert and JSON Schema Specialist.
When you respond, follow these instructions precisely:

Given:

1. Subject name (string)

2. Subject category (string)

3. Context with its original FOL formulas

4. Conclusion sentence with its FOL formula

5. A sequence of edits, each defined by:

- edit_number (integer)

- edited_context_fol: full list of FOL formulas after the edit (array of strings)

- edits_made: four lists (removed_facts, removed_rules, added_facts, added_rules), each containing FOL strings

Your job:

- Translate **every** FOL formula in edited_context_fol into a corresponding natural-language (NL) sentence,
preserving the original meaning.

- Translate **every** FOL string in each of the four edits_made lists into a natural-language (NL) description.

Output:
A single JSON object matching this schema exactly (no additional keys or text):
json{
“original_context”: [string, ...],
“original _context_fol”: [string, ...],
“conclusion”: string,
“conclusion_fol”: string,
“edits”: [
{
“edit_-number”: integer,
“edited_context_fol”: [string, ...],
“edited_natural _language _context’: [string, ...],
“edits_made™: {
“removed_facts”: [’fol”: string, ’nl”: string, ...],
“removed_rules”: [’fol”: string, ’nl”: string, ...],
”added_facts™: [’fol”: string, "nl”: string, ...],
“added_rules”: [’fol”: string, ’nl”: string, ...]

Once you have generated every ‘ “fol”: ..., ”nl”: ... ¢ pair, perform a review pass:

1. Confirm each ‘nl‘ sentence accurately and completely expresses the original ‘fol‘.

2. Ensure no formula is omitted or combined with another.

3. If you spot any mismatch or omission, correct the ‘nl* so it matches the ‘fol* exactly.

The output must be a valid JSON matching the schema—no extra keys and no prose outside the JSON.

13
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Verification Prompt: This prompt is used to verify the generated examples. We used three LLMs as judges: Gemini 2.5
Pro, GPT 4.1, and GPT 04 mini high.

Verification Prompt

SYSTEM: You are an assistant that reasons before only answering True or False, identifying the mistake correctly so we
can reflect on it later. Verify if the FOL statement matches the natural language.

USER: For the following pair, does the FOL statement correctly correspond to the natural language statement? Reason
first, point out the mistake afterwards (can be none), and finally answer True or False. Do not be overly strict, have some
kind of understanding. Your point is to look out for incorrect mappings, only. Think carefully.

FOL: {{fol_formula}}
NL: {{nl_translation}}

B. Evaluation Prompts
We evaluated different LLMs on our dataset. Below, you will find the different prompts used for evaluations.

Here, by “implicit” we denote the scenario in which we update the context implicitly, by embedding the edits within it
without explicitly highlighting them. Instead, in “explicit” the edits are directly stated to the model.

COT Implicit Prompt: This prompt is used to evaluate LLMs on implicit edits using COT.

COT Implicit Prompt

Context: {{context}}
Question: {{question_conclusion}}

Options:
A) True
B) False
C) Uncertain

The correct option is:
“reasoning”: {{initial reasoning}},
“answer”: {{initial_answer}}

Context: {{edited_context}}

Question: Does the context entail the conclusion: {{conclusion}}
Options:

A) True

B) False
C) Uncertain

14
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Standard Implicit Prompt: This prompt is used to evaluate LLMs on implicit edits without using COT.

Standard Implicit Prompt

Context: {{context}}
Question: {{question_conclusion}}

Options:
A) True
B) False
C) Uncertain

The correct option is:
“reasoning”: {{initial reasoning} },
“answer”: {{initial_answer}}

Context: {{edited_context}}

Question: Does the context entail the conclusion: {{conclusion} }
Options:

A) True

B) False
C) Uncertain

COT Explicit Prompt: This prompt is used to evaluate LLMs on explicit edits using COT.

COT Explicit Prompt

Context: {{context}}
Question: {{question_conclusion}}

Options:
A) True
B) False
C) Uncertain

The correct option is: “reasoning”: {{initial_reasoning}},
“answer”: {{initial_answer}}

Context:

removed facts: {{removed facts}}
removed rules: {{removed_rules}}
added facts: {{added facts}}
added rules: {{added_rules}}

Question: Does the context entail the conclusion: {{conclusion}}

Options:
A) True
B) False
C) Uncertain

15
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Standard Explicit Prompt: This prompt is used to evaluate LLMs on explicit edits without using COT.

Standard Explicit Prompt

Context: {{context}}
Question: {{question_conclusion}}

Options:
A) True
B) False
C) Uncertain

The correct option is: “answer”: {{initial_answer} }

Context:

removed facts: {{removed_facts}}
removed rules: {{removed_rules}}
added facts: {{added_facts}}
added rules: {{removed _rules}}

Question: Does the context entail the conclusion: {{conclusion}}

Options:
A) True
B) False
C) Uncertain

C. An Example of a Standard Explicit Prompt

Context: Lukas is vibrant. Lukas is not outgoing. Lukas values life. Lukas accepts his flaws. Lukas is passionate. Lukas
embraces himself. If Lukas is vibrant, then he is either outgoing or authentic, but not both. If Lukas loves himself, then
he may not necessarily value life, and if Lukas values life, then he may not necessarily love himself. Anyone who loves
themselves or accepts their flaws has inner strength. If Lukas is authentic, then he is either passionate or confident, but
not both. If someone embraces themselves, then they have inner strength and are beautiful. Lukas is either confident or
deserves respect, but not necessarily both.

Question: Does the context entail the conclusion: Lukas deserves respect and is beautiful.

Options:
A) True
B) False
C) Uncertain

The correct option is:
“answer”: True

Context:

removed facts: Lukas is passionate
removed rules: None

added facts: Lukas is not passionate
added rules: None

Question: Does the context entail the conclusion: Lukas deserves respect and is beautiful.

Options:
A) True
B) False
C) Uncertain

16
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D. Additional Results

In this section, we report the precise numerical results in all our settings. For the calculation of the confidence intervals, it
is common in the literature to use approximately valid confidence intervals, e.g., using a Gaussian approximation (Miller,
2024) or a Bayesian approach (Xiao et al., 2025). However, such approaches are valid only in the large-sample regime, that
is, when confidence intervals are less needed. Instead, Voracek (2024) showed that it is possible to calculate exact and valid
confidence intervals for binomial random variables, using a randomized procedure. So, we use this algorithm to calculate
valid confidence intervals with an exact coverage of 95%, reporting lower and upper confidence bounds in parentheses.

D.1. Implicit Results with No Feedback

Easy Medium Hard
Model Variant CoT Standard CcoT Standard CcoT Standard
Claude 3.7 Sonnet default 0.72 (0.66, 0.78)  0.68 (0.62,0.74) 0.6 (0.53,0.66)  0.54 (0.47,0.60) 0.45(0.38,0.52) 0.44(0.38,0.51)
' thinking  0.80 (0.74, 0.85)  0.84 (0.78, 0.88) 0.68 (0.63,0.74) 0.80 (0.74, 0.85) 0.62 (0.55,0.68) 0.72 (0.66, 0.78)
Genmini 2.5 Flash default 0.86 (0.81,0.90) 0.91 (0.86,0.94) 0.79 (0.73,0.84) 0.87(0.82,0.91) 0.72(0.66,0.77) 0.79 (0.73, 0.84)
’ thinking  0.92 (0.88, 0.95) 0.93 (0.89, 0.95) 0.86 (0.81,0.90) 0.87 (0.82,0.91) 0.78 (0.72,0.83) 0.80 (0.74, 0.84)
GPT 4.1 mini - 0.78 (0.72,0.83)  0.74 (0.68, 0.80) 0.68 (0.62,0.74) 0.62 (0.55,0.68) 0.59 (0.52,0.65) 0.49 (0.42, 0.56)

DeepSeek V3 Chat

0.75 ( 0.68, 0.80)

0.70 (0.63, 0.76)

0.62 (0.55, 0.68)

0.60 (0.53, 0.67)

0.47 (0.40, 0.54)

0.42 (0.36, 0.49)

Qwen 32B

0.83(0.78, 0.88)

0.70 (0.63, 0.76)

0.66 (0.60, 0.72)

0.45(0.38,0.51)

0.41 (0.35,0.48)

0.19 (0.14, 0.25)

D.2. Explicit Results with No Feedback

Model

Variant

Easy

Medium

Hard

COoT

Standard

COoT

Standard

CcoT

Standard

Claude 3.7 Sonnet

default
thinking

0.66 (0.59, 0.73)
0.70 (0.63, 0.76)

0.55(0.49, 0.62)
0.74 (0.68, 0.79)

0.51 (0.44, 0.58)
0.53 (0.46, 0.60)

0.42 (0.36, 0.49)
0.60 (0.54, 0.67)

0.42 (0.35, 0.49)
0.41 (0.34, 0.48)

0.32(0.26, 0.39)
0.47 (0.41, 0.54)

Gemini 2.5 Flash

default
thinking

0.69 (0.63, 0.75)
0.87 (0.82,0.91)

0.70 (0.63, 0.76)
0.87(0.82,0.91)

0.45 (0.38,0.51)
0.71 (0.65, 0.77)

0.43(0.37, 0.50)
0.70 (0.64, 0.76)

0.26 (0.20, 0.33)
0.55(0.48, 0.61)

0.22 (0.17, 0.28)
0.54 (0.47, 0.60)

GPT 4.1 mini

0.52 (0.46, 0.59)

0.55(0.48, 0.62)

0.21 (0.16, 0.27)

0.22 (0.17, 0.28)

0.02 (0.01, 0.06)

0.05 (0.03, 0.09)

DeepSeek V3 Chat

0.64 (0.58,0.71)

0.54 (0.47,0.61)

0.32(0.26, 0.39)

0.27 (0.21, 0.33)

0.14 (0.10, 0.19)

0.06 (0.03, 0.10)

Qwen 32B

0.78 (0.72, 0.83)

0.68 (0.61, 0.74)

0.50 (0.44, 0.57)

0.37 (0.30, 0.44)

0.25(0.20, 0.31)

0.18 (0.13,0.24)

D.3. Implicit Results with Feedback

Model

Variant

Easy

Medium

Hard

coT

Standard

COoT

Standard

coT

Standard

Claude 3.7 Sonnet

default
thinking

0.72 (0.66, 0.78)
0.80 (0.75, 0.85)

0.66 (0.60, 0.72)
0.77 (0.71, 0.82)

0.60 (0.54, 0.67)
0.72 (0.65, 0.78)

0.54 (0.48, 0.61)
0.70 (0.63, 0.76)

0.48 (0.41, 0.55)
0.63 (0.56, 0.69)

0.45 (0.38, 0.52)
0.60 (0.54, 0.67)

Gemini 2.5 Flash

default
thinking

0.87 (0.82,0.91)
0.92 (0.88, 0.95)

0.88 (0.83,0.92)
0.91 (0.87,0.95)

0.82(0.76, 0.87)
0.87(0.82, 0.90)

0.82(0.77,0.87)
0.86 (0.81, 0.90)

0.75 (0.68, 0.80)
0.79 (0.73, 0.84)

0.74 (0.68, 0.80)
0.79 (0.73, 0.84)

GPT 4.1 mini

0.76 (0.70, 0.81)

0.68 (0.61, 0.74)

0.65(0.58,0.71)

0.53(0.47, 0.60)

0.54 (0.48, 0.61)

0.43 (0.35, 0.50)

DeepSeek V3 Chat

0.73 (0.66, 0.78)

0.70 (0.63, 0.76)

0.59 (0.52, 0.65)

0.56 (0.50, 0.63)

0.45 (0.38, 0.52)

0.41 (0.35, 0.48)

Qwen 32B

0.83(0.78, 0.88)

0.81 (0.76, 0.86)

0.67 (0.60, 0.73)

0.66 (0.59, 0.72)

0.47 (0.41, 0.54)

0.49 (0.42, 0.55)

17



ReviseQA: A Benchmark for Belief Revision in Multi-Turn Logical Reasoning

D.4. Explicit Results with Feedback

Easy Medium Hard

Model Variant CoT Standard COT Standard COT Standard
Claude 3.7 Sopneg | default 0.64(0.58,0.70) 057 (0.50,0.63) 048 (041,0.54) 0.40(0.34,047) 035 (029,0.42) 030 (0.23,036)

thinking  0.71 (0.65,0.77)  0.67 (0.61,0.73) 0.57 (0.50,0.63) 0.53 (0.47,0.60) 0.44 (0.37,0.51) 0.40 (0.33, 0.46)
Gomini 2.5 Flag, | defa0lt 0.70(0.63,0.75)  0.70(0.63,0.75)  045(0.38,052) 0.45(0.38,052) 023 (0.18,0.30) 026(0.20,0.32)

thinking ~ 0.86 (0.80. 0.90)  0.86 (0.80, 0.90) 0.68 (0.62,0.74) 0.68 (0.62,0.74) 0.48 (0.41,0.54) 0.50 (0.43, 0.57)
GPT 4.1 mini - 0.55 (048, 0.61) 0.52(0.46,0.59) 0.24 (0.19,0.30) 0.21 (0.16,0.27) 0.06 (0.03,0.10) 0.03 (0.01, 0.07)
DeepSeek V3 Chat - 0.64 (0.57,0.70)  0.54(0.47,0.61) 0.32(0.26,0.39) 0.27 (0.21,0.33) 0.12 (0.08,0.18) 0.06 (0.03, 0.10)
Qwen 32B ; 0.78 (0.72,0.83)  0.68 (0.61,0.74) 0.50 (0.43,0.56) 0.41 (0.34,0.48) 0.21 (0.16,027) 0.15 (0.11,0.21)

E. Models and Cost

For our paper, we used several open-source and closed-source LLM models using the OPENROUTER API. The total cost of
generating our dataset and evaluating different models was approximately $3,500.

18



