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Abstract001

Can large language models (LLMs) truly un-002
derstand and represent the regional-wise rich003
cultural and linguistic diversity? Addressing004
this critical question, our study aims to de-005
velop a culturally adaptive multilingual instruc-006
tion dataset and fine-tune LLMs to enhance007
their cultural alignment, multilingual fluency,008
and instruction-following capabilities across 15009
South Asian low-resource languages. We sys-010
tematically constructed the South Asian Instruc-011
tion Dataset (SAID) by combining automated012
LLM-based semantic categorization, human-in-013
the-loop cultural tagging, and country-specific014
localization using state-of-the-art multilingual015
LLMs. This dataset spans eight SAARC coun-016
tries and covers ten culturally relevant domains.017
We employed parameter-efficient LoRA fine-018
tuning on the LLaMA 3.1 Instruct model and019
conducted a comprehensive evaluation com-020
bining automated LLM judgment with large-021
scale human expert assessment. The resulting022
fine-tuned model, which we call SAID-LLaMA023
3.1 Instruct, demonstrates substantial improve-024
ments over the base LLaMA 3.1 Instruct model025
in generating culturally aligned, factually ac-026
curate, and linguistically fluent responses for027
high- and mid-resource South Asian languages.028
Theoretically, this work advances understand-029
ing of how cultural adaptation and multilingual030
fine-tuning can enhance LLM performance in031
low-resource contexts. Practically, it provides032
a high-quality, culturally grounded instruction033
dataset and fine-tuning methodology that can034
guide the development of more inclusive AI035
systems for South Asia.036

1 Introduction037

South Asia is one of the most linguistically and038

culturally diverse regions in the world, home to039

hundreds of languages spanning multiple language040

families, dialects, and scripts. This linguistic041

tapestry is deeply intertwined with a rich mosaic042

of cultural traditions, histories, and social prac-043

Figure 1: Bubble diagram of 15 South Asian languages,
where each circle’s size is proportional to its number of
speakers (in millions), and flags of the SAARC coun-
tries (Bhutan, Sri Lanka, Maldives, Pakistan, India,
Afghanistan, Bangladesh, Nepal).

tices, making the region a uniquely complex and 044

vibrant context for natural language processing 045

(NLP) (Ramesh et al., 2022; Guzmán et al., 2019; 046

Kunchukuttan et al., 2020). Yet, despite the increas- 047

ing global attention on NLP advancements, many 048

South Asian languages remain severely underrep- 049

resented in research and technology development. 050

The majority of these languages are considered 051

low-resource, lacking sufficient annotated datasets, 052

pretrained models, and culturally contextualized re- 053

sources. This scarcity not only limits the inclusivity 054

of language technologies but also poses challenges 055

for ensuring that artificial intelligence (AI) systems 056

respect and accurately reflect South Asia’s cultural 057

richness. 058

But what exactly do we mean by "Culture"? It 059

is difficult to define culture precisely, as it is not a 060

static concept but a continuously evolving and dy- 061

namic entity that shapes the entire way of living for 062

a particular group of people. In this work, we define 063

culture as the collective expressions, knowledge, 064

practices, artifacts, values, and historical experi- 065

ences that shape the identity of a particular country 066
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or community. It encompasses language, litera-067

ture, art, cuisine, festivals, geography, historical068

narratives, social norms, and natural environment069

elements that are shared and passed down across070

generations. To operationalize this broad and com-071

plex concept within our research, we decomposed072

the culture of each South Asian country (SAARC073

countries )1 into ten thematic categories, or cultural074

labels. These labels include literature, entertain-075

ment, language and grammar, history and religion,076

people, geography, food and beverages, flora and077

fauna, sports, and festivals.078

The motivation behind this research stems from079

the pressing need to bridge this gap by develop-080

ing culturally rich, multilingual instruction datasets081

and fine-tuning large language models (LLMs) that082

truly embody the linguistic and cultural diversity083

of South Asia. Existing instruction datasets often084

focus on high-resource languages or machine trans-085

late from high resource to low resource languages086

which then lack cultural specificity, leading to mod-087

els that fail to grasp subtle but essential cultural088

nuances. Furthermore, current evaluation metrics089

typically emphasize syntactic correctness or task090

performance without adequately capturing local-091

ized fluency, multi-cultural richness and accuracy092

which are some factors crucial for deploying AI in093

culturally sensitive environments (Rystrøm et al.,094

2025; AlKhamissi et al., 2024).095

To address these challenges, our study asks:096

How can we systematically construct a multilin-097

gual, culturally adaptive instruction dataset that098

covers a broad spectrum of South Asian low-099

resource languages? And, to what extent can fine-100

tuning large language models on such datasets im-101

prove their cultural alignment, multilingual fluency,102

and instruction-following capabilities? Moreover,103

how can we rigorously evaluate these models to104

ensure they truly reflect the cultural and linguistic105

diversity inherent to South Asia?106

Our methodology unfolds in several key stages.107

We begin with extensive categorization and seman-108

tic labeling of Stanford-Alpaca dataset 2 (Taori109

et al., 2023) using a combination of automated110

LLM-based classification and manual human an-111

notation to separate language-related, culturally112

relevant, and general instructions. This is followed113

by thematic cultural tagging across multiple South114

Asian cultural domains, which is then supported115

1SAARC
2Stanford Alpaca

by keyword-driven few-shot prompting and human 116

validation to ensure accuracy. We then localize 117

this dataset to eight SAARC countries using state- 118

of-the-art (SOTA) multilingual LLMs, Command 119

R and Llama 4 Maverick, incorporating culturally 120

specific prompts to tailor outputs relevant to each 121

nation’s unique context (Singh et al., 2024a; Wu 122

et al., 2023). 123

To prepare the data for multilingual fine-tuning, 124

we distill a high-quality subset of culturally rich 125

instructions which are equally distributed among 126

the 8 countries and translated it into fifteen South 127

Asian low-resource languages, creating the com- 128

prehensive South Asian Instruction Dataset which 129

we call the SAID. The dataset’s cultural and lin- 130

guistic integrity was rigorously maintained through 131

a multi-layered human-in-the-loop quality control 132

process. Finally, we employed parameter-efficient 133

fine-tuning with LoRA adapters on the LLaMA 3.1 134

Instruct model,3 enabling efficient adaptation while 135

preserving model capacity (Dettmers et al., 2023; 136

Li et al., 2023). 137

Our evaluation framework combined automated 138

LLM-based judgment (Kim et al., 2024) with large- 139

scale human expert evaluation across multiple lan- 140

guages and cultural contexts. We designed a mini 141

gold-standard test set with detailed rubrics focus- 142

ing on instruction-following quality, factuality and 143

cultural alignment, and multilingual fluency. 144

The major findings reveal that fine-tuning on 145

the SAID dataset yields models with moderate 146

to strong improvements in generating culturally 147

aligned, factually accurate, and linguistically fluent 148

responses, particularly for high- and mid-resource 149

South Asian languages. The human evaluations 150

consistently rated the fine-tuned models more fa- 151

vorably than LLM-based-judgments, underscoring 152

the indispensable role of native expert judgment in 153

culturally nuanced LLM evaluation. 154

Our contributions are as follows: 155

1. We curate and release the first culturally adap- 156

tive multilingual instruction dataset spanning 157

the 8 SAARC countries in South Asia, 15 158

South Asian low-resource languages, cover- 159

ing 10 diverse cultural domains (see Figure 1). 160

2. We demonstrate a novel pipeline combining 161

LLM-based semantic categorization, cultural 162

tagging, and country-specific localization with 163

rigorous human-in-the-loop quality control. 164

3Base Model-Meta LLamA 3.1 Instruct
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3. We show the effectiveness of parameter-165

efficient LoRA fine-tuning on LLaMA 3.1166

using culturally rich multilingual data to en-167

hance model cultural alignment and multilin-168

gual fluency.169

4. We establish a comprehensive, dual-mode170

evaluation framework integrating automated171

LLM judgments and native human expertise172

with detailed cultural rubrics.173

This work lays a critical foundation for advanc-174

ing culturally aware, multilingual AI systems in175

South Asia and beyond, addressing equity and in-176

clusivity in language technologies through cultur-177

ally grounded datasets, fine-tuning strategies, and178

evaluation protocols.179

2 Related Work180

Multilingual Instruction Datasets for Low-181

Resource Languages. Instruction-tuning in low-182

resource languages has been boosted by several183

multilingual datasets. MURI (Köksal et al., 2024)184

introduces reverse instruction and translation to185

generate pairs from existing texts. Aya (Singh et al.,186

2024b) aggregates 513M instances across 114 lan-187

guages. TaCo (Upadhayay and Behzadan, 2023)188

uses curriculum learning with translated instruc-189

tions. BayLing 2 (Zhang et al., 2024b) and Lin-190

guaLIFT (Zhang et al., 2024a) enable cross-lingual191

transfer with alignment layers and code-switching.192

LLMs as Zero-Shot or Few-Shot Text Classifiers.193

LLMs can act as powerful text classifiers in low-194

resource settings. Wang et al. (2023) evaluate GPTs195

as zero-shot classifiers. In healthcare,Guo et al.196

(2024) find LLMs outperform SVMs and trans-197

formers. Patwa et al. (2024) use few-shot learning198

and synthetic data to improve classification. Vajjala199

and Shimangaud (2025) and Parikh et al. (2023)200

examine prompt strategies and adaptation across201

domains and languages.202

South Asian NLP. Resources for South Asian203

languages have expanded with corpora like204

Samanantar (Ramesh et al., 2022), FLORES205

(Guzmán et al., 2019), IndicNLP (Kunchukuttan206

et al., 2020) and instruction dataset collections in-207

cluding IndicInstruct (Gala et al., 2024). Bactrian-208

X (Li et al., 2023) and Aya (Singh et al., 2024b)209

use translation crowdsourcing, human and GPT-210

based annotation which includes some South Asian211

languages, but gaps remain for many South Asian212

low-resource languages.213

Dataset Localization Using Large Language 214

Models. LLMs themselves can localize data. 215

LAMINI (Wu et al., 2023) uses GPT-4 and few- 216

shot prompting for multilingual instruction gen- 217

eration. Singh et al. (2024a) explore culturally 218

sensitive paraphrasing using GPT-3.5. BLOOM 219

(Le Scao et al., 2023) and XLM-R (Conneau et al., 220

2020) support such efforts with multilingual pre- 221

trained architectures. 222

Cultural Adaptation and Multilingual Fine- 223

Tuning of LLMs. Cultural alignment enhances 224

model relevance. Xu et al. (2024) propose Cul- 225

tureSPA with cultural prompts. Hadar-Shoval et al. 226

(2024) and Rystrøm et al. (2025) highlight value di- 227

vergence. Anthropological prompting (AlKhamissi 228

et al., 2024) and culture-sensitive rewriting (Singh 229

et al., 2024a) illustrate alignment challenges. Am- 230

bigNLG (Niwa and Iso, 2024) shows the utility of 231

human-in-the-loop workflows. 232

Multilingual Fine-tuning with PEFT or Small 233

Datasets. Li et al. (2023); Dettmers et al. (2023) 234

enables high performance with compact data. 235

LegalQA-bloom-560m,4 and LIMA (Zhou et al., 236

2023) show that small, curated datasets can rival 237

large, noisy ones. Lima-X (Weber et al., 2024), 238

Guanaco (Dettmers et al., 2023), and Flacuna 239

(Ghosal et al., 2023) extend this across languages 240

with <50k dialogues. 241

Prior work confirms that (i) multilingual instruc- 242

tion corpora enhance low-resource performance 243

when culturally relevant, (ii) LLMs themselves can 244

act as classifiers and bootstrap annotation but need 245

human verification, and (iii) compact, high-quality 246

datasets may outperform massive noisy ones, espe- 247

cially with PEFT techniques. However, no existing 248

resource simultaneously targets the full SAARC 249

regional spectrum and encodes explicitly South- 250

Asian cultural knowledge. Our study fills this gap 251

by releasing the first 15 low-resource language, cul- 252

turally adaptive instruction set for South Asia and 253

by testing PEFT LoRA on LLaMA-3.1 Instruct 254

across 10 cultural domains, thereby extending the 255

current insights to a new linguistic-cultural dimen- 256

sion. 257

3 Dataset Curation and Localization 258

This section describes the systematic approach 259

taken to construct a culturally adaptive, multilin- 260

gual instruction dataset tailored for low-resource 261

4LegalQA
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Figure 2: Overview of the SAID dataset and process for
SAID-LLaMA model creation.

South Asian languages. Please see Figure 2.262

3.1 Initial Dataset Categorization263

We began with the Alpaca dataset(Taori et al.,264

2023), a comprehensive English instruction dataset265

containing 52,000 instances. To structure this266

data for cultural adaptation, we initially lever-267

aged the zero-shot classification capabilities of the268

DeepSeek R1 model, which categorizes instruc-269

tions into three high-level groups: (1) Language-270

related: Instructions concerning grammar, transla-271

tion, and text manipulation. (2) Culture-relevant:272

Instructions related to literature, places, people,273

plants and animals, sports, festivals and traditions,274

history and religion, entertainment, food and bev-275

erages, and geography. (3) General: Instructions276

that do not fit into the previous two categories. The277

classification prompt instructed the LLM to decide278

based on the content whether an instruction be-279

longed to language, culture, or general categories.280

This initial separation resulted in 17,400 language-281

related, 5,300 culture-relevant, and 28,800 general282

instructions. (See Appendix A)283

3.2 Semantic Cultural Tagging284

To refine the cultural dimension, we further clas-285

sified the language-related and culture-relevant in-286

structions into ten thematic categories: literature,287

entertainment, language and grammar, history and288

religion, people, geography, food & beverages,289

flora & fauna, sports, and festivals. A category290

named “other” was included for uncategorizable291

instances. We compiled keyword lists for each cat-292

egory and used few-shot prompting with DeepSeek293

R1 to assign cultural tags.294

Domain-specific tagging and annotation of con- 295

tent with elements is inherently challenging. Often 296

an instruction can belong to multiple categories or 297

lie on the boundary of several cultural elements. 298

Human-in-the-loop processes are essential to han- 299

dle these ambiguities (Niwa and Iso, 2024). Follow- 300

ing automatic tagging, we performed manual val- 301

idation and adjustment on the literature and other 302

categories. This involved reassigning instructions 303

where the LLM misclassified or when cultural lo- 304

calization was questionable (Niwa and Iso, 2024), 305

especially for topics like machine learning books, 306

which were retained in the "other" category due to 307

their non-localizable nature. 308

3.3 Human Annotation and Dataset 309

Finalization 310

To finalize the English instruction dataset suitable 311

for South Asian cultural localization, we engaged 312

two South Asian domain expert annotators who are 313

university students. Their responsibilities included 314

verifying category assignments and correcting any 315

mislabels and assisting us with the evaluation scor- 316

ing. During this process, considerable number of 317

instances from "literature" and "other" categories 318

that shows lesser localization potential are reas- 319

signed to the "general" category. This yields the 320

culture_alpaca_dataset with 7,833 curated in- 321

structions. (See Appendix A) 322

3.4 Cultural Adaptation to South Asian 323

Countries 324

The core innovation of our approach is the cul- 325

tural adaptation of the culture_alpaca_dataset 326

to eight South Asian countries forming the SAARC 327

region: Sri Lanka, India, Pakistan, Nepal, Bhutan, 328

Bangladesh, Afghanistan, and Maldives. We 329

crafted culturally-aware country-specific few-shot 330

prompts instructing the LLMs to localize con- 331

tent—retaining English output but incorporating 332

culturally relevant references, terminology, and ex- 333

amples unique to each country (Singh et al., 2024a). 334

This reduces the burden on human experts by let- 335

ting the LLMs do a first pass localization. 336

A cruicial consideration in dataset localization is 337

the choice of LLM. To accurately produce localized 338

text, the LLM must have strong abilities in the tar- 339

get country or culture. For this task, we utilized two 340

state-of-the-art multilingual LLMs, Command R 341

and Llama 4 Maverick, selected for their robustness 342

in low-resource settings, multilingual capabilities, 343

and various creativity levels. 344
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The localized datasets were independently re-345

viewed by eight native speakers from SAARC346

countries, who are undergraduate and graduate stu-347

dents, fluent in their local languages, the national348

language, and English. Reviewers fact-checked349

the localized data and assessed based on cultural350

accuracy and fluency, providing quality ratings be-351

tween 7 and 10 out of 10 per country. Because352

some instructions were challenging to localize, the353

final localized datasets for each country varied in354

size. These were merged into a comprehensive355

SAID-English dataset comprising 53,760 instruc-356

tions after going through a critical deduplication357

process to ensure that there are no instances with358

similar instructions or response ideas.359

3.5 Creation of a High-Quality Multi-cultural360

Subset361

To enhance dataset quality for multilingual training,362

we distilled a smaller, high-quality subset of 1,510363

instances named SAID_ENG_minor. Selection cri-364

teria were based on the LIMA methodology (Zhou365

et al., 2023), focusing on clarity, informativeness,366

politeness, and appropriate length (between 1,200367

and 4,096 characters). We excluded instances with368

first-person narratives, irrelevant references, hyper-369

links, or non-text content. See Table 1 for dataset370

statistics.371

To enrich cultural relevance, we supplemented372

this subset with 100 newly created instructions373

based on real South Asian user conversations374

sourced from Quora 5. Quora serves as a valu-375

able platform for extracting South Asian cultural376

data because of its multilingual content, anonymity377

encouraging open expression, community engage-378

ment and validation, and richness in cultural topics.379

3.6 Translation and Multilingual Dataset380

Assembly381

The SAID_ENG_minor dataset, structured with in-382

struction, input, and output pairs consistent with383

the Alpaca format, was machine translated into 15384

South Asian low-resource languages—including385

Sinhala, Nepali, Maithili, Punjabi, Assamese,386

Sanskrit, Urdu, Bengali, Dhivehi, Pashto, Dari,387

Awadhi, Marathi, Telugu, and Dzongkha—using388

the Google Translate API. Along with the origi-389

nal English data, this resulted in a comprehensive390

multilingual dataset spanning 16 languages, col-391

lectively forming the SAID-Multilingual dataset392

5Quora.com

with over 24,000 instances. This dataset serves 393

as the foundation for our multilingual instruction 394

fine-tuning. 395

3.7 Quality Control 396

Ensuring the quality, cultural authenticity, and over- 397

all integrity of the SAID was central to our method- 398

ology. We implemented a multi-layered quality 399

control process integrated across all key phases of 400

dataset development, including initial categoriza- 401

tion, semantic cultural tagging, localization, and 402

multilingual translation. 403

During initial dataset categorization and seman- 404

tic cultural tagging, two South Asian domain ex- 405

perts meticulously reviewed 7,833 curated instruc- 406

tions to validate relevance, clarity, and accurate 407

category assignments aligned with South Asian 408

cultural contexts. Detailed annotation guidelines 409

were provided to promote consistency, emphasiz- 410

ing cultural sensitivity and contextual appropriate- 411

ness. Ambiguous or conflicting labels triggered 412

consensus discussions, ensuring that disagreements 413

were carefully resolved and corrections were sys- 414

tematically applied. 415

Following the cultural adaptation phase, where 416

datasets were localized to eight SAARC countries 417

using multilingual LLMs—each country-specific 418

dataset underwent independent review by native- 419

speaking evaluators. These reviewers, fluent in one 420

or more of the selected languages for this work, as- 421

sessed the localized content based on cultural accu- 422

racy, linguistic coherence, and naturalness. Quality 423

ratings ranging from 7 to 10 out of 10 per country 424

informed iterative refinements to the localization 425

outputs, maintaining high standards across diverse 426

linguistic and cultural settings. 427

The translation quality of the low-resource lan- 428

guages was carefully monitored during the ma- 429

chine translation of the SAID_ENG_minor dataset 430

into 15 South Asian languages using the Google 431

Translate API. While machine translation inher- 432

ently presents challenges, ongoing validation in- 433

volved native speakers in the loop for linguistic 434

correctness, semantic fidelity, and cultural appro- 435

priateness. 436

Overall, this rigorous, human-in-the-loop quality 437

control framework ensured that the SAID datasets 438

not only uphold cultural integrity and linguistic ac- 439

curacy but are also optimally structured for down- 440

stream multilingual model fine-tuning and evalua- 441

tion. 442

5
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Country Localized SAID_ENG-minor
Afghanistan 5550 187
Bangladesh 7568 98
Bhutan 6183 220
India 7564 203
Maldives 7491 202
Nepal 6008 200
Pakistan 5835 200
Sri Lanka 7556 200

Table 1: Distribution of localized instances and subset
counts in SAID_ENG-minor across South Asian coun-
tries.

4 Evaluation and Analytical Framework443

Evaluating LLMs fine-tuned on culturally rich, mul-444

tilingual low-resource data poses unique challenges445

that conventional NLP benchmarks often overlook.446

Recognizing this gap, our evaluation methodology447

was designed to be comprehensive, multilayered448

while combining LLM-based-judgment with native449

expert insights.450

4.1 Dual-Mode Evaluation Approach451

Our evaluation employed two complementary452

modes: (1) LLM-as-a-Judge using Prometheus-453

7b-v2.0 (Kim et al., 2024). This SOTA open-source454

evaluator language model specializes in scoring455

other LLMs across multilingual tasks, leveraging456

carefully designed rubrics to assess instruction ad-457

herence, factuality, cultural alignment, and multi-458

lingual fluency simultaneously. The Prometheus459

model scored responses on a 0–5 scale against de-460

tailed rubrics crafted for each question, ensuring461

rigor and standardization in automated evaluation.462

(2) Human Expert Evaluation: We engaged eight463

native speakers, each fluent in at least two of the464

15 South Asian languages under study, to perform465

independent, blind evaluations of the fine-tuned466

and base model outputs. The human evaluators467

used the exact same rubric and scoring criteria as468

Prometheus to maximize consistency and compara-469

bility between human and automated assessments.470

4.2 Mini Gold Dataset for Robust Testing471

To test the model effectively, we compiled a mini472

gold standard dataset of 150+ open-ended question-473

answer pairs, carefully selected from trusted474

sources such as the Aya Evaluation Suite (Singh475

et al., 2024b) and L3Cube-IndicNLP datasets476

(Deode et al., 2023). For languages not origi-477

nally covered in these datasets (e.g., Dzongkha,478

Dari, Dhivehi), English Q&A pairs were machine-479

translated to ensure balanced representation. Each480

prompt was paired with a reference answer and a 481

corresponding rubric exemplifying three core eval- 482

uation criteria: (1) Instruction-Following Quality, 483

(2) Factuality and Cultural Alignment, and (3) Mul- 484

tilingual Fluency. This rubric-driven approach al- 485

lowed both human annotators and Prometheus to 486

score responses systematically, promoting a de- 487

tailed and multidimensional evaluation of model 488

quality. 489

4.3 Statistical Metrics for Quantitative 490

Insights 491

For both human and LLM evaluations, we com- 492

puted: (1) Mean Score: reflects the average quality 493

rating across all responses and provides a central 494

tendency measure of model performance; (2) Stan- 495

dard Deviation (Std Dev): measures the variabil- 496

ity in scores to indicate consistency or fluctuation in 497

model output quality. (3) Percentage of Examples 498

Rated ≥ 3: denotes the proportion of responses 499

considered acceptable or better. (See Appendix A). 500

4.4 Language-Wise Performance Analysis 501

We conducted a detailed performance breakdown 502

across the 15 South Asian languages to under- 503

stand how linguistic diversity and resource avail- 504

ability impact the model’s effectiveness. By exam- 505

ining language-specific trends, we aimed to iden- 506

tify where the model performs robustly and where 507

it struggles, thereby highlighting the importance 508

of tailored approaches for each linguistic context. 509

Additionally, investigating discrepancies between 510

LLM-based and human evaluations helped uncover 511

potential biases or limitations in evaluation method- 512

ologies across languages. 513

4.5 Semantic Categorization and Cultural 514

Tagging Consistency 515

Beyond evaluating raw output quality, it was crit- 516

ical to assess the LLM’s ability to correctly inter- 517

pret and categorize instructions with cultural rele- 518

vance. We examined semantic categorization con- 519

sistency to verify whether the model aligns with hu- 520

man judgment in distinguishing general, language- 521

related, and culture-specific content. Further, we 522

analyzed the model’s proficiency in tagging cul- 523

tural labels. This evaluation aimed to gauge the 524

model’s capacity to act as a classifier. 525
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4.6 Comparative Localization Analysis526

Between the SOTA LLMs527

To benchmark cultural adaptation capabilities528

more comprehensively, we compared two leading529

LLMs—Command R and Llama 4 Maverick, on530

their ability to localize a substantial dataset for two531

culturally and linguistically distinct South Asian532

countries: India and Sri Lanka. This compari-533

son was motivated by the need to evaluate how534

models handle localization in both resource-rich535

and resource-limited environments, reflecting real-536

world diversity in cultural and NLP ecosystem ma-537

turity.538

4.7 Cross-Regional Cultural Generalization539

Testing540

To examine the finetuned model’s capacity to trans-541

fer South Asian cultural knowledge beyond its542

core domain, we evaluated it on 30 open-ended543

questions in six non-South Asian languages—three544

high-resource (French, Arabic, Chinese) and three545

low-resource (Uyghur, Hawaiian, Zulu). The in-546

stances were carefully curated from the country-547

specific localized Alpaca_Culture_Dataset and548

machine-translated as needed549

5 Experiments550

Our comprehensive evaluation of the culturally fine-551

tuned LLaMa 3.1 Instruct model across multiple552

South Asian languages and diverse evaluation con-553

texts yielded several critical insights and challenges554

inherent in multilingual, culturally nuanced NLP555

systems. As shown in Figure 4, the heatmap illus-556

trates the mean rating comparisons between human557

evaluators and the LLM across various South Asian558

languages.559

5.1 Model Fine-tuning with LoRA Adapters 560

For model adaptation, we employed parameter- 561

efficient fine-tuning using LoRA (Li et al., 2023) 562

on the LLaMA 3.1 Instruct model. This approach 563

enabled us to efficiently update a targeted subset 564

of model parameters, optimizing computational re- 565

sources while preserving the pretrained model’s 566

capabilities. Training utilized mixed precision to 567

improve efficiency and lasted approximately two 568

hours on the available hardware. 569

5.2 Aggregate Performance Summary 570

The fine-tuned model demonstrated moderate over- 571

all quality in generating culturally relevant, factu- 572

ally accurate, and linguistically fluent responses. 573

Human evaluators rated the outputs with an aver- 574

age mean score of 2.58 (±1.23) on a 0–5 scale, 575

with approximately 49% of responses meeting or 576

exceeding an acceptable quality threshold (score 577

≥ 3 ). This indicates a reasonable degree of suc- 578

cess in instruction adherence, factual correctness, 579

and cultural alignment. In comparison, the auto- 580

mated evaluation by Prometheus-Eval 7B exhibited 581

a more conservative stance, assigning a lower mean 582

score of 1.86 (±0.97) and only about 24% of re- 583

sponses meeting the acceptability benchmark. This 584

discrepancy highlights the complexities automated 585

judges face when assessing nuanced cultural and 586

linguistic aspects, and underscores the indispens- 587

able role of human expert judgment for culturally 588

sensitive evaluation. (See Appendix A). 589

5.3 Language-Specific Variability 590

We separated the 15 chosen South Asian languages 591

into three groups as high-resource, mid-resource, 592

low-resource within the South Asian domain. Let 593

us break down the performance by language, which 594

revealed notable heterogeneity. 595

High-Resource Languages: Languages such as 596

Bengali, Marathi, and Urdu, which benefit from 597

stronger NLP infrastructure and larger speaker pop- 598

ulations, consistently received the highest human 599

ratings (e.g., Bengali mean score 4.7 with 100% 600

≥ 3). LLM-as-a-judge based scores, while lower, 601

followed similar trends, reflecting relatively better 602

model performance in well-supported languages. 603

Mid-Resource Languages: Languages includ- 604

ing Nepali, Sinhala, and Telugu demonstrated mod- 605

erate performance. Interestingly, Telugu received 606

higher scores from Prometheus than human anno- 607
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tators, possibly due to differences in model eval-608

uation heuristics or familiarity with linguistic fea-609

tures.610

Low-Resource Languages: Languages like611

Dzongkha, Pashto, and Dhivehi were rated low by612

both humans and the automated judge, reflecting613

persistent challenges in modeling fluency, cultural614

nuances, and data scarcity inherent to these lan-615

guages.616

5.4 Semantic Categorization and Cultural617

Tagging Consistency618

Instruction Categorization: DeepSeek R1’s619

ability to classify Alpaca instructions into General,620

Language-related, and Culture-specific categories621

showed strong alignment with human annotations.622

Jaccard agreement scores exceeded 70% across all623

categories, with an overall exact label match of624

88%. This demonstrates the model’s capacity to625

effectively mirror human semantic categorization,626

though subtle cultural nuances occasionally posed627

challenges.628

Cultural Element Tagging: In a more granular629

evaluation, the model exhibited high agreement630

with human labels on culturally rich instructions631

in clearly defined categories such as Food & Bev-632

erages (100%) and Entertainment (90%). How-633

ever, categories with greater ambiguity or lower634

frequency, such as Science, had notably poor agree-635

ment (0%). The overall exact label consistency was636

78%, indicating solid but imperfect performance637

in culturally nuanced semantic tagging (See Ap-638

pendix A).639

5.5 Comparative Localization Analysis640

Between SOTA-LLMs641

A focused comparative study between Command642

R and Llama 4 Maverick on localization tasks for643

India and Sri Lanka highlighted key differences.644

Command R Localized 92% of the 7,833645

instruction-input-output triples, outperforming646

Llama 4 Maverick, which localized 85%. It also647

demonstrated greater efficiency with an average648

generation time of 0.8 seconds per instance com-649

pared to 1.5 seconds. Command R’s outputs were650

broadly factually accurate and culturally compre-651

hensive across locales.652

Conversely, while Llama 4 Maverick localized653

fewer instances, it occasionally incorporated cre-654

ative cultural expressions and nuanced responses.655

This creative flair, although less consistent, intro- 656

duces a dimension of cultural expressiveness which 657

we term “LLMs being Culturally Creative”, a trait 658

potentially valuable depending on application con- 659

text. 660

5.6 Cross-Regional Cultural Generalization 661

In high-resource languages, the fine-tuned model 662

consistently outperformed the base model, deliv- 663

ering responses that were more concise, contex- 664

tually relevant, and culturally accurate, effectively 665

bridging explicit and implicit localization gaps with 666

scores between 4.5 and 5. Please see Appendix A). 667

In contrast, low-resource languages exhibited 668

substantially weaker performance, with outputs of- 669

ten lacking relevant South Asian cultural ground- 670

ing, showing noise, or becoming off-topic alto- 671

gether. This emphasizes the persistent challenges 672

of cross-lingual and cultural transfer in languages 673

with limited NLP resources or divergent cultural 674

frameworks. 675

6 Conclusion 676

This paper presents a significant step forward in 677

addressing the under-representation of South Asian 678

low-resource languages in large language model 679

development. By creating and releasing the SAID, 680

a culturally adaptive, multilingual dataset spanning 681

15 low-resource languages and 8 SAARC countries 682

across 10 cultural domains, we provide a valuable 683

resource for fine-tuning language models to better 684

capture linguistic and cultural diversity. 685

Our method uses automated classification, hu- 686

man validation, and multilingual LLM localization 687

to create high-quality, culturally relevant data. The 688

fine-tuned model improves alignment, accuracy, 689

and fluency for South Asian languages, though they 690

remain low-resource globally. Results are validated 691

by human and automated evaluations. 692

We believe this work establishes a strong foun- 693

dation for future research and development in cul- 694

turally aware multilingual NLP systems focused 695

on South Asia. We will release all datasets and 696

resources under an open-access Creative Commons 697

CC BY 4.0 license, supporting the broader research 698

community and advancing the equitable develop- 699

ment of NLP technologies for South Asian lan- 700

guages. 701
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Limitations702

Despite the comprehensive scope of our study, sev-703

eral limitations remain. First, we were unable to704

perform detailed spot-check error analyses on local-705

ized outputs. Specifically, categorizing and quan-706

tifying error types such as mis-localization, uni-707

diomatic phrasing, and factual inaccuracies on a708

representative sample (e.g., 100 instances per coun-709

try) was beyond our current resources. This limits710

granular insights into specific challenges faced dur-711

ing localization.712

Second, our fine-tuning experiments were con-713

ducted solely on the LLaMA 3.1 Instruct model.714

We did not evaluate the effectiveness of our datasets715

on alternative large language models, which con-716

strains the generalizability of our findings across717

different architectures or training paradigms.718

Third, due to computational and resource con-719

straints, we were unable to translate the entire lo-720

calized SAID-English instruction dataset into all721

15 target languages or conduct fine-tuning on these722

fully translated corpora. As a result, the full po-723

tential of culturally adaptive fine-tuning across the724

entire multilingual dataset remains unexplored.725

Future work will prioritize addressing these gaps726

by performing systematic error type analyses, ex-727

tending fine-tuning experiments to diverse LLM728

architectures, and fully translating and leverag-729

ing the complete SAID dataset to unlock deeper730

cultural understanding and performance improve-731

ments across South Asian languages.732
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A Appendix 897

A.1 South Asia and SAARC Member 898

Countries 899

South Asia is a culturally and linguistically diverse 900

region, encompassing eight countries: Afghanistan, 901

Bangladesh, Bhutan, India, Maldives, Nepal, Pak- 902

istan, and Sri Lanka. These nations are united 903

under the South Asian Association for Regional 904

Cooperation (SAARC), established in 1985 to pro- 905

mote regional cooperation and development. 906

Selected Languages and Their Distribution 907

The following 15 languages were selected for this 908

study based on their prevalence, cultural signifi- 909

cance, and representation across the SAARC mem- 910

ber countries: 911
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Language Countries Spoken-In
Sinhala Sri Lanka
Nepali Nepal, India (Sikkim, Darjeeling)
Maithili India (Bihar, Jharkhand), Nepal
Punjabi India (Punjab), Pakistan (Punjab)
Assamese India (Assam)
Sanskrit India
Urdu Pakistan, India
Bengali Bangladesh, India (West Bengal)
Dhivehi Maldives
Pashto Afghanistan, Pakistan
Dari Afghanistan
Awadhi India (Uttar Pradesh, Madhya Pradesh)
Marathi India (Maharashtra)
Telugu India (Andhra Pradesh, Telangana)
Dzongkha Bhutan

Table 2: Selected South Asian languages and their geo-
graphical distribution across SAARC countries.

Language Categorization The selected lan-912

guages were categorized into high-resource, mid-913

resource, and low-resource languages based on fac-914

tors such as the availability of digital resources,915

linguistic research, and computational tools:916

High-Resource Languages: Languages with917

extensive digital resources, research, and computa-918

tional tools available. This group includes Bengali,919

Hindi, Punjabi, Urdu, Marathi, and Telugu.920

Mid-Resource Languages: Languages with921

moderate digital resources and computational tools.922

This group includes Nepali, Pashto, Dari, As-923

samese, Awadhi, and Dzongkha.924

Low-Resource Languages: Languages with925

limited or no digital resources and computational926

tools. This group includes Sinhala, Maithili, San-927

skrit, and Dhivehi.928

A.2 Initial Instruction Categorization929

We began with the Alpaca dataset (Taori et al.,930

2023), comprising 52,000 instruction instances. Us-931

ing DeepSeek R1 as a zero-shot classifier, we cate-932

gorized instructions into three classes: Language-933

related (grammar, translation, text manipulation),934

Culture-relevant (books, places, people, tradi-935

tions, etc.), and General (instructions not fitting936

the first two categories). The classification prompt937

was:938

Follow these steps to classify the instruction:939

Is it about language (grammar, translation, text940
manipulation)? → Language-related Instruction941

If not, is it about culture (books, places, people,942
traditions)? → Culture-relevant943

If neither, → General.944

Instruction: [Insert Instruction Here]945

Final Category: [Your answer]946

The resulting distribution was: General (28,800), 947

Culture-relevant (5,300), and Language-related 948

(17,400) instructions. Example instructions for 949

each category are shown in Table ??. 950

A.3 Semantic Cultural Tagging 951

Next, we refined the culture-relevant and 952

language-related subsets by categorizing them into 953

thematic cultural elements. After removing the 954

science category, the final categories were: 955

• Literature: story, poem, novel, essay, jour- 956

nalism, poetry, dictionary, etc. 957

• Entertainment: movie, song, game, perfor- 958

mance, music, art, fashion, concert 959

• Geography: country, city, place, region, map, 960

travel, tourism 961

• People: career, profession, biography, histori- 962

cal figures, personality, family 963

• History: historical, battle, war, empire, an- 964

cient, era, period, old 965

• Flora & Fauna: animal, species, wildlife, 966

trees, plants, endemic, creature 967

• Sports: sport, athlete, game, competition 968

• Festivals: festival, celebration, holiday, tradi- 969

tion, religion, event, function, show 970

• Food & Beverages: restaurant, cuisine, food, 971

meal, beverages, alcohol, taste, drink, cook 972

• Other: Uncategorized or ambiguous in- 973

stances 974

We ran DeepSeek R1 with the following prompt 975

template to assign each instruction to one category: 976

Given the following instruction and its response, 977
classify it into one of these categories: litera- 978
ture, entertainment, geography, people, history, 979
flora&fauna, sports, festivals, food&bev, other. 980

Consider these keywords for each category: 981
[Insert category keywords here]. 982

Instruction: [Instruction text] 983

Input: [Input text] 984

Output: [Output text] 985

Respond with ONLY the category name, nothing 986
else. 987
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A.4 Category Distribution and Manual988

Correction989

The categorized instances were distributed as990

follows:991

Category Number of Instances
Literature 8,356
Other 4,173
Entertainment 1,902
People 1,679
Geography 1,372
History 936
Food & Beverages 810
Flora & Fauna 582
Sports 264
Festivals 138

992

Subsequently, the literature and other categories993

were manually reviewed to identify and reassign994

instances with clearer relations to other categories.995

Human annotators corrected mislabeling, espe-996

cially for borderline cases. For example, machine997

learning book-related instructions were classified998

under science by the LLM but retained that label999

since they were considered general topics difficult1000

to localize culturally and thus excluded from South1001

Asian cultural adaptation.1002

Example:1003

{ "instruction": "Generate a list of five books re-1004
lated to machine learning.", ... "cultural_element":1005
"science" }1006

This human-in-the-loop approach ensured cul-1007

tural relevance and semantic correctness through-1008

out the dataset.1009

A.5 South Asian Instruction Dataset (SAID)1010

We named our dataset the South Asian In-1011

struction Dataset (SAID). The finalized dataset,1012

derived from the Alpaca dataset and suitable1013

for South Asian country-wise cultural adapta-1014

tion, contains 7,833 instances, which we call the1015

culture_alpaca_dataset. The total instances1016

and their distribution by cultural element are:1017

• Language & Grammar: 2,617 (33.4%)1018

• Literature: 1,224 (15.6%)1019

• Geography: 1,041 (13.3%)1020

• Entertainment: 985 (12.6%)1021

• History and Religion: 772 (9.9%)1022

• People: 612 (7.8%)1023

• Food & Beverages: 289 (3.7%)1024

• Sports: 115 (1.5%) 1025

• Festivals: 92 (1.2%) 1026

• Flora & Fauna: 86 (1.1%) 1027

Examples of instances from the dataset include: 1028

{ "instruction":"Generate a list of 1029
adjectives related to a summer garden.", 1030
"input":"", 1031
"output":"Lush, verdant, vibrant, 1032
wild, abundant, blooming, colorful, 1033
fragrant, buzzing, sweltering, healthy, 1034
humid, teeming, sunny, warm, peaceful, 1035
tranquil, serene, fresh, flourishing.", 1036
"label":"Language-related", 1037
"cultural_element":"flora&fauna" 1038
} 1039

{ "instruction":"Name five countries 1040
with the most number of UNESCO World 1041
Heritage sites.", 1042
"input":"", 1043
"output":"1. Italy (54 sites) 2. China 1044
(52 sites) 3. Spain (48 sites) 4. France 1045
(45 sites) 5. Germany (43 sites)", 1046
"label":"Culture-relevant", 1047
"cultural_element":"geography" 1048
} 1049

A.6 Cultural Adaptation for SAARC 1050

Countries 1051

We performed cultural adaptation of the 1052

culture_alpaca_dataset to the eight SAARC 1053

countries using LLMs with few-shot prompt engi- 1054

neering, beginning with Sri Lanka. We selected 1055

Command R and Llama 4 Maverick due to their 1056

recent development, multilingual capabilities, and 1057

support for low-resource languages, making them 1058

suitable for this task. 1059

The localization prompt used for Sri Lanka was: 1060

You're an AI assistant converting 1061
general English instruction data 1062
into culturally relevant instructions 1063
for Sri Lanka. 1064
IMPORTANT: Always provide responses 1065
in English only, not in Sinhala, 1066
Tamil, or other Sri Lankan languages. 1067
Make the content culturally relevant 1068
and exclusive to Sri Lanka while 1069
keeping it accessible to English speakers. 1070
Also ensure that any names, places, 1071
or cultural references in both 1072
instruction and input are 1073
localized to Sri Lanka. 1074

1075
Given: 1076
Instruction: {instruction} 1077
Input: {input_text} 1078
Output: {output_text} 1079

1080
Rewrite the instruction, input (if present), 1081
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and output to make them contextually1082
and culturally appropriate for Sri Lanka.1083
The response should be similar in1084
style to these examples:1085
1. Instruction: "Provide one example1086
for a cultural practice in Sri Lanka."1087

Input: "Traditional festivals"1088
Output: "An example of a cultural1089
practice is the Sinhala and Tamil1090
New Year celebration, a major cultural1091
festival marking the end of the harvest1092
season."1093

2. Instruction: "Describe a historical1094
figure from Sri Lanka."1095

Input: "A notable leader"1096
Output: "King Parakramabahu I was one1097
of Sri Lanka's greatest monarchs1098
who unified the country and built1099

massive irrigation systems in the 12th century..."1100
1101

Your response MUST be1102
a valid JSON object with1103
exactly this format:1104
{1105

"instruction": "your English1106
instruction here",1107
"input": "your Sri Lanka-localized1108
input here (if original input exists)",1109
"output": "your English output here"1110

}1111

A sample localized instance for Sri Lanka is:1112

{ "instruction": "Compare and contrast1113
the 3 most popular sports in Sri Lanka.",1114
"input": "",1115
"output": "Cricket, volleyball, and1116
rugby are among the popular sports in1117
Sri Lanka. Cricket is highly popular1118
and emphasizes teamwork, strategy,1119
and skill, with a significant focus1120
on batting, bowling, and fielding.1121
Volleyball, on the other hand, is a team1122
sport that relies heavily on agility,1123
quick reflexes, and coordination among1124
team members. Rugby, similar to cricket1125
in its team aspect, demands strength,1126
physical endurance, and tactical play.1127
Overall, all three sports require1128
dedication, teamwork, and a certain1129
level of physical fitness, highlighting1130
the importance of these qualities in Sri1131
Lankan sports culture.",1132
"label": "Culture-relevant",1133
"cultural_element": "sports",1134
"country": "Sri Lanka"1135
}1136

We engaged a team of eight native reviewers,1137

each fluent in multiple South Asian languages, to1138

fact-check and rate the quality of the country-wise1139

localized instances on a scale from 1 to 10. The1140

average quality ratings per country were:1141

• Sri Lanka: 10/101142

• India: 10/101143

• Nepal: 9/10 1144

• Pakistan: 10/10 1145

• Afghanistan: 8/10 1146

• Bhutan: 7/10 1147

• Bangladesh: 9/10 1148

• Maldives: 7/10 1149

A.7 Heatmap of Mean Ratings by Language 1150

Figure 4 shows a heatmap comparing the mean 1151

human ratings and LLM ratings across the 15 South 1152

Asian languages evaluated. The top row represents 1153

human evaluator mean scores, while the bottom 1154

row represents LLM evaluator mean scores. Darker 1155

colors indicate higher mean ratings. 1156
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Figure 4: Heatmap of Mean Ratings by Language (Hu-
man vs LLM).

A.8 Language-Wise Scores Analysis 1157

Language Human
Mean

Human %
3

LLM
Mean

LLM % 3

Bengali 4.70 100% 2.20 20%
Marathi 3.40 90% 2.90 70%
Urdu 3.50 70% 1.70 25%
Dari 3.10 80% 1.00 0%
Sinhala 2.70 40% 2.30 30%
Nepali 2.30 60% 1.80 10%
Telugu 2.10 30% 2.70 50%
Assamese 2.10 30% 2.20 40%
Panjabi 2.50 50% 1.20 0%
Awadhi 2.30 20% 1.90 10%
Dzongkha 1.50 20% 1.50 20%
Sanskrith 1.70 30% 1.30 10%
Pashto 1.56 11% 1.56 11%
Dhivehi 1.82 18% 1.91 27%
Maithili 2.40 60% 1.90 30%

Table 3: Human and LLM evaluation scores per lan-
guage.
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Insights: Languages with stronger NLP re-1158

sources or larger user bases (e.g., Bengali, Marathi,1159

Urdu) tend to have higher human ratings and some-1160

times higher LLM ratings, although LLM remains1161

more conservative overall.1162

Smaller or lower-resource languages (Dzongkha,1163

Pashto, Dhivehi, Sanskrith) tend to have lower1164

scores from both humans and LLM, possibly re-1165

flecting challenges in cultural alignment or lan-1166

guage fluency.1167

In several languages, the LLM judge is notably1168

more critical than humans, emphasizing the diffi-1169

culty of automated evaluation in culturally sensitive1170

contexts.1171

In a few cases (e.g., Telugu), the LLM judge1172

gives higher scores than humans, suggesting vari-1173

ability in evaluation criteria or model behavior.1174

A.9 Per-Element Agreement and Overall1175

Label Consistency1176

We computed the per-element agreement using1177

the Jaccard similarity coefficient to evaluate how1178

well the LLM labeling aligned with human annota-1179

tions across cultural categories. The results are as1180

follows:1181

• Entertainment: 90.00%1182

• Festivals: 60.00%1183

• Flora & Fauna: 70.00%1184

• Food & Beverages: 100.00%1185

• Geography: 54.55%1186

• History/Religion: 61.54%1187

• Literature: 72.73%1188

• Other: 36.84%1189

• People: 83.33%1190

• Science: 0.00%1191

• Sports: 70.00%1192

The overall exact label consistency between hu-1193

man and LLM annotations was 78.00%, indicating1194

that the LLM exactly matched the human label in1195

78 out of 100 instances, which is considered rel-1196

atively high for a multi-class cultural annotation1197

task with nuanced categories.1198

Analysis of Per-Element Agreement: High 1199

agreement categories: 1200

• Food & Beverages (100%): Perfect over- 1201

lap indicates very consistent categorization 1202

between humans and the LLM. 1203

• Entertainment (90%) and People (83.33%): 1204

Strong agreement suggests these categories 1205

are well-defined and clearly distinguishable 1206

by both human annotators and the model. 1207

• Sports (70%) and Flora & Fauna (70%): 1208

Reasonably good agreement, indicating mod- 1209

erate clarity in category boundaries. 1210

Moderate agreement categories: 1211

• Literature (72.73%) and History/Religion 1212

(61.54%): Reasonable agreement, with some 1213

disagreements likely due to subtle distinctions 1214

or ambiguous instructions. 1215

• Festivals (60%) and Geography (54.55%): 1216

Moderate agreement showing some confusion 1217

or overlap with other categories, possibly due 1218

to shared cultural references. 1219

• Other (36.84%): Low agreement is expected, 1220

as this category often captures ambiguous or 1221

outlier instances leading to subjective inter- 1222

pretations. 1223

Low agreement category: 1224

• Science (0%): No overlap observed, suggest- 1225

ing either very few instances labeled as sci- 1226

ence or consistent misclassification by the 1227

model. This indicates a weakness in the 1228

model’s understanding or the ambiguity of 1229

scientific instructions within this dataset. 1230

The 22% of mismatches primarily originate from 1231

categories with moderate to low agreement, such 1232

as “other,” “science,” and “festivals,” reflecting the 1233

inherent ambiguity or overlapping semantics within 1234

these cultural categories. 1235

A.10 Cross-Regional Cultural Generalization 1236

Testing 1237

We selected three high-resource languages (French, 1238

Chinese, Arabic) and three low-resource languages 1239

(Uyghur, Hawaiian, Zulu) dominant outside South 1240

Asia to evaluate the finetuned and base models’ 1241

ability to capture South Asian culture. For each 1242

14



language, we posed 30 open-ended questions—five1243

per language—about South Asian culture using1244

both models to detect explicit and implicit localiza-1245

tion gaps (?).1246

Some instances were machine-translated1247

from the country-specific localized1248

alpaca_culture_dataset, excluding those1249

in the SAID-English-minor dataset.1250

Language Base Model Avg. Score Finetuned Model Avg. Score Explicit Gap? Implicit Gap?
French 3.0–4.5 4.5–5.0 No Minor
Arabic 3.5–4.5 4.0–4.5 Minor Minor
Chinese 4.0–4.5 4.5–5.0 Minor Minor
Uyghur N/A N/A Large Large
Hawaiian N/A N/A Large Large
Zulu N/A N/A Large Large

Table 4: Cross-regional evaluation results comparing
base and finetuned models on South Asian cultural ques-
tions across non-South Asian languages.

A.11 Human Annotators and Domain Expert1251

Profile1252

The human annotation and evaluation process was1253

conducted by a team of undergraduate and gradu-1254

ate student volunteers recruited from various South1255

Asian countries. These annotators were carefully1256

selected based on their proficiency in at least two1257

of the 15 selected South Asian languages, ensur-1258

ing linguistic competence and cultural familiarity1259

essential for high-quality annotation.1260

Before beginning their tasks, all annotators re-1261

ceived comprehensive guidance and training on the1262

annotation protocols, cultural sensitivity, and qual-1263

ity standards to maintain consistency and reliability1264

throughout the project.1265

Their voluntary contribution was invaluable in1266

validating dataset quality and providing culturally1267

grounded evaluation insights. Upon successful1268

completion of their assignments, each annotator1269

was formally acknowledged with a letter of appre-1270

ciation, officially sealed by the research institution,1271

recognizing their essential role and dedication to1272

the project.1273
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