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Abstract

We present a novel approach to large-scale point cloud
surface reconstruction by developing an efficient framework
that converts an irregular point cloud into a signed distance
field (SDF). Our backbone builds upon recent transformer-
based architectures (i.e. PointTransformerV3), that serial-
izes the point cloud into a locality-preserving sequence of
tokens. We efficiently predict the SDF value at a point by ag-
gregating nearby tokens, where fast approximate neighbors
can be retrieved thanks to the serialization. We serialize
the point cloud at different levels/scales, and non-linearly
aggregate a feature to predict the SDF value. We show
that aggregating across multiple scales is critical to over-
come the approximations introduced by the serialization
(i.e. false negatives in the neighborhood). Our frameworks
sets the new state-of-the-art in terms of accuracy and effi-
ciency (better or similar performance with half the latency
of the best prior method, coupled with a simpler implemen-
tation), particularly on outdoor datasets where sparse-grid
methods have shown limited performance.

1. Introduction

Reconstructing the surface sampled by a point cloud
is a fundamental problem with many applications in
robotics [41], autonomous driving [7], and virtual real-
ity [17, 53]. We tackle this task by predicting the signed
distance field (SDF) associated with a given point cloud: a
function that returns the signed distance to the nearest sur-
face for any given 3D position. Given the distance field, the
surface can be extracted by finding the zero-crossings of the
distance function.

State-of-the-art approaches such as NKSR [22] and Neu-
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Figure 1. To locally predict the SDF value that (implicitly) recon-
structs the surface, the pivotal operation is to aggregate the infor-
mation (i.e. features) of nearby points. (left) Working on the point
cloud directly is difficult, as there is no simple way to implement
multi-scale architectures suitable for large scale point cloud pro-
cessing. (middle) State-of-the-art methods therefore opt to quan-
tize the input point cloud to a voxel grid, and employ established
sparse CNN backbones, but quantization leads to information loss.
(right) By fetching approximate neighbors via serialization we can
fetch the local context efficiently and avoid information loss. We
summarize the performance of representative works on a large
scale outdoor dataset (CARLA [13]), and show that our method
achieves the best performance in both time efficiency (latency) and
accuracy (CD and F-score); for additional details see Section 4.

ralUDF [28] train a point cloud backbone to predict the dis-
tance value for any position in space. Their backbones are
trained on a collection of scenes, so as to capture the priors
within the data that allows reconstruction to be performed
even when the problem is ill-posed (e.g., when the point
cloud is sparse and/or incomplete).

The core operation within these backbones is to predict a
feature that aggregates the information of input points near
the query, which is then decoded to an SDF value. In state-
of-the-art models, these aggregation operations are realized
by implementing multi-scale sparse convolutional neural
networks [11, 43]. To be able to scale to large-scale point
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clouds, these backbones require voxelizing the input point
cloud, and summarizing the information of points therein:
a spatial quantization operation that inevitably leads to in-
formation loss. This quantization operation is detrimen-
tal when real-world point clouds are used, as the non-
uniformity of sampling leads to performance degradation.

Rather than relying on spatial quantization and sparse-
CNNs, we build upon PointTransformerV3 [48], and ag-
gregate information by relying on locality-preserving seri-
alization: we serialize the input point cloud to an ordered
list, so that nearby points in the list are in close Euclidean
proximity; see Figure 1. The serialization transformation
does not incur information loss due to quantization, and it
offers superior computational efficiency in terms of feature
aggregation compared to methods based on voxelization.

With serialization, retrieving the local neighbors to ag-
gregate our features can result in false negatives: points can
be close in Euclidean space, but far in their serialized in-
dex. To circumvent this problem, we retrieve features from
approximate nearest neighbors across several serialization
levels, as provided by [48], and then aggregate them with
a PointNet architecture [6] to predict the signed distance
function.

Compared to state-of-the-art techniques, our framework
requires neither heavily engineered sparse processing back-
bones [28], nor differentiating through linear systems of
equations [22, 47]. Nonetheless, this simple framework
outperforms the state-of-the-art in both time efficiency
and reconstruction quality on multiple datasets including
ScanNet [12], SceneNN [20], Carla [13, 22], Synthetic-
Room [36].

Given the dominance of voxel-based data structures in
surface reconstruction from point clouds, we demonstrate
that carefully designed point-based architectures can also
be highly effective for this task, and we hope this will in-
spire renewed interest in the research area.

2. Related works

Explicit 3D representations such as points [1], voxels [40],
meshes [15], and polygonal surfaces [33] are commonly
used for visualization and reconstruction [23]. However,
the discrete structures of these representations are challeng-
ing to adapt for learning-based approaches [36, 38] which
rely on differentiability. As a result, implicit 3D represen-
tations via neural networks have gained popularity [35] as
they can be converted to an explicit model after training by
techniques like Marching Cubes [29]. This paper addresses
the task of reconstructing neural implicit surface represen-
tations from point clouds.

Neural implicit surface reconstruction. Neural im-
plicit methods utilize neural networks to model an oc-
cupancy field [31, 34] or a distance field [21, 35] for

surface reconstruction. Distance fields, including signed
distance fields (SDF) [24, 30, 35] and unsigned distance
fields (UDF) [3, 10], are functions whose zero level set im-
plicitly defines the object surface. A learnt SDF predicts a
query point’s signed distance to the nearest surface, with a
negative value indicating the point is inside the surface and
a positive value indicating it is outside [38].  To encode
unstructured point clouds into neural fields, various network
architectures have been proposed, such as MLPs [9, 31, 35],
infinitely-wide-ReLU networks [46], PointNet [39, 47],
3D-UNet [45], RandLA-Net [3], sparse hierarchical net-
works [22], and MinkowskiNet [28]. Compared to encod-
ing the point cloud into a global feature [14, 35], organiz-
ing point clouds into regular or irregular grids or voxels
for feature learning and spatial querying preserves more
details [25, 26, 36, 47, 50, 52]. For example, [38] uses
a voxel octree to collect point-wise features, and retrieves
the query point feature via trilinear interpolation at each
tree level. Alternatively, feature interpolation can be im-
plemented with an attention-based [45] or learning-based
approach [4]. Such data-driven methods often struggle to
guarantee the accuracy of learned surfaces, and are difficult
to scale and generalize [21, 47]. Huang et al. [22] addresses
this problem by solving complex kernel functions on hierar-
chical voxels. However, the quantization inherent to voxels
or grids leads to information loss, and the solver increases
the reconstruction time quadratically with the number of
grid cells. To solve these problems, we propose a point-
based framework powered by a serialization encoding for
implicit surface reconstruction.

Efficient point cloud networks. Point-based networks [6,
19] achieve good performance on small datasets, but in ap-
plications to large point cloud data their message-passing
strategy is not sufficiently computationally efficient. Sparse
convolution networks [11, 16] based on voxelization are fast
but suffer from information loss. The recently proposed
OctFormer [43] and PointTransformerV3 [48] provide a su-
perior combination of efficiency and encoding performance
by leveraging a serialization-based strategy, and our method
builds upon these approaches.

Point cloud serialization. Backbone networks that rely
on voxelization (e.g., MinkowskiNet [ 1 1] and sub-manifold
sparse U-Net [16]) suffer of high computational cost, and
from information loss due to quantization. To avoid these
limitations, point cloud serialization methods encode irreg-
ular point clouds into sequential structures with the use of
space-filling curves. This bijective encoding scheme ex-
cels at dimension reduction, preserving topology and re-
taining locality, making it a promising approach to address
voxelization issues [42, 44]. Chen et al. [8] leverages the
Hilbert curve [18] to map voxels into an ordered sequence,
enabling the use of 2D convolution and Transformers on
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Figure 2. Overview: We map a sparse input point cloud with a point cloud backbone [48] into a point feature hierarchy, from which
we compute the signed distance of a query. At each level, we utilize the efficient procedure defined in Section 3.2.1 to retrieve local
neighborhoods of the query. We then compute per-level features with the aggregation module defined in Section 3.2. At last, we sum

per-level features and convert it into the signed distance with an MLP.

3D voxels. Wang [43], by employing z-order curves [32]
to sort octree nodes, achieves equal-sized point partitions
and constructs an effective octree attention module for point
clouds. The idea of equal-sized sorting of windows is also
adopted in [27]. To mitigate the computational overhead
of K-Nearest Neighbor (KNN), Wu et al. [48] integrates z-
order and Hilbert curves to map 3D points into structured
sequences and patches, upon which attention layers are con-
structed. Zhang et al. [51] introduces a Hilbert input layer
for serializing 3D voxels, laying the foundation for a voxel-
based state space model designed for 3D object detection.
This approach eliminates the need for 1D sequence group-
ing and padding.  In our work, we present a point feature
retrieval algorithm that operates directly on points based on
point cloud serialization, and demonstrate its performance
for neural surface reconstruction applications.

3. Method

The overview of our method is illustrated in Figure 2. Given
a point cloud PERY*3 of N points in 3-dimensional space,
we compute hierarchical point features F with S levels us-
ing a point-based transformer F parameterized via 0 r as

{(P.F)}L, = F(P;i65) (1)
where with the s subscript we denote the point cloud and

learned features at s-th level. For a given query q € R3, we
employ the features from the feature hierarchy to predict its

distance field value d:

d=D(q| {(P..F,)};0p) @)
where D has learnable parameters Op.
3.1. Distance field - D

For each query q, we calculate a per-level feature from the
feature hierarchy through an aggregation module A, and
then sum the features of all levels as the query’s feature,
which is then mapped to an SDF value by M:

S

D(q) =M (ZA(CHP&FS)) 3
s=1

Following Huang et al. [22], M is simply an MLP with a

single hidden layer followed by a tanh activation, and its

parameters are included in the set 8. We now describe the

aggregation module .4 in more details.

3.2. Aggregation module - A

At the s-th level, we retrieve the local neighborhood at the
query location and use a PointNet-style network to map the
local point cloud into the per-level feature:

Zpé/\/(qﬂ:’s) w(p,q)-E(p —q,fp)

A q PstS =
. ) €+ ZPEN(OﬂPs) w(p, q)

“4)

where w(p,q) is the inverse spatial distance, e=le—8
avoids division by zero, £ is a small MLP whose param-
eters are included in the set 8p, £, is the feature in F at p,
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Figure 3. Neighborhood function — (left) retrieving a local neigh-
borhood with K-nearest neighbor(KNN) or ball-query methods is
challenging to implement efficiently on GPU hardware. (right) we
propose to retrieve a neighborhood from a 1-D ordered list, by
serializing points along a Hibert curve [18], and excluding the im-
pact of points distant from the query (i.e. remove false positives).

N (q|p) is a function that retrieves the local neighborhood
of q from Py.

3.2.1 Neighborhood function — N\

Retrieving neighbors via k-nearest neighbor (KNN) or ball-
query methods would be optimal, but these are difficult to
implement efficiently on GPU hardware. As the reconstruc-
tion pipeline is sensitive to the computational cost of this
operation, we choose to leverage a more efficient strategy.
In particular, we implement our approximate neighborhood
lookup A on the locality-preserving serialization encoding
proposed by [43, 48]. A serialization encoding is a hash
function (7 : R? < Z) that maps a point to a integer. Given
a point point € R3, we calculate the integer as

7= o(lp/9))) (5)

where |p/g| is a floor function that quantizes a point with
real-valued coordinates to the integral coordinates of cells in
a 3-dimensional grid with size g, and ¢ is a bijective func-
tion that maps 3D coordinates Z> to 1D values Z. We de-
fine the bijective ¢ as a space filling curve, which traverses
3D space in a locality-preserving order. We utilize Hilbert
curves [18], and to avoid collisions in the quantization of
point coordinates to grid cells, we use a very fine grid res-
olution across all levels, as there is no cost associated with
increasing the resolution of this virtual grid. As illustrated
in Figure 3, to retrieve the local neighborhood of a query
from a point cloud, we first encode the point cloud into a
set of sorted integers using . We then apply -y to the query
coordinate and search through its neighbors on the 1D line
to identify close-by points in Euclidean space.

3.3. Training

To train our networks, we optimize the loss:

argmin AsprLspr + Agikonal CEikonal + AmaskLmask  (6)
0r,0p,0c

where Aspr , Aeikonal and Amask are the coefficients for loss
terms, which we will detail below.

Signed distance function supervision — Lgpr. We define
Lspr to reproduce the ground truth SDF value d,; at q:

Lspr = Eqng [[[dg = D(a) 1]

where Q is the distribution from Huang et al. [22].

Surface regularizer — Lgikona- We regularize the field
D with an Eikonal loss to encourage this function to be a
signed distance field away from the surface:

Leikonal = EXNQ[(‘|VXD(X)||2 - 1)2] (N

Auxiliary loss — L,5. Following [22], the classification
branch C with learnable parameters O classifies queries as
near/far from the surface as supervised by the loss:

ﬁmask = EqN Q [CE(qu C(q))]

where CE is the cross entropy function, cq is ground-truth
binary label calculated by thresholding the ground-truth
SDF with empirically chosen values of 0.015 meters for in-
door scenes, and 0.1 meters for outdoor. At inference time,
the output of this classifier helps avoid reconstructing sur-
faces that are far from the input point cloud (i.e. not sup-
ported by input point-cloud data).

4. Results

Following NKSR [22], we evaluate our method us-
ing metrics including the standard Chamfer-L; Dis-
tance (CD-L; x 1072, |) and F-score (1) with a thresh-
old (6=0.010). We also report additional metrics proposed
in NKSR [22] including Chamfer-L; Distance by Com-
pleteness (Comp. x1072, |) and Accuracy (Acc. x1072,
J)inthe Supplementary Material. We evaluate our
method on multiple datasets, under two settings including
in-domain evaluation for accuracy estimation — training set
and test set are from same dataset, and cross-domain eval-
uation for generalization ability estimation where training
set and test set are from different datasets. Additionally, for
cross-domain evaluation we use the following datasets pre-
pared by the leading voxel-based baseline, NKSR [22], and
one additional dataset from RangeUDF [3]:

* SyntheticRoom [36] is a synthetic dataset created
from ShapeNet objects [5]. Each scene contains 2-3 ob-
jects. Following prior works [3, 10], we re-scale the syn-
thetic rooms to roughly match real-world scale. There are
3750 scenes as training set and 995 scenes as the test set.

e ScanNet [12] is a real-world indoor scene dataset. We
use the setting from previous work [3, 4, 36, 39] where
we train on 1201 rooms and test on 312 rooms.



* CARLA [13] is a large-scale outdoor driving scene pre-
pared by NKSR [22] using the CARLA simulator [13].
Following NSKR [22], we test on two subsets including
the *Original’ subset (10 random drives simulated on 3
towns) and the "Novel’ subset (3 drives from an additional
town only for testing). To avoid exploding GPU memory
during training, we follow NKSR [22] to divide a large
scene into patches. The resultant training set has 3757
patches.

* SceneNN [20] is a real-world indoor dataset prepared by
RangeUDF [3] which we used for cross-domain evalua-
tion. We only use its test set which consists of 20 scenes.

Evaluation pipeline. To evaluate our method, we first ex-
tract the mesh with Dual Marching Cubes [37] on the pre-
dicted SDF, and then compute the CD and F-score between
100k points sampled on the mesh, and 100k points sampled
from the ground-truth dense point cloud. We use the same
approach as NKSR [22] to prepare the input point clouds
for training and evaluation from the ground-truth dense
point clouds through downsampling. Specifically, for in-
door datasets (i.e., SyntheticRoom [36], ScanNet [12]
and SceneNN [20]), we uniformly sample 10K points sam-
pled from the ground truth dense point cloud. For outdoor
driving scenes (i.e., CARLA [13]), we follow the evaluation
pipeline from NKSR [22]. We sample sparse input point
clouds with a sparse 32-beam LiDAR with a ray distance
noise of 0-5 cm and pose noise of 0 — 3°, and obtain the
ground truth from a noise-free dense 256-beam LiDAR.

Implementation details. We base our feature backbone on
PointTransformerV3 [48] with 4-levels. The PointNet-style
network is a 2-layered residual connection MLP, with hid-
den dimension of 32 and output feature dimension of 32.
The grid size used in neighborhood function is 0.01 meters.
Following NKSR [22], we use the similar coefficients for
loss terms — i.e., Agpr 1S 300 and Ayaq is 150. However,
we empirically set Agixonar t0 10 (NKSR [22] does not need
this regularizer thanks to its specialized surface solver). We
train our model with a batch size of 4 on either a single
NVIDIA RTX A6000 ADAoran NVIDIA L40S,anda
learning rate of 10~3. We adopt the Adam optimizer with
default parameters. We set the maximum number of epochs
to 200 and employ a cosine learning rate decay starting from
epoch 120.

Reconstruction latency. For both our models and NKSR,
we record the reconstruction latency for all indoor scenes
on a single NVIDIA RTX 3090, and for large outdoor
scenes on a single NVIDIA L40s given that more GPU
memory is required. We omit data loading time, and only
record the average forward pass time.

4.1. In-domain evaluation

We compare against NKSR [22] (the current state-of-
the-art), RangeUDF [3], SPSR [23], NDF [10], Con-
vOcc [36] and SA-CONet [39]. We further include a base-
line that replaces our backbone with MinkowskiNet [11]
(i.e., Ours (Minkowski)) to show the degraded performance
due to the information loss caused by voxelization.

Quantitative results — Table 1. Across indoor and outdoor
datasets, our method outperforms baselines in terms of ac-
curacy and time efficiency. Especially in outdoor datasets,
our method achieves the best surface reconstruction with
the smallest latency — nearly half of the second best’s la-
tency. In indoor datasets, which have relatively uniform
sampling patterns, we achieve accuracy on par with the
previous state-of-the-art, but with significantly improved
time efficiency. Note that we achieve this advantage even
with KNN because, in smaller indoor point clouds, the
highly engineered KNN implementation has similar time
efficiency to that of our neighborhood function. We further
detail our analysis on this matter in the Supplementary
Material. We also note that our approximate neighbor-
hood function is still effective, as it outperforms the directly
comparable baseline MinkowskiNet [11], which shares the
same structure except for the backbone and neighborhood
function.

Qualitative results — Figures 4 and 5. We show that
our method tends to reconstruct surfaces of the best qual-
ity among the compared methods. Especially, on the non-
uniform large scale CARLA [13], our method tends to pre-
serve more details than the previous state-of-the-art [22],
which voxelizes the point cloud.

4.2. Cross-domain evaluation — Table 2

We further test the generalization ability of our method with
a cross-domain evaluation. We evaluate models trained with
dataset A on other a different dataset B; we denote this as A
— B. As shown in Table 2, there are three cases in total. In
two cases (i.e., SyntheticRoom [36] — ScanNet [12]
and ScanNet [12] — SyntheticRoom [36]), our
method achieves the best accuracy with the best time effi-
ciency. In another case (ScanNet [12] — SceneNN [20]),
we achieve accuracy on par with SOTA [22] with a much
better time efficiency, i.e., less than a half of the latency re-
quired by the SOTA [22].

4.3. Ablation studies

Our ablations are executed on ScanNet [12], as it is a real-
world dataset, and is equipped with precise ground truth
surface meshes.

Impact of neighborhood size — Table 3. We analyze the
impact of neighborhood size on performance. Larger neigh-



Methods SyntheticRoom [36] ScanNet [12] CARLA [13] (Original) CARLA [13] (Novel)
Primitive CD (1072) | F-Score 1 Latency (s) . CD (1072) | F-Score T Latency (s) } CD (cm) | F-Score T Latency (s) | CD (cm)] F-Score T Latency (s) |

SA-CONet [39] Voxels 0.496 93.60 - - - - - - - - -

ConvOcc [36] Voxels 0.420 96.40 - - - - - - - - -

NDF [10] Voxels 0.408 95.20 - 0.385 96.40 - - - - - -

RangeUDF [3] Voxels 0.348 97.80 - 0.286 98.80 - - - - - -
TSDF-Fusion [49] - - - - - - - 8.1 80.2 - 7.6 80.7

POCO [4] - - - - - - - 7.0 90.1 - 12.0 92.4

SPSR [23] - - - - - - - 13.3 86.5 - 11.3 88.3 -
NKSR [22] Voxels 0.346 97.41 0.40 0.246 99.51 154 39 93.9 20 29 96.0 18
NKSR [22] (more data) Voxels - - - - - - 3.6 94.0 2.0 3.0 96.0 1.8
Ours (Minkowski) [11] wKNN) — Voxels - 0.254 99.41 0.46 3.4 97.2 1.9 2.7 98.1 2.0
Ours (Minkowski) [11] Voxels - 0.301 98.48 0.31 38 96.2 1.5 3.0 97.4 1.5
Ours (w/KNN) Points 0.321 98.34 0.13 0.243 99.61 0.48 32 97.5 32 2.6 98.3 34
Ours Points 0.360 96.32 0.14 0.257 99.33 0.49 33 97.4 1.7 2.7 98.2 1.7

Table 1. In-domain evaluation — We show that our method achieves the best accuracy (CD and F-score) with significantly improved
time efficiency (inference latency). Note we retrain NKSR [22] (numbers are underlined) for fairer comparison, as the training data for
NKSR [22] is different from ours — i.e., they reported some models trained on a “mix” of datasets, which is impossible to reproduce.

Synthetic Dataset

Original

Carla Dataset
Original

CD: 3.8cm
Input NKSR Ours

Figure 4. Qualitative results on CARLA [13] and SyntheticRoom [36] — our method achieves high quality surface reconstructions
which preserve more details than NKSR [22] which loses information due to quantization for large and non-uniformly sampled datasets
like Carla.



Input NKSR

Ours (Minkowski)

Figure 5. Qualitative results on ScanNet [12]: We compare our method with prior SOTA [22] and Ours (Minkowski) [11] that is more
comparable as it only differs from ours in the backbone. Our method achieves reconstruction of similar quality to the SOTA. It also
significantly outperforms Ours (Minkowski), highlighting the importance of point-based methods.

Methods

SyntheticRoom [36] — ScanNet [12] ScanNet [12] — SyntheticRoom[36] ScanNet [12] — SceneNN [20]

Primitive CD (1072) | F-Score 1 Latency (s) |

CD (1072) | F-Score  Latency (s) |

CD (10~2) | F-Score 1 Latency (s) |

SA-CONet [39] Voxels 0.845 77.80 -
ConvOcc [36]  Voxels 0.776 83.30 -

NDF [10] Voxels 0.452 96.00 -
RangeUDF [3]  Voxels 0.303 98.60 -
NKSR [22] Voxels 0.329 97.37 2.02
Ours (w/ KNN) Points 0.284 98.65 0.54

0.568 88.10 - 0.425 94.80 -

0.481 91.50 - 0.324 97.80 -
0.351 97.41 0.46 0.268 99.18 1.95
0.327 98.37 0.13 0.277 99.00 0.50

Table 2. Cross-domain evaluation — we achieve the best generalization ability in two cases with much better time efficiency. In the other
case where we generalize from ScanNet [12] to SceneNN [20], we achieve accuracy on par with the SOTA baseline [22] with less than

a half of their latency.

borhood size leads to increased computation overhead. We
show that the 8-nearest neighboring points gives the best
trade-off between accuracy and time efficiency. Consider-
ing a large number (e.g., 16) of neighboring points degrades
performance as the the aggregation module has limited ca-
pacity to predict the precise SDF from a large local point
cloud.

Impact of capacity of A — Table 4. We report how the
capacity of the aggregation module A (i.e., different num-
ber of hidden layers) impacts the performance. We observe
that aggregation modules of higher capacity give better per-
formance but degraded time efficiency. However, as shown
in Table 4, a very large capacity (4 layers) for A does not
help. We show that we we use 2 layers to have a good



Neighbor Num. CD (10%) | F-score 1 Latency (s) |

2 0.246 99.56 109
4 0.244 99.59 127
8 0.243 99.61 151
16 0.256 99.28 187

Table 3. The impact of neighborhood size — larger neighbor-
hoods lead to increased computational cost, and we find that 8
neighbors gives the best balance of cost and quality.

Num. of hidden

-2 _
layers in A CD (10¢) ] F-score T Latency (s) |

[\

0.257 99.33 152
4 0.256 99.32 166

Table 4. Impact of capacity of 4 — we find that increasing the
number of layers in A beyond 2 decreases time efficiency without
substantially improving the reconstruction quality.

Num. of scales KNN Minkowski Z-order Hilbert

0 1.00 0.17 0.44 0.46
1 1.00 0.29 0.48 0.50
2 1.00 0.38 0.49 0.52
3 1.00 0.44 0.49 0.53

Table 5. Recall rate of our Hilbert-curve based A/ — we find
that the Hilbert curve consistently outperforms both the Z-order
curve [32] and the one-ring neighborhood from Minkowski rela-
tive to the exact k-nearest neighbors.

trade-off between accuracy and time efficiency. We sup-
plement Table 4 with an analysis across even more levels in
the Supplementary Material.

Analysis of neighbors retrieved by A/ — Table 5. We now
investigate the quality of the point neighborhoods retrieved
by various possible implementations for A/. In particular,
we are interested to experimentally study whether our se-
rialization indeed preserves locality. To quantify this, we
treat the neighborhood retrieved with KNN as the ground-
truth. We report the recall rate of a local neighborhood by
comparing it with this ground truth (we ignore the preci-
sion rate because we remove false positives with a distance
threshold). We also report the recall rate of the one-ring
neighborhood retrieved in Minkowski [11]. We show that
the recall rate of our Hilbert A\ is the best across variants,
and across all scales.

The impact of sampling pattern — Table 6. We report the
impact of sampling pattern on performance by evaluating
models on ScanNet point clouds that are uniformly or non-
uniformly sampled. To non-uniformly sample the ScanNet
point clouds, we first partitioned the scene into eight blocks
and randomly sampled a different number of points from
each block. The number of samples followed an arithmetic
sequence with a common difference of 200. Finally, we

Methods Uniform Non-Uniform

NKSR [22] 0.246 480s 0.273 668s
Ours (Minkowski) [11] 0.301 97s  0.349 94s
Ours (Minkowski) [11] (w/ KNN) 0.254 145s 0.294 155s
Ours (W/ serialization) 0.257 152s 0.296 145s
Ours (w/ KNN) 0.243 151s 0.273 142s

Table 6. The impact of sampling — we evaluate uniform vs non-
uniform sampling on ScanNet. We find that our method achieves
the best accuracy (in terms of CD (1072))and good time efficiency
compared to NKSR [22] for both sampling types.

padded the last block to ensure that the total number of
points remained 10K.

We show that our method achieves better robustness to
non-uniform sampling than the baselines, highlighting the
importance of avoiding quantization of the point cloud for
high quality surface reconstruction.

5. Conclusions

Voxel-based data structures dominate surface reconstruc-
tion for large scale point clouds due to their superior time
efficiency. Despite its dominance, voxelization, which col-
lapses multiple points within a cube into a single voxel
feature, causes significant information loss, leading to de-
graded performance in the task of surface reconstruction. In
this work, we propose an efficient point-based framework
that allows us to use the original point cloud, hence not in-
curring in any information loss. The key idea is point cloud
serialization, inspired by recent efficient point transform-
ers [43, 48], coupled with a simple point-cloud architecture
for feature aggregation. We show that our method outper-
forms prior SOTA in both accuracy and time efficiency, en-
abling point-based representation for surface reconstruction
from large scale point clouds.

Future works. We would like to explore better strate-
gies for combining the optimal KNN and fast approximate
neighborhood function, as this strategy should ideally be
adaptive to point cloud size. We would also be interested in
exploring generative modeling of large scale point clouds
using these methods.
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