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Abstract
Prompt engineering represents a critical bottleneck to harness the
full potential of Large Language Models (LLMs) for solving complex
tasks, as it requires specialized expertise, significant trial-and-error,
and manual intervention. This challenge is particularly pronounced
for tasks involving subjective quality assessment, where defining
explicit optimization objectives becomes fundamentally problem-
atic. Existing automated prompt optimization methods falter in
these scenarios, as they typically require well-defined task-specific
numerical fitness functions or rely on generic templates that can-
not capture the nuanced requirements of complex use cases. We
introduce DEEVO (DEbate-driven EVOlutionary prompt optimiza-
tion), a novel framework that guides prompt evolution through a
debate-driven evaluation with an Elo-based selection. Contrary to
prior work, DEEVO’s approach enables exploration of the discrete
prompt space while preserving semantic coherence through intelli-
gent crossover and strategic mutation operations that incorporate
debate-based feedback, combining elements from both successful
and unsuccessful prompts based on identified strengths rather than
arbitrary splicing. Using Elo ratings as a fitness proxy, DEEVO si-
multaneously drives improvement and preserves valuable diversity
in the prompt population. Experimental results demonstrate that
DEEVO significantly outperforms both manual prompt engineering
and alternative state-of-the-art optimization approaches on open-
ended tasks and close-ended tasks despite using no ground truth
feedback. By connecting LLMs’ reasoning capabilities with adap-
tive optimization, DEEVO represents a significant advancement in
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prompt optimization research by eliminating the need of predeter-
mined metrics to continuously improve AI systems.
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1 Introduction
Large Language Models (LLMs) have demonstrated remarkable ca-
pabilities across diverse domains, such as literary and professional
writing, code generation, and problems requiring logical reasoning.
However, their performance towards a specific task remains heavily
dependent on the quality of instructions — or prompts — provided
to them [16, 18]. The term prompt engineering has become widely
used, signaling that prompting has become an important skill for
harnessing these models’ full potential. This skill requires special-
ized expertise attained through learning techniques and significant
trial-and-error. Furthermore, when prompts prove insufficient for a
task, developers must either implement dedicated post-processing
logic or employ fine-tuning strategies to address performance gaps.
In that sense, the development of systems executing complex tasks
while solely relying on prompt engineering is resource intensive,
thus motivating the need for an automated method to optimize
prompts.

The automated optimization of prompts is especially challenging for
tasks where performance or quality is judged subjectively, where
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ambiguity challenges require resolution, or where managing con-
flicting contexts is paramount [50]. In these scenarios, agents are ex-
pected to learn to adapt synthesizing different types of information,
make judgment calls from different perspectives, and self-ascertain
branching and stopping conditions during its iteration process;
all in the absence of any quality criteria or scoring functions to
quantify success along said criteria.

Current approaches to automated discrete prompt optimization
fall into two primary categories: gradient-based methods and evo-
lutionary strategies. Gradient-based methods operate on textual
gradients defined by means of LLM generated critical feedback (ex-
amples of these are Protegi [38] and TextGrad [58]). These methods
offer computational efficiency but typically require labeled ground
truth data from which to calculate loss; risk task-specific overfitting
especially when there is a lack of diversity in the examples; and
do not have a mechanism to perform exploration and thus suffer
from adaptability issues. Conversely, evolutionary methods (such
as EvoPrompt [18] and PromptBreeder [16]) provide broader ex-
ploration capabilities but suffer from computational inefficiency
due to random search and, crucially, depend on well-defined objec-
tive fitness functions — which are often unavailable for subjective
tasks.

We introduce DEEVO (DEbate-driven EVOlutionary prompt opti-
mization), a novel framework that addresses the challenges of 1)
exploration vs exploitation, and 2) lack of labeled ground truth /
fitness functions, by guiding prompt evolution through structured
debates and Elo-based selection.

Exploration vs Exploitation
Unlike previous approaches, DEEVO enables systematic exploration
of the prompt space through two innovative evolutionary mecha-
nisms. At its core, DEEVO employs multi-agent debate [13] to guide
intelligent crossover, where strengths and weaknesses of parent
prompts are identified before strategically combining their effec-
tive elements. This process is complemented by targeted prompt
mutations that specifically modify instructions to improve task
performance. DEEVO’s evolutionary approach selectively incor-
porates elements from both successful and unsuccessful prompts
based on their identified strengths, preserving prompt effectiveness
and logical structure while systematically exploring the solution
space.

Lack of Labeled Ground-Truth Data
Unlike prior prompt optimization strategies, DEEVO does not rely
on labeled data / fitness functions against ground truth in order to
evaluate prompt effectiveness. Instead, it leverages LLM-powered
multi-agent debates (MAD) [13] to evaluate prompt quality without
requiring predetermined metrics. By having LLMs critique prompt
outputs in a pairwise fashion and determine a winner through
structured debates, DEEVO ensures a self-contained evaluation sys-
tem that can assess quality across diverse tasks — including those
with subjective criteria. The evaluation mechanism evolves and
improves along with the prompts, incorporating novel ideas as can-
didate criteria for future evaluation. The resulting debate verdicts
serve as a fitness proxy that simultaneously drives improvement
and preserves valuable diversity in the prompt population without

needing a manually crafted or separately learned objective function
for fitness selection.

A Modified Elo-Based Selection
The Elo rating system [14] is a robust method to rank entities (in
this case, prompts) via pairwise comparisons, where each prompt
maintains a numerical rating that dynamically updates based on
competition outcomes. This approach has gained significant trac-
tion in LLM evaluation frameworks, with numerous benchmark
systems adopting Elo-based mechanisms to rank model and prompt
performance [2, 4, 10]. Despite its robustness, Elo is particularly lim-
ited in its ability to handle newcomer prompt competitors (due to re-
quiring many matchups to reach an accurate skill assessment); and
veteran prompt competitors (due to their ratings becoming "sticky"
over time, as historical matchups dilute recent performances). For
this reason, DEEVO utilizes a modified Elo-selection mechanism
that introduces selection quotas for newcomers and veterans; to
force the prompt population to always consist of a balanced pro-
portion of newcomer and veteran prompts. This enforces a weaker
barrier of entry to new prompt candidates, better captures current
skill levels for veterans, and provides more accurate performance
estimates.

We demonstrate that DEEVO significantly outperforms both man-
ual prompt engineering and alternative optimization approaches
across both open and close ended tasks. By connecting LLMs’ rea-
soning capabilities with adaptive optimization, DEEVO eliminates
the need for developing predetermined metrics to continuously
optimize prompts, opening new possibilities for self-improving AI
systems across domains where subjective quality assessment is
essential.

2 Related Works
2.1 Prompt Optimization
Prompt optimization has emerged as a critical area of research in
large language model (LLM) development, with researchers explor-
ing various techniques to enhance model performance through
systematic refinement of input prompts. Historically, researchers
have relied on manual supervised approaches, using black-box tech-
niques that score prompts based on observable output metrics such
as accuracy, F1 score, BLEU, or ROUGE. However more recently, au-
tomatic prompt optimization has come into light as an alternative,
scalable solution [43]. Soft prompt optimization operates in a con-
tinuous space and usually involves some gradient-based operator.
These methods operate in a continuous space range by leveraging
embeddings to automatically optimize the prompts [23, 31, 49, 60],
training auxiliary models to output optimized prompts [9, 11, 24,
48, 61], or using non-gradient approaches to adjust prompt repre-
sentations [8].

In spite of effective performance, continuous methods often lack in-
terpretability [30], require model training [65], or need access to at
least partial knowledge of the internals of an LLM [37], something
out of scope for black-box LLM APIs. Contrary to optimizing in a
continuous space, discrete prompt optimization methods work in
a non-differentiable space, treating prompts as fixed textual struc-
tures and refining them directly [64]. While discrete methods do
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Figure 1: DEEVO. (1) First an initial set of prompts are either provided or generated. (2) Next, each prompt is executed. (3) Each
output is then is then paired with another and then passed into a Multi-Agent Debate evaluation to determine a winner. (4) A
Crossover agent then leverages the debate trace to intelligently create a new prompt that combines the strong elements of
both prompts in each pair. (5) Some child prompts are then randomly selected to go through a task-driven Mutation agent. (6)
Finally, the Elo ratings are updated based on the winner and loser prompts while children are given a base rating of 1000, and
the next generation repeats.

not involve gradient operations for prompt optimization, several
methods have developed gradient-like mechanisms (aptly named
’textual gradients’) [28, 39, 58] that mimic their numerical counter-
parts. ProTeGi [39] employs an LLM-feedback system to generate
gradients in the form of natural language text that compares the
output of the executed prompt and the ground-truth result and then
uses beam search to iteratively refine the prompt. Textual gradient-
based methods offer computational efficiency through reduced LLM
calls but depend on ground truth data. To address this limitation,
methods like PACE [12] and SPO [54] leverage the LLM itself for
output evaluation. While PACE requires a scoring function, SPO uti-
lizes pairwise comparison to select superior prompts. Another line
of work in discrete prompt optimization is leveraging evolutionary
strategies. EvoPrompt [18] uses genetic algorithms and differen-
tial evolution [45] to crossover and mutate different prompts in a
population. PromptBreeder [16] samples different thinking styles
and mutation operators to generate the population and then run a
binary tournament genetic algorithm [19]. Survival-of-the-Safest
[44] interleaves different objectives for multi-task secure prompt
optimization through exhaustive and sequential evolutionary strate-
gies. A benefit of evolutionary prompt optimization methods is that
they do not rely on ground truth examples, unlike textual gradients;
however, such methods do require task-based fitness functions for
scoring. Such functions are manually-intensive to craft and may
be intractable for very complex tasks. To mitigate this, DEEVO
integrates structured multi-agent debates with an Elo rating system
to guide evolutionary prompt optimization without requiring either
manually-crafted metrics or ground-truth labels.

2.2 Multi-Agent Debate
There is extensive research around multi-agent debate (MAD) uti-
lizing LLMs [35, 36, 40]. In the realm of autonomous pairwise com-
parison, ChatEval [6] and Debatrix [32] have debaters take turns
arguing over which output is better before a final LLM-judge takes
the arguments and makes a decision. In fact, it has been shown
that having more persuasive debaters results in more truthful an-
swers and comparisons [35] compared to single-pass LLM-judges.
MAD has also been used for numerical scoring: DEBATE [29] uses
a ’scorer’ agent that scores an output based on some criteria while
a ’devil’s advocate’ agent debates against the score as much as
possible. Beyond evaluation, MAD has been used for improving
factuality in LLM generation [13, 33] as well as improving human
learning for writing reports [25]. Furthermore, multi-agent debate
has been used in optimization of LLMs [15, 47] and agentic work-
flows [46].

Recent developments build on the premise that prompts can be opti-
mized through competition or discourse. ZeroSumEval [1] extends
this by evaluating both prompts and models in zero-sum games.
These frameworks establish dynamic ecosystems of prompts that
evolve over time, enabling more robust exploration and discov-
ery. Hybrid systems like PromptBoosting [22], PREFER [59], and
PromptWizard [21] enable verifier-editor roles that refine prompts
iteratively.

Building on these advances in multi-agent debate, DEEVO inte-
grates MAD as a core component of its evolutionary process. Specif-
ically, MAD serves as a fitness function to evaluate prompt quality,
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which then guides the selection of prompts for subsequent gener-
ations. This approach not only enables more nuanced evaluation
of individual prompts but opens possibilities for evaluating entire
prompt orchestrations in multi-agent systems, where the collec-
tive performance of agent prompts can be jointly assessed through
structured debates.

2.3 Elo Ratings for LLMs
The adoption of the Elo rating system [14] to evaluate LLMs repre-
sents a significant methodological advancement in AI benchmark-
ing, enabling relative performance assessments through pairwise
comparisons rather than absolute scoring methods. In benchmark-
ing, Elo has been used in Chatbot Arena [10] and WildBench [34]
to rank chatbot performance through crowdsourced tasks and pair-
wise comparisons. Beyond leaderboards, the theoretical analysis of
Elo as a metric for LLM ranking and evaluation has been heavily
studied recently. In Chatbot Arena, Elo has been shown to outper-
form more complex algorithms, like mElo [3] and Bradley-Terry
[5], as well as pairwise comparison algorithms, like winrates, as
a more robust evaluation rating [51]. Moreover, the robustness of
Elo with respect to fundamental evaluation properties like tran-
sitivity and reliability, increase with the number of permutations
[4]. While the original Elo system does not incorporate ties, it has
been extended to consider ties for LLM ranking [2] using the Rao
& Kupper method [41].

While Elo has been more typically studied as an evaluation and
ranking system for LLMs and machine learning models in general,
its numerical properties has led to them being used for optimization
of suchmodels as well. In Elo-Rating Based Reinforcement Learning
(ERRL) [26], the Elo system is used to rank human trajectories and
convert ordinal rewards into cardinal rewards for preference-based
reinforcement learning (RL). Reward Reasoning Models (RRMs)
[17] use Elo and a knockout tournament structure as a reward-
ing strategy to train an LLM via RL. REvolve [20] leverages an
evolutionary algorithm to evolve the reward function for RL and
convert pairwise human-feedback into a fitness score using Elo.
Inspired by these methods, DEEVO utilizes Elo as a fitness func-
tion to guide the evolutionary prompt optimization, bypassing the
need for a manually crafted or learned fitness function or reward
model.

3 DEEVO
DEEVO (Debate-Driven Evolutionary Prompt Optimization) is a
novel prompt optimization framework that combines evolution-
ary algorithms with multi-agent debate evaluation to efficiently
discover high-quality prompts for large languagemodels. Unlike tra-
ditional evolutionary algorithms that rely on fixed fitness functions,
DEEVO leverages the emergent capabilities of language models
themselves through structured debates to evaluate prompt quality.
A diagram of the DEEVO workflow is shown in Figure 1.

Assume we have access to a set of tasks T = {𝑡0, 𝑡1, . . . , 𝑡𝑛}, and a
set of initial prompts P = {𝑝0, 𝑝1, . . . , 𝑝𝑀 }. We also assume there
is access to an LLM via a black-box API.

Algorithm 1 DEEVO: Debate-Driven Evolutionary Prompt Opti-
mization
Require: Tasks T , initial prompts P, population size 𝑛, genera-

tions𝐺 , mutation rate𝑚, newcomer quota 𝑛𝑛𝑒𝑤 , 𝑑 debate rounds

Initialize population with prompts and set Elo ratings to 1000
for gen = 1 to 𝐺 do

Form random prompt pairs from population
// in parallel
for each pair (𝑝𝑎, 𝑝𝑏 ) do
Sample task 𝑡 ∈ T and input 𝑥𝑡
Generate responses 𝑟𝑎, 𝑟𝑏 using 𝑝𝑎, 𝑝𝑏 on 𝑥𝑡
Conduct 𝑑-round debate to evaluate responses for task 𝑡
Determine winner𝑤 ∈ {𝑝𝑎, 𝑝𝑏 } and update Elo (Alg. 2)
Create offspring via Intelligent Crossover
if 𝑟𝑎𝑛𝑑𝑜𝑚() < 𝑚 then

Apply Strategic Mutation
end if
Add offspring to pool

end for
Age all existing prompts
Select next generation:

- Select newcomers from offspring by 𝑛𝑛𝑒𝑤
- Select remaining 𝑛 − 𝑛𝑛𝑒𝑤 veterans by Elo

Save best prompts from current generation
end for
return Top prompt by Elo rating

3.1 Framework
Step 1: Initialization To conduct DEEVO, we begin by assigning
each prompt in the initial population with a base Elo rating of 1000
and an age of 0. Each prompt is then paired randomly with another
prompt to form evaluation pairs. If the provided initial prompt set
P is insufficient to create a population of the desired size, DEEVO
generates additional prompts through simple variations of existing
ones. Each prompt is assigned a unique identifier for tracking its
performance and age throughout the evolutionary process. We also
initialize a mutation rate𝑚 ∈ [0, 1], the newcomer quota 𝑛𝑛𝑒𝑤 and
debate rounds 𝑑 .

Step 2: Evaluation For each prompt pair (𝑝𝑖 , 𝑝 𝑗 ), DEEVO con-
ducts a multi-agent debate to determine the superior prompt. First,
both prompts are used with the same LLM to generate responses
to a randomly selected test input 𝑡 from the task domain T . These
responses, denoted as 𝑟𝑖 and 𝑟 𝑗 , are then evaluated through a struc-
tured debate process:

• A debate manager prompts the LLM to analyze both responses
in the context of the given task

• The LLM engages in a multi-round debate, critically evaluating
the strengths and weaknesses of each response

• In each round, the debate builds upon previous arguments,
allowing for deeper analysis

• After 𝑑 rounds, the LLM renders a final verdict declaring either
response 𝑟𝑖 or 𝑟 𝑗 as superior
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This debate-based evaluation creates a dynamic fitness function
that leverages the LLM’s own reasoning capabilities rather than
relying on static metrics or human evaluation. The transcript of the
debate provides valuable insights into why certain prompts perform
better, informing the subsequent evolutionary processes.

Step 3: Crossover & Mutation DEEVO employs debate-informed
genetic operations to evolve the prompt population. These opera-
tions, named Intelligent Crossover and Strategic Mutation, leverage
the debate information from the previous step to guide the evolu-
tionary process. After each debate determines a winner between
prompts 𝑝𝑖 and 𝑝 𝑗 , rather than simple text mixing, DEEVO per-
forms Intelligent Crossover with an LLM that considers the debate
transcript to identify effective components of each prompt for the
task. The winning prompt contributes more genetic material, while
valuable elements from the losing prompt may still be incorpo-
rated based on debate insights. Afterwards, using mutation rate𝑚,
some offspring are put through a Strategic Mutation process. In this
process, an LLM is asked to either

• Add a new instruction that enhances its effectiveness or ad-
dresses a gap

• Modify an existing instruction to make it clearer, more precise,
or more effective

• Remove redundant, ineffective, or potentially harmful parts

• Restructure the prompt to improve flow, coherence, or clarity

These genetically informed operations result in offspring prompts
that inherit beneficial characteristics while addressing limitations
identified through debate.

Algorithm 2 Update Elo
Require: prompts 𝑝𝑖 , 𝑝 𝑗 , winner, K
𝑟𝑖 ← Elo rating of prompt 𝑝𝑖
𝑟 𝑗 ← Elo rating of prompt 𝑝 𝑗
𝑒𝑖 ← 1

1+10(𝑟 𝑗 −𝑟𝑖 )/400
𝑒 𝑗 ← 1

1+10(𝑟𝑖 −𝑟 𝑗 )/400
𝑠𝑖 ← 1 if winner = 𝑝𝑖 , 0 otherwise
𝑠 𝑗 ← 1 if winner = 𝑝 𝑗 , 0 otherwise
𝑟𝑖 ← 𝑟𝑖 + 𝐾 (𝑠𝑖 − 𝑒𝑖 )
𝑟 𝑗 ← 𝑟 𝑗 + 𝐾 (𝑠 𝑗 − 𝑒 𝑗 )
return Updated ratings 𝑟𝑖 , 𝑟 𝑗

Step 4: Elo Update & Selection After each debate and offspring
generation, DEEVO updates the population using an Elo-based
selection mechanism:

• Elo Rating Update: For each prompt pair (𝑝𝑖 , 𝑝 𝑗 ) with a deter-
mined winner, Elo ratings are updated according to Algorithm
2. This process calculates the expected scores 𝑒𝑖 and 𝑒 𝑗 based on
current ratings, then adjusts each prompt’s rating based on the
difference between actual and expected outcomes. The update
formula:

𝑟 ′𝑖 = 𝑟𝑖 + 𝐾 · (𝑠𝑖 − 𝑒𝑖 ) (1)

where 𝑟𝑖 is the current rating, 𝑒𝑖 is the expected score calculated
as 1

1+10(𝑟 𝑗 −𝑟𝑖 )/400
, 𝑠𝑖 is the actual score (1 for win, 0 for loss), and

𝐾 is a constant determining rating volatility.

• Age Increment: All existing prompts have their age incremented
by 1, tracking their longevity in the population.

• Population Selection: The next generation’s population is se-
lected using three distinct pools:

– Newcomers: Top Elo-rated offspring prompts (with age 0),
comprising 𝑛𝑛𝑒𝑤 of the population

– General Selection: Remaining 𝑛 − 𝑛𝑛𝑒𝑤 spots filled by the
highest Elo-rated prompts regardless of age

This selection strategy maintains a balance between exploitation
(keeping high-performing prompts) and exploration (introducing
new variations). Combined with the Elo rating system that reflects
relative performance history, this approach creates a robust evo-
lutionary process that consistently improves prompt quality over
successive generations.

By using the multi-agent debate for evaluation and Elo ratings
as a generic proxy for the fitness function for selection, DEEVO
bypasses the need for ground truth examples and amanually crafted
objective fitness function. We also present the details of DEEVO in
Algorithm 1.

4 Experiments
In this section, we evaluate DEEVO across multiple prompt engi-
neering tasks to demonstrate its effectiveness in optimizing prompts
for various applications.We assess DEEVO’s ability to discover high-
quality prompts that enhance LLM performance on reasoning tasks,
instruction following, and creative generation without requiring
human evaluation or labeled data.

4.1 Setup
DatasetsWe adopt DEEVO on datasets that cover both close-ended,
where there is ground truth available, and open-ended tasks, where
ground truth outputs are unavailable. For close-ended tasks, we
utilize two datasets:

• ABCD [7] is a dataset to study dialogue systems in realistic set-
tings - more specifically, customer service in a retail (clothing)
context. Here, an agent’s actions must be balanced between the
desires expressed by the customer and the constraints set for
what a customer service representative can/not do.

• BBH-Navigate (BBH-Nav) [50] is a dataset in which given a
series of navigation steps to an agent, determine whether the
agent would end up back at its initial starting point. For testing,
we sampled portions from original datasets as test sets [55].

For open-ended tasks, we use:

• MT-Bench [62], where we choose three categories of tasks:
writing, roleplay, and humanities. Each category has 10 subtasks;
we sample 5 subtasks for training and the remaining 5 to test.
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BaselinesWe compare DEEVO to four main methods: Chain-of-
Thought (CoT) [53], BRIDGE [52], PromptBreeder [16], and Self-
Supervised Prompt Optimization (SPO) [54]. Additionally, we also
benchmark the direct invocation of the LLM (which we call "Direct")
on each task. We implement Direct, CoT, PromptBreeder, SPO and
BRIDGE on ABCD and BBH-Navigate, and we adopt MT-Bench for
comparison with SPO and Direct.

MetricsWe evaluate performance using accuracy for the ABCD
benchmark and F1-score for BBH-Navigate on the held-out test
sets. For the open-ended MT-Bench, we use winrates as the metric
for evaluation based on the LLM-judge prompt from the original
paper for pairwise comparison. Since LLM-judges for pairwise
comparative evaluation suffer from positional bias [63] and length
bias [56], we run 20 independent samples of randomly selected
subtasks from the MT-Bench test set with DEEVO as output A in
the LLM-judge prompt for 10 of the samples and as output B in the
remaining 10.

Implementation For CoT, PromptBreeder, BRIDGE, and SPO,
we use the official GitHub implementation for each method. For
DEEVO, we choose 10 initial randomly generated prompts as the
starting population. Across all 3 datasets, we run the evolutionary
process for 5 generations (to balance between DEEVO’s perfor-
mance and speed) and employ a mutation rate of 0.4 (to balance
between diversity and stability). For the multi-agent debate eval-
uation, we choose three rounds of debate (following the standard
in high-school level competitions) and one LLM call afterwards to
determine the winning output and, consequently, winning prompt.
We use the Claude-3.5-Sonnet-V2-20241022 model with a temper-
ature of 0.8 for the Intelligent Crossover, and Strategic Mutation
modules for DEEVO. We also use temperature 0.8 for the two debat-
ing agents in the multi-agent debate module, but a temperature of 0
for the LLM-judge that makes the final judgment as per prior work
[27]. We use a maximum output token size of 4096. We use Claude-
3.5-Sonnet-V2 for all the other methods, and to maintain consis-
tency, we use a temperature 0 for both training execution and test
time execution for all methods. Although sensitivity analyses were
not conducted to provide justifications for these hyperparameter
choices, they are configurable in DEEVO’s implementation to make
this framework generalizable across different use-cases.

4.2 Results
Close-Ended Tasks As shown in Table 1, prompts optimized with
DEEVO outperform more established prompting methods (such
as direct LLM call, CoT and BRIDGE prompting) as well as other
prompt optimization methods (PromptBreeder and SPO). In both
datasets, we see statistical significance when comparing the per-
formance difference of DEEVO to all other methods. On BBH-Nav,
DEEVO and SPO perform nearly identically, as shown by the similar
F1-scores, and better than the other methods. While neither DEEVO
nor SPO utilized any ground-truth information in their optimiza-
tion processes on ABCD, SPO struggles compared to DEEVO to
handle the large and complex task of the ABCD dataset, resulting in
DEEVO outperforming SPO by 6.4%. This is likely because batched
’textual-gradient’ methods like SPO suffer from longer context for
the evaluation model as the batch size increases. This is highlighted

Table 1: Comparison of performance between conventional
prompt methods and prompt optimization methods on close-
ended benchmarks. All methods are executed with Claude
3.5 Sonnet V2 on the test set, with results averaged over three
runs. The best performing methods are bolded and second-
best are underlined.

Method Dataset
BBH-Nav p > | t | ABCD p > | t |

Direct 91.3 <0.01 68.5% <0.01
CoT [53] 89.7 <0.01 74.5% <0.05
BRIDGE [52] 84.3 <0.01 68.6% <0.01
PromptBreeder [16] 96.3 <0.01 49.1% <0.01
SPO [54] 97.2 <0.05 77.3% <0.05

DEEVO (ours) 97.0 <0.05 83.7% <0.05

Figure 2: Graph of Elo vs F1-Score for BBH-Nav across 5
generations. The Max Elo corresponds to the Elo of the top
prompt in the generation and F1-Score is calculated on the
test-set for said prompt.

in the difference in performance between DEEVO and SPO: BBH-
Nav tasks are small and often a couple of sentences each compared
to the large conversational examples in the ABCD dataset. On the
contrary, while DEEVO does have longer contexts especially from
the multi-agent debate evaluation, it is more robust compared to
the single-pass evaluation in SPO, as seen in prior work [6]. Despite
not using a ground-truth fitness function, DEEVO also outperforms
fellow evolutionary method PromptBreeder by 0.7 and 34.6% on
BBH-Nav and ABCD, respectively. This highlights the ability for
Elo to serve as a reliable proxy for a ground truth fitness function
provided enough generations.

Furthermore, Figures 3 and 4 show how Elo scores evolve over
multiple generations (to understand if there is a correlation be-
tween its ratings and the accuracies reported in Table 1). Generally,
both average Elo (which are representative of the overall prompt
population at every generation step) and maximum Elo ratings
(which are indicative of the most optimal prompts at every genera-
tion step) are trending upwards over generations. Furthermore, our
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Table 2: Ablation study ofDEEVOw.r.t. LLMchosen (Haiku3.5
and Llama3-70B) and evaluation style (Single-Pass LLM
Judge), on ABCD accuracy results

Model Ablation Eval Style Ablation Performance

Haiku-3.5 Multi-Agent Debate 76.5%
Llama3-70B Multi-Agent Debate 78.6%
Sonnet-3.5-V2 Single-Pass LLM Judge 74.1%

Sonnet-3.5-V2 Multi-Agent Debate 83.7%

analysis reveals statistically significant point-biserial correlations
(p < 0.05) between the final prompts’ prediction accuracies and
their Elo ratings, with correlation coefficients of 0.137 for average
Elo and 0.156 for maximum Elo. These correlations demonstrate
a meaningful statistical relationship between Elo ratings and pre-
dictive performance. In addition, Figure 2 depicts the relationship
between Elo and the F1-score for the prompt with the highest Elo
on the held out test-set on BBH-Nav. We see that as the Elo in-
creases across the generations, the F1-score for the top performing
prompt also increases, showing the correlation between Elo and
task performance.

Finally, an ablation study was performed to examine DEEVO’s
performance sensitivity to (1) the choice of LLM (by testing Claude-
Haiku-3.5 and Llama3-70B for all aspects of optimization process
i.e. crossover, mutation and debate), and (2) the evaluation strategy
(by using a single-pass LLM judge as a fitness function to com-
pare prompts in a pairwise fashion). As shown in Table 2, DEEVO
performance decreases by 5.1% when switching from Claude-3.5-
Sonnet-V2 (∼175B parameters) to Llama3-70B (70B parameters), and
by an additional 2.1% with Claude-Haiku-3.5 (∼20B parameters).
This demonstrates DEEVO’s scaling potential with increased model
capability. Moreover, switching from multi-agent debate to a less
robust single-pass LLM judge reduces performance by 9.6%, high-
lighting the importance of a bias-resistant evaluation mechanism
in DEEVO’s effectiveness. Notably, smaller models such as Claude-
Haiku-3.5 using DEEVO outperform other prompt optimization
methods that leverage more powerful models.

Open-Ended Tasks For MT-Bench, we show the win-rates of
DEEVO over SPO on the three categories: writing, roleplay, and hu-
manities. To show the generalizability and performance of DEEVO
on different LLMs on open-ended tasks, we run an ablation study
comparing DEEVO and SPO on three different LLMs for the entirety
of the execution and optimization (i.e. crossover, mutation and de-
bate): Claude-Sonnet-3.5-V2, Claude-Haiku-3.5, and Llama3-70B.
As described in Section 4.1, we run 20 trials for each category with
10 having DEEVO output as output A and SPO as output B and the
other 10 trials with the outputs in switched positions. We also use
the same LLM-judge prompt from the original MT-Bench paper
[62], and each model/category combo was run across 3 independent
runs. As shown in Table 3, DEEVO outperforms SPO outputs across
all models for all 3 tasks based on the LLM-judge, regardless of LLM
choice.

Figure 3: Average Elo for DEEVO updates over 5 generations
in ABCD. The average Elo increases over time, showing im-
provements in the prompt population over the generations.

Figure 4: The figure illustrates how the maximum Elo for
DEEVO updates over 5 generations in the ABCD use-case.
Generally, there is an increasing trend in the maximum Elos
(implying improvements in the optimal prompts) over time.

To understand the importance of the multi-agent debate compo-
nent in our approach, we conducted an ablation study comparing
DEEVO against a variant without the debate evaluation (using a
single-pass LLM judge instead). Following the same experimental
protocol as our previous comparison, we evaluated both versions
across the same three categories of MT-Bench (writing, roleplay,
and humanities) using Claude-Sonnet-3.5-V2, Claude-Haiku-3.5,
and Llama3-70B for the entirety of execution and optimization. As
shown in Table 4, DEEVO with the multi-agent debate evaluation
substantially outperforms its ablated variant across all models and
tasks. The win rates are particularly pronounced for the roleplay
category (88.3-93.3%), but remain strong across writing (85-95%)
and humanities (80-86.7%) as well. These results demonstrate that
the multi-agent debate component is a critical factor in DEEVO’s
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Table 3: Average win rates of DEEVO over SPO executed on
three different models on three different categories of MT-
Bench.

Model MT-Bench Categories
Writing Roleplay Humanities

Sonnet-3.5-V2 81.7% 76% 81.7%
Haiku-3.5 85% 75% 66.7%
Llama3-70B 81.7% 71.6% 73.3%

Table 4: Average win rates on MT-Bench of DEEVO over
DEEVO w/o the debate evaluation on three different models.

Model MT-Bench Categories
Writing Roleplay Humanities

Sonnet-3.5-V2 88.3% 91.7% 81.7%
Haiku-3.5 85% 93.3% 83.3%
Llama3-70B 95% 88.3% 86.7%

effectiveness regardless of model choice, providing significant per-
formance benefits compared to using a single-pass evaluation ap-
proach.

5 Limitations
Despite the promising results exhibited by DEEVO over other
prompting and optimization methods, there are several limitations
that need to be considered.

Firstly, the computational overhead and associated expenses present
substantial challenges - every iteration requires multiple LLM calls
over multiple rounds of debate, crossover and mutation. The costs
scale linearly with population size, debate depth and number of
generations. This can quickly become prohibitively expensive in
production environments, particularly in complex agent systems
requiring frequent optimization and powerful models.

Secondly, the reliance on LLM-generated feedback through debates,
while scalable and autonomous, can introduce alignment issues, as
models develop their own implicit evaluation criteria without any
human intervention. The lack of feedback alignment can lead to
optimization towards criteria that may not align with real-world
business objectives, which can cause drift from desired performance
characteristics; however, this is a known trade-off in using AI feed-
back to optimize prompts and models [42].

Lastly, DEEVO lacks robust stopping criteria for practical deploy-
ment, as it can run indefinitely with marginal improvements to
the prompts. This makes it difficult to determine when optimized
prompts are "good enough" for production systems.

6 Conclusion
In conclusion, we show how DEEVO addresses many of the limi-
tations of existing prompt optimization approaches - specifically,
the ability to maintain the integrity and consistency of prompts
while allowing for meaningful exploration; the means to operate

without requiring ground truth labeled data or predefined fitness
functions; and a mechanism to track and maintain performance in
a self-supervised fashion.

Our evaluations demonstrate effectiveness across both controlled
benchmark datasets as well as real-world datasets, indicating robust
generalization capabilities across multiple domains. This optimiza-
tion paradigm also opens new possibilities for prompt engineering
in domains where labeled data is scarce, expensive, or impractical
to obtain. As computational costs continue to decline and LLM
capabilities advance, we anticipate that DEEVO will increasingly
become the standard for developing high-performance prompts
across diverse applications.

While we acknowledge that our approach entails substantial com-
putational costs, these expenses are insignificant when compared to
the investment required to develop and maintain specialized human
prompt engineering expertise. The iterative trial-and-error process
through which human engineers develop effective prompts often
takes time, whereas our automated system can achieve comparable
results far more rapidly, representing significant cost amortization
for organizations deploying LLM-based systems at scale.

7 Future Work
Future work in prompt optimization presents several exciting fron-
tiers, particularly in automated agent creation and multi-agent
system optimization.

Firstly, the limitation of LLM-based criteria misalignment can be
mitigated through human feedback (HF) integration. This can be
implemented by augmenting the multi-agent debate mechanism
with HF or incorporating HF directly into the fitness evaluation
process.

Recently, both evolutionary algorithms and multi-agent debate
have been used to automatically generate agentic teams [57] and
workflows [46]. We envision extrapolating our approach toward
fully automated agent creation, where these optimization systems
can dynamically determine the optimal number, types, and special-
izations of agents required for a given task, by adding, removing,
or merging agents based on performance metrics.

Additionally, methods for joint optimization of both multi-agent
orchestration and sub-agent prompts, such as GPTSwarm [66], rep-
resent an advancement in which systems would simultaneously
evolve communication protocols, task delegation mechanisms, and
internal agent prompts. Such joint optimization would require hier-
archical evolutionary algorithms or multi-objective RL approaches
that balance agent-level and system-level performance.

We anticipate that further research might also explore transfer
learning between tasks, allowing optimized agent configurations to
bootstrap performance on novel but related domains, thereby con-
solidating computational costs across multiple applications. These
advancements would move the field toward self-configuring multi-
agent systems that minimize human intervention while maximizing
performance across diverse tasks.
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A Appendix
A.1 Debate Defender System Prompt

1 You a re a mas ter d e b a t e r . You a r e de f end ing Output
B in t h i s deba t e . Your r o l e i s t o :

2 1 . H i gh l i g h t the s t r e n g t h s o f Output B
3 2 . Po i n t out weaknesses in Output A
4 3 . Respond to c r i t i c i s m s o f Output B
5 4 . P rov i de s p e c i f i c examples and r e a son ing to

suppo r t your p o s i t i o n
6

7 You must remain l o y a l t o de f end ing Output B
throughout the deba t e . Be p r o f e s s i o n a l but
p e r s u a s i v e in your d e f en s e .

8 S t r u c t u r e your r e sponse c l e a r l y with main p o i n t s
and suppo r t i n g ev i d ence .

The example debater prompt defending output B. The other debater
agent uses the same prompt but instead defends output A.

A.2 Debate Strategy
1 def conduct_debate(self, task: str, output_a: str, output_b: str,

num_rounds: int = 3) -> Dict[str, Any]:

2 debate_history = []

3

4 try:

5 # Opening statements

6 logging.info("\nOpening Statements")

7

8 # Agent 1 (Output A) opening statement

9 agent_1_prompt = self.format_debate_prompt(task, output_a,

output_b, None, True)

10 agent_1_response = self.agent_1(agent_1_prompt)

11

12 # Agent 2 (Output B) opening statement

13 agent_2_prompt = self.format_debate_prompt(task, output_a,

output_b, None, False)

14 agent_2_response = self.agent_2(agent_2_prompt)

15

16 debate_history.append(f"Agent 1 and 2 (defending A and B

respectively) debate opening summary: {agent_1_response} {

agent_2_response}")

17

18 # Debate rounds

19 for round_num in range(1, num_rounds + 1):

20 logging.info(f"\nStarting Round {round_num}")

21

22 # Agent 1's rebuttal

23 agent_1_prompt = self.format_debate_prompt(task,

output_a, output_b, debate_history, True)

24 agent_1_response = self.agent_1(agent_1_prompt)

25

26 # Agent 2's rebuttal

27 agent_2_prompt = self.format_debate_prompt(task,

output_a, output_b, debate_history, False)

28 agent_2_response = self.agent_2(agent_2_prompt)

29

30 debate_history.append(f'Agent 1 and 2 (defending A and B

respectively) debate rebuttal round {round_num} summary: {

agent_1_response} {agent_2_response}')

31

32 final_debate_history_text = "\n".join(debate_history)

33 return

34

35 except Exception as e:

https://arxiv.org/abs/2406.07496
https://arxiv.org/abs/2406.07496
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36 logging.error(f"Error during debate: {str(e)}")

37 return

A.3 Debate Transcript Example - ABCD

1 F i n a l Opening Summary :
2

3 S t r e n g t h s and Weaknesses o f Output A :
4 S t r e n g t h s : Output A t a k e s a c o n s t r u c t i v e approach ,

p r i o r i t i z i n g a t h ough t f u l d i s c u s s i o n and
h e l p f u l gu idance to the customer . Th i s a l i g n s
with the goa l o f p r ov i d i ng a p o s i t i v e cus tomer
e xp e r i e n c e .

5 Weaknesses : Output A l a c k s s t r u c t u r e and guidance ,
which can l e a d to a d i s o r g a n i z e d and
p o t e n t i a l l y i n e f f e c t i v e recommendation . I t
a l s o does not ana l y z e the customer ' s p r o f i l e
or con t ex t , p o t e n t i a l l y r e s u l t i n g in a g en e r i c
or i n a p p r o p r i a t e s o l u t i o n .

6

7 S t r e n g t h s and Weaknesses o f Output B :
8 S t r e n g t h s : Output B p r ov i d e s a c l e a r and

s t r u c t u r e d r e sponse format , gu i d i ng the
cus tomer through a thorough a n a l y s i s o f t h e i r
s i t u a t i o n . Th i s en su r e s a wel l − j u s t i f i e d
recommendation t h a t a d d r e s s e s the customer ' s
s p e c i f i c needs and o b j e c t i v e s . Output B a l s o
emphas i zes the impor tance o f b u i l d i n g t r u s t
and d e l i v e r i n g a p o s i t i v e cus tomer e xp e r i e n c e .

9 Weaknesses : Output B ' s s t r u c t u r e d format cou ld be
p e r c e i v e d as too r i g i d , p o t e n t i a l l y l i m i t i n g
i t s a b i l i t y to p rov i d e a f u l l y p e r s o n a l i z e d
recommendation . Add i t i o n a l l y , the more
comprehens ive a n a l y s i s r e q u i r e d by Output B
cou ld p o t e n t i a l l y slow down the r e sponse t ime .

10

11 S p e c i f i c Examples and Reasoning :
12 Based on the p rov ided customer p r o f i l e , Output B ' s

s t r u c t u r e d approach l e a d s to i d e n t i f y the
r e l e v a n t pa in po i n t as " S i n g l e I tem Query " ,
the o b j e c t i v e as " I tem Re l a t e d Quer i e s " , and
the a p p r o p r i a t e s t r a t e g y as " I tem Concern " .
The recommended nex t s t e p o f " ( S i n g l e I tem
Query ) Ques t i on s r e g a r d i n g s h i r t p r oduc t s " i s
wel l − a l i g n e d with the customer ' s c u r r e n t
i n qu i r y and the s e l e c t e d pa in po in t , o b j e c t i v e
, and s t r a t e g y . Th i s demons t r a t e s how Output B
' s fo rmat can gu ide a t h ough t f u l and t a i l o r e d
recommendation t h a t a d d r e s s e s the customer ' s
s p e c i f i c needs .

13

14 Re bu t t a l Round 1 Summary :
15

16 S t r e n g t h s and Weaknesses o f Output A :

17 S t r e n g t h s : Output A ' s more open−ended and f l e x i b l e
fo rmat a l l ows f o r a more na t u r a l ,

c o n v e r s a t i o n a l f low t h a t can he lp b u i l d
r a ppo r t and t r u s t with the cus tomer . Th i s
p e r s o n a l i z e d approach may be more e f f e c t i v e
f o r a r e l a t i v e l y new and low− l e v e l customer ,
a s i t can b e t t e r a dd r e s s t h e i r s p e c i f i c needs
and conce rns .

18 Weaknesses : Output A l a c k s the s t r u c t u r e d gu idance
and comprehens ive a n a l y s i s r e q u i r e d to ensure
an e f f e c t i v e recommendation . Without a c l e a r

framework , i t may s t r u g g l e to i d e n t i f y the
most r e l e v a n t pa in po in t s , o b j e c t i v e s , and
s t r a t e g i e s , p o t e n t i a l l y l e a d i n g to a
d i s o r g a n i z e d and i n e f f e c t i v e recommendation .

19

20 S t r e n g t h s and Weaknesses o f Output B :
21 S t r e n g t h s : Output B ' s c l e a r and s t r u c t u r e d format

gu i d e s i t through a thorough a n a l y s i s o f the
customer ' s s i t u a t i o n , en su r i ng a wel l −
j u s t i f i e d recommendation t h a t a d d r e s s e s the
customer ' s s p e c i f i c needs and go a l s . Th i s
s t r u c t u r e d approach a l s o emphas i zes the
impor tance o f b u i l d i n g t r u s t and d e l i v e r i n g a
p o s i t i v e cus tomer e xp e r i e n c e .

22 Weaknesses : While Output B ' s s t r u c t u r e d format
cou ld be p e r c e i v e d as too r i g i d , p o t e n t i a l l y
l i m i t i n g i t s a b i l i t y to p rov i d e a f u l l y
p e r s o n a l i z e d recommendation , t h i s concern i s
outweighed by the b e n e f i t s o f the s t r u c t u r e d
approach . The comprehens ive a n a l y s i s r e q u i r e d
by Output B en su r e s a deeper unde r s t and ing o f
the customer ' s s i t u a t i o n , l e a d i n g to a more
t a i l o r e d and e f f e c t i v e recommendation .

23

24 S p e c i f i c Examples and Reasoning :
25 As demons t ra t ed in the p r e v i ou s argument summary ,

Output B ' s s t r u c t u r e d approach l e d to i d e n t i f y
the r e l e v a n t pa in po in t , o b j e c t i v e , and

s t r a t e g y , and then recommend a nex t s t e p t h a t
d i r e c t l y a d d r e s s e s the customer ' s i n qu i r y
about the Tommy H i l f i g e r s h i r t . Th i s example
showcases how Output B ' s fo rmat can gu ide a
t h ough t f u l and t a i l o r e d recommendation t h a t
a d d r e s s e s the customer ' s s p e c i f i c needs . In
conc lu s i on , wh i l e Output A ' s f l e x i b l e approach
may be more s u i t a b l e f o r b u i l d i n g r appo r t and
t r u s t with the customer , Output B ' s

s t r u c t u r e d format and comprehens ive a n a l y s i s
u l t i m a t e l y p rov i d e a more wel l − j u s t i f i e d and
e f f e c t i v e recommendation t h a t a d d r e s s e s the
customer ' s s p e c i f i c needs and go a l s . The
s t r e n g t h s o f Output B ' s approach outweigh the
p o t e n t i a l drawbacks , making i t the s u p e r i o r
cho i c e f o r p r ov i d i ng recommendat ions to CSRs
in the c l o t h i n g r e t a i l space .

26
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27 Re bu t t a l Round 2 Summary :
28

29 S t r e n g t h s and Weaknesses o f Output A :
30 S t r e n g t h s : Output A ' s more f l e x i b l e and open−ended

format a l l ows f o r a p e r s on a l i z e d ,
c o n v e r s a t i o n a l approach t h a t can he lp b u i l d
r a ppo r t and t r u s t with the customer ,
p a r t i c u l a r l y f o r a r e l a t i v e l y new and low−
l e v e l cus tomer . Th i s p e r s o n a l i z e d approach
en ab l e s the AI a s s i s t a n t to t a i l o r the
recommendation more c l o s e l y to the customer ' s
s p e c i f i c needs and concerns , and adap t to
e vo l v i ng r equ i r emen t s .

31 Weaknesses : Output A l a c k s the s t r u c t u r e d gu idance
and comprehens ive a n a l y s i s r e q u i r e d to ensure
an e f f e c t i v e recommendation . Without a c l e a r

framework , the AI a s s i s t a n t may s t r u g g l e to
i d e n t i f y the most r e l e v a n t pa in po in t s ,
o b j e c t i v e s , and s t r a t e g i e s , p o t e n t i a l l y
l e a d i n g to a d i s o r g a n i z e d and i n e f f e c t i v e
recommendation .

32

33 S t r e n g t h s and Weaknesses o f Output B :
34 S t r e n g t h s : Output B ' s c l e a r and s t r u c t u r e d format

gu i d e s the AI a s s i s t a n t through a thorough
a n a l y s i s o f the customer ' s s i t u a t i o n , en su r i ng
a wel l − j u s t i f i e d recommendation t h a t

a d d r e s s e s the customer ' s s p e c i f i c needs and
go a l s . Th i s s t r u c t u r e d approach a l s o
emphas i zes the impor tance o f b u i l d i n g t r u s t
and d e l i v e r i n g a p o s i t i v e cus tomer e xp e r i e n c e .
The comprehens ive a n a l y s i s r e q u i r e d by Output
B en su r e s a deeper unde r s t and ing o f the

customer ' s s i t u a t i o n , l e a d i n g to a more
t a i l o r e d and e f f e c t i v e recommendation .

35 Weaknesses : While Output B ' s s t r u c t u r e d format
cou ld be p e r c e i v e d as too r i g i d , p o t e n t i a l l y
l i m i t i n g the AI a s s i s t a n t ' s a b i l i t y to p rov i d e
a f u l l y p e r s o n a l i z e d recommendation , t h i s

concern i s outweighed by the b e n e f i t s o f the
s t r u c t u r e d approach . The comprehens ive
a n a l y s i s r e q u i r e d by Output B en su r e s a deeper
unde r s t and ing o f the customer ' s s i t u a t i o n ,

l e a d i n g to a more t a i l o r e d and e f f e c t i v e
recommendation .

36

37 S p e c i f i c Examples and Reasoning :

38 As demons t ra t ed in the p r e v i ou s argument summary ,
Output B ' s s t r u c t u r e d approach l e d the AI
a s s i s t a n t to i d e n t i f y the r e l e v a n t pa in po i n t
as " S i n g l e I tem Query " , the o b j e c t i v e as " I tem
Re l a t e d Quer i e s " , and the a p p r o p r i a t e

s t r a t e g y as " I tem Concern " . The recommended
nex t s t e p o f " ( S i n g l e I tem Query ) Ques t i on s
r e g a r d i ng s h i r t p r oduc t s " was wel l − a l i g n e d
with the customer ' s c u r r e n t i n qu i r y and the
s e l e c t e d pa in po in t , o b j e c t i v e , and s t r a t e g y .
Th i s example showcases how Output B ' s fo rmat
can gu ide the AI a s s i s t a n t to a t h ough t f u l and
t a i l o r e d recommendation t h a t a d d r e s s e s the

customer ' s s p e c i f i c needs .
39

40 Conc lus ion :
41 While Output A ' s f l e x i b l e approach may be more

s u i t a b l e f o r b u i l d i n g r appo r t and t r u s t with
the customer , Output B ' s s t r u c t u r e d format and
comprehens ive a n a l y s i s u l t i m a t e l y p rov i d e a

more wel l − j u s t i f i e d and e f f e c t i v e
recommendation t h a t a d d r e s s e s the customer ' s
s p e c i f i c needs and go a l s . The s t r e n g t h s o f
Output B ' s approach , i n c l u d i n g i t s a b i l i t y to
gu ide the AI a s s i s t a n t through a thorough
a n a l y s i s and d e l i v e r a t a i l o r e d recommendation
, outweigh the p o t e n t i a l drawbacks , making i t
the s u p e r i o r cho i c e f o r p r ov i d i ng
recommendat ions to CSRs in the c l o t h i n g r e t a i l
space .

A.4 Optimized Prompt Example - ABCD
1 You a re an AI a s s i s t a n t de s i gned to he lp Customer

S e r v i c e R e p r e s e n t a t i v e s ( CSRs ) in the c l o t h i n g
r e t a i l i n d u s t r y . Your goa l i s t o p rov i d e

e xp e r t recommendat ions on how to b e s t engage
with cus tomers to maximize s a t i s f a c t i o n ,
c onve r s i on r a t e s , and o v e r a l l cus tomer
e xp e r i e n c e .

2

3 Given a s p e c i f i c cus tomer i n t e r a c t i o n , your t a s k
i s to :

4

5 1 . Analyze the cus tomer p r o f i l e and pa s t
engagement h i s t o r y .

6 2 . I d e n t i f y the key pa in po i n t the cus tomer i s
e x p e r i e n c i n g .

7 3 . Determine the pr imary o b j e c t i v e the CSR shou ld
f o cu s on .

8 4 . Recommend the most a p p r o p r i a t e s t r a t e g y to
add r e s s the customer ' s needs .

9 5 . Sugges t the nex t b e s t a c t i o n f o r the CSR to
t ake .

10

11 To accomp l i sh t h i s , you w i l l be p rov ided with the
f o l l ow i n g i n f o rma t i on :
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12 − Customer p r o f i l e d e t a i l s
13 − Pa s t i n t e r a c t i o n h i s t o r y
14 − L i s t o f common customer pa in p o i n t s
15 − CSR o b j e c t i v e s
16 − Engagement s t r a t e g i e s
17 − P o s s i b l e nex t a c t i o n s t e p s
18

19 P l e a s e s t r u c t u r e your r e sponse as f o l l ow s :
20

21 < an a l y s i s >
22 Prov i de a b r i e f a n a l y s i s o f the customer ' s

s i t u a t i o n based on t h e i r p r o f i l e and
i n t e r a c t i o n h i s t o r y .

23 </ a n a l y s i s >
24

25 <pa in_po in t >
26 I d e n t i f y the pr imary pa in po i n t the cus tomer i s

e x p e r i e n c i n g .
27 </ pa in_po in t >
28

29 < o b j e c t i v e >
30 Determine the main o b j e c t i v e the CSR shou ld f o cu s

on to add r e s s the customer ' s needs .
31 </ o b j e c t i v e >
32

33 < s t r a t e g y >
34 Recommend the most e f f e c t i v e s t r a t e g y to a ch i e v e

the o b j e c t i v e and r e s o l v e the customer ' s i s s u e
.

35 </ s t r a t e g y >
36

37 <nex t _ a c t i on >
38 Sugges t the s p e c i f i c nex t s t e p the CSR shou ld take

, chosen from the p rov ided l i s t o f a c t i o n
op t i on s .

39 </ nex t _ a c t i on >
40

41 < j u s t i f i c a t i o n >
42 Exp l a i n your r e a son ing f o r the recommended nex t

a c t i on , r e l a t i n g i t t o the i d e n t i f i e d pa in
po in t , o b j e c t i v e , and s t r a t e g y . P rov i de a
conc i s e , p r o f e s s i o n a l j u s t i f i c a t i o n w r i t t e n in
the t h i r d person .

43 </ j u s t i f i c a t i o n >
44

45 <engagement_ t ips >
46 Of f e r 2−3 s p e c i f i c t a l k i n g p o i n t s or ph r a s e s the

CSR can use to b u i l d r a ppo r t and add r e s s the
customer ' s conce rns e f f e c t i v e l y .

47 </ engagement_ t ips >
48

49 Remember to t a i l o r your recommendat ions to the
s p e c i f i c cus tomer and t h e i r unique s i t u a t i o n ,
whi l e l e v e r a g i n g b e s t p r a c t i c e s f o r cus tomer
engagement in the r e t a i l c l o t h i n g i n du s t r y .

A.5 Optimized Prompt Example - MT-Bench
(Writing)

1

2 You a re an AI a s s i s t a n t t h a t c r e a t e s engaging ,
d e s c r i p t i v e con t en t with a f o cu s on n a r r a t i v e
e x c e l l e n c e and senso ry d e t a i l . When c r a f t i n g
c r e a t i v e p i e c e s :

3

4 1 . Bu i l d r i ch , immers ive d e s c r i p t i o n s through :
5 − Viv i d s enso ry d e t a i l s and c a r e f u l word cho i c e
6 − Ba lanced mix o f showing and t e l l i n g
7 − Clea r s en se o f p l a c e and atmosphere
8 − Authen t i c c h a r a c t e r v o i c e s and p e r s p e c t i v e s
9 − S t r a t e g i c pac ing and rhythm
10

11 2 . S t r u c t u r e con t en t f o r maximum impact :
12 − S t rong hooks and compe l l i ng open ings
13 − Clea r n a r r a t i v e a r c or l o g i c a l f low
14 − Var i ed s en t en c e s t r u c t u r e and paragraph l eng t h
15 − Smooth t r a n s i t i o n s between i d e a s
16 − Memorable c l o s i n g s t a t emen t s
17

18 3 . Enhance a u t h e n t i c i t y through :
19 − Well − r e s e a r c h ed c u l t u r a l and h i s t o r i c a l d e t a i l s
20 − Pe r s ona l i n s i g h t s and o b s e r v a t i o n s
21 − S p e c i f i c , c o n c r e t e examples
22 − Genuine emot i ona l r e sonance
23 − Na tu r a l d i a l o gu e and i n t e r a c t i o n s
24

25 4 . Ma in ta in r e ad e r engagement v i a :
26 − S t r a t e g i c t e n s i o n and pac ing
27 − R e l a t a b l e s i t u a t i o n s and c h a r a c t e r s
28 − Thought −provok ing themes
29 − Clea r n a r r a t i v e f o cu s
30 − Memorable imagery and metaphors
31

32 5 . Ensure q u a l i t y by :
33 − Ba l anc ing d e s c r i p t i o n with a c t i o n
34 − Crea t i ng a u t h e n t i c v o i c e s and p e r s p e c t i v e s
35 − I n c l u d i n g r e l e v a n t c o n t e x t u a l d e t a i l s
36 − Main t a in ing c o n s i s t e n t tone and s t y l e
37 − Bu i l d i n g mean ing fu l c onne c t i on s with r e a d e r s
38

39 Begin with s t r ong hooks t h a t draw r e a d e r s in , then
deve lop the n a r r a t i v e through c a r e f u l

a t t e n t i o n to d e t a i l and pac ing . Combine
e v o c a t i v e d e s c r i p t i o n with mean ing fu l i n s i g h t s
whi l e keep ing the f o cu s on c r e a t i n g an

engag ing r e ad e r e xp e r i e n c e .
40

A.6 Optimized Prompt Example - MT-Bench
(Roleplay)

1 You a re an AI a s s i s t a n t s p e c i a l i z i n g in a u t h e n t i c
c h a r a c t e r embodiment and p e r s p e c t i v e − t a k i n g .
When assuming d i f f e r e n t r o l e s :
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2

3 1 . E s t a b l i s h a u t h e n t i c v o i c e through :
4 − D i s t i n c t i v e speech p a t t e r n s and vocabu l a ry
5 − C h a r a c t e r i s t i c a t t i t u d e s and wor ldv iews
6 − Con s i s t e n t p e r s o n a l i t y t r a i t s
7 − S i g n a t u r e c a t c hph r a s e s or e x p r e s s i o n s
8 − Re l e v an t knowledge base and e x p e r t i s e
9

10 2 . Ma in ta in c h a r a c t e r a u t h e n t i c i t y v i a :
11 − Deep unde r s t and ing o f c h a r a c t e r background
12 − Con s i s t e n t emot i ona l r e s pon s e s
13 − Approp r i a t e t e c h n i c a l knowledge l e v e l
14 − Charac t e r − s p e c i f i c d e c i s i o n making
15 − Authen t i c r e l a t i o n s h i p dynamics
16

17 3 . Draw from ch a r a c t e r c on t e x t :
18 − H i s t o r i c a l or f i c t i o n a l background
19 − P r o f e s s i o n a l e x p e r t i s e
20 − Pe r s ona l e x p e r i e n c e s
21 − Key r e l a t i o n s h i p s
22 − Notab l e ach i evement s and f a i l u r e s
23

24 4 . Expre s s unique p e r s p e c t i v e s through :
25 − Charac t e r − s p e c i f i c worldview
26 − Approp r i a t e emot i ona l range
27 − Con s i s t e n t moral framework
28 − Authen t i c problem − s o l v i n g approach
29 − C h a r a c t e r i s t i c humor s t y l e
30

31 5 . Ground r e spon s e s in :
32 − Charac t e r ' s e s t a b l i s h e d h i s t o r y
33 − Known b eh a v i o r a l p a t t e r n s
34 − Re l e v an t e x p e r t i s e and knowledge
35 − Authen t i c mo t i v a t i o n s
36 − Con s i s t e n t va l u e system

A.7 Optimized Prompt Example - MT-Bench
(Humanities)

1 You a re an AI a s s i s t a n t t h a t p r o v i d e s c l e a r ,
b a l anced a n a l y s i s with engag ing and
s o p h i s t i c a t e d w r i t i n g . When add r e s s i n g
qu e s t i o n s :

2

3 1 . P r e s en t key i n f o rma t i on through mu l t i p l e
complementary approaches :

4 − Use c on c r e t e data , s t a t i s t i c s , and h i s t o r i c a l
examples

5 − Employ s t r a t e g i c metaphors and a n a l o g i e s as
en t ry p o i n t s to complex concep t s

6 − Crea t e c l e a r cause −and− e f f e c t ch a i n s and f low
r e l a t i o n s h i p s

7 − I n c l u d e r e l e v a n t c a s e s t u d i e s and
contemporary examples

8 − P r e s en t s p e c i f i c s t a k e h o l d e r im p l i c a t i o n s and
a p p l i c a t i o n s

9

10 2 . S t r u c t u r e r e s pon s e s with s o p h i s t i c a t e d
o r g a n i z a t i o n :

11 − Begin with engag ing con c ep t u a l frameworks
t h a t i n v i t e unde r s t and ing

12 − P rog r e s s s y s t em a t i c a l l y to deeper t e c h n i c a l
a n a l y s i s

13 − Use b u l l e t p o i n t s and c l e a r s e c t i o n s f o r easy
r e f e r e n c e

14 − Show i n t e r c o n n e c t i o n s between concep t s
through ecosys tem th i nk i n g

15 − Ensure smooth t r a n s i t i o n s between t o p i c s
16

17 3 . Demonstrate comprehens ive a n a l y s i s through :
18 − Mu l t i p l e v i ewpo in t s on complex t o p i c s
19 − S t rong arguments f o r d i f f e r e n t p o s i t i o n s
20 − C r i t i c a l examina t i on o f l i m i t a t i o n s and

s t r e n g t h s
21 − Both h i s t o r i c a l c on t e x t and contemporary

r e l e v an c e
22 − I n t e g r a t i o n o f emerging t r e nd s and f u t u r e

im p l i c a t i o n s
23

24 4 . Enhance p r a c t i c a l unde r s t and ing through :
25 − Clea r imp l emen ta t i on frameworks and

mon i to r ing s t r a t e g i e s
26 − S p e c i f i c gu idance f o r d i f f e r e n t s t a k e h o l d e r

groups
27 − Concre te t ime f r ames and a c t i o n t r i g g e r s
28 − Adapt ive s t r a t e g i e s f o r changing c o n d i t i o n s
29 − Real −world a p p l i c a t i o n s and examples
30

31 5 . Ma in ta in engagement whi l e en su r i ng depth
through :

32 − I n i t i a l a c c e s s i b l e frameworks t h a t l e a d to
deeper a n a l y s i s

33 − Clea r v i s u a l i z a t i o n o f complex r e l a t i o n s h i p s
34 − Compel l ing n a r r a t i v e s t h a t i l l um i n a t e

c onne c t i on s
35 − Contemporary examples and ca s e s t u d i e s
36 − P r o g r e s s i v e d i s c l o s u r e o f t e c h n i c a l d e t a i l s
37

38 6 . Ensure q u a l i t y and ba l an c e by :
39 − Suppor t i ng engag ing e l emen t s with s u b s t a n t i v e

a n a l y s i s
40 − Acknowledging l i m i t a t i o n s and u n c e r t a i n t i e s
41 − P rov i d i ng both t h e o r e t i c a l frameworks and

p r a c t i c a l a p p l i c a t i o n s
42 − Ba l anc ing t e c h n i c a l p r e c i s i o n with

a c c e s s i b i l i t y
43 − I n c o r p o r a t i n g mu l t i p l e s t a k e h o l d e r

p e r s p e c t i v e s
44
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45 When hand l i ng complex t o p i c s , beg in with engag ing
en t ry p o i n t s t h a t l e a d s y s t em a t i c a l l y to
deeper a n a l y s i s . Combine p r e c i s e t e c h n i c a l
i n f o rma t i on with i l l um i n a t i n g frameworks whi l e
ma in t a i n i ng f o cu s on p r a c t i c a l a p p l i c a t i o n

and s t a k e h o l d e r r e l e v a n c e .

A.8 Intelligent Crossover Prompt
1 I have two system prompts :
2

3 WINNING PROMPT :
4 { winner_prompt }
5

6 LOSER PROMPT :
7 { l o s e r_p rompt }
8

9 Based on t h i s d eba t e about t h e i r per formance :
10 { d e b a t e _ t r a n s c r i p t }
11

12 Crea t e a new system prompt t h a t combines the
s t r e n g t h s o f both prompts .

13 Focus on p r e s e r v i n g what made the winning
prompt e f f e c t i v e whi l e

14 i n c o r p o r a t i n g any v a l u a b l e e l emen t s from the
a l t e r n a t i v e prompt .

15

16 Output your new prompt in between <new_prompt
></new_prompt > XML t a g s . Your new prompt MUST
in between t h e s e t a g s .

A.9 Intelligent Mutation Prompt
1 I have a system prompt t h a t I want to improve

through s t r a t e g i c muta t ion :
2

3 ORIGINAL PROMPT :
4 { prompt }
5

6 ## Mutat ion I n s t r u c t i o n s
7 P l e a s e modify t h i s prompt in ONE of the

f o l l ow i n g ways ( choose the most imp a c t f u l
approach ) :

8 1 . Add a new i n s t r u c t i o n t h a t enhances i t s
e f f e c t i v e n e s s or a d d r e s s e s a gap

9 2 . Modify an e x i s t i n g i n s t r u c t i o n to make i t
c l e a r e r , more p r e c i s e , or more e f f e c t i v e

10 3 . Remove redundant , i n e f f e c t i v e , or
p o t e n t i a l l y harmfu l p a r t s

11 4 . R e s t r u c t u r e the prompt to improve flow ,
coherence , or c l a r i t y

12

13 ## Requ i rements
14 − P r e s e r v e the co re i n t e n t and f u n c t i o n a l i t y

o f the o r i g i n a l prompt
15 − Make only t a r g e t e d changes with c l e a r

purpose ( q u a l i t y over q u an t i t y )

16 − Ensure the mod i f i e d prompt remains c on c i s e
and a c t i o n a b l e

17 − Cons ide r how the changes w i l l a f f e c t the
r e sponse q u a l i t y

18

19 # Output your new prompt in between <
new_prompt ></new_prompt > XML t a g s . Your new
prompt MUST in between t h e s e t a g s .
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