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Fig. 1: Ensemble-of-costs-guided Diffusion for Motion Planning combines the strength of classical planning and deep-learning. We
leverage a diffusion policy to learn a prior over kinematically valid trajectories and guide it directly at the time of inference using scene-
specific costs such as "collision-cost" to also satisfy the scene-specific constraints. Instead of using a single-cost, we propose the use of
multiple cost functions (ensemble-of-cost-guidance) to capture variations across scenes, enabling us to generalize to diverse scenes.

Abstract— Classical motion planning for robotic manipula-
tion includes a set of general algorithms that aim to minimize
a scene-specific cost of executing a given plan. This approach
offers remarkable adaptability, as they can be directly used off-
the-shelf for any new scene without needing specific training
datasets. However, without a prior understanding of what
diverse valid trajectories are and without specially designed
cost functions for a given scene, the overall solutions tend
to have low success rates within a certain time limit. While
deep-learning-based algorithms tremendously improve success
rates, they are much harder to adopt without specialized
training datasets. We propose EDMP, an Ensemble-of-costs-
guided Diffusion for Motion Planning that aims to combine the
strengths of classical and deep-learning-based motion planning.
QOur diffusion-based network is trained on a set of diverse
kinematically valid trajectories. Like classical planning, for any
new scene at the time of inference, we compute scene-specific
costs such as "collision cost'' and guide the diffusion to generate
valid trajectories that satisfy the scene-specific constraints.
Further, instead of a single cost function that may be insufficient
in capturing diversity across scenes, we use an ensemble of
costs to guide the diffusion process, significantly improving the
success rate compared to classical planners. EDMP performs
comparably with SOTA deep-learning-based methods while
retaining the generalization capabilities primarily associated
with classical planners.

I. INTRODUCTION

Planning a trajectory from a start to goal position while
avoiding collisions (self-collisions and collisions with the ob-
jects around the robot) is a fundamental challenge in robotic
manipulation [I]-[3]. Over the years, many approaches
have been introduced to tackle this challenge, including
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classical planning algorithms like [4]-[16], and more re-
cent deep-learning-based algorithms like MPNets [17]], and
M~ Nets [18]. While the latter approaches tremendously im-
proved the success rate in the manipulation tasks (determined
by the number of times the manipulator reaches the goal
while avoiding collisions), classical planners greatly reduce
the dependency on specialized training datasets, generalizing
to novel scenes and therefore are still widely the go-to off-
the-shelf choice for motion planning.

In a classical planning approach, a motion plan for a new
scene is generated on the go by minimizing a cost function
computed on the given scene. For example, minimizing
collision cost, path length, and the distance to goal. However,
designing this cost function with multiple constraints requires
many hit-and-trials, and careful fine-tuning, and still may not
capture the diversity across scene structures.

Deep learning-based methods improve upon this by
adopting data-driven techniques that learn a mapping from
a given context (or the scene) to a solution using a neural
network via behavior cloning [20]. This allows the network
to gain an overall understanding of different scene structures
and map the structures to a viable solution. Such methods are
significantly faster and more accurate. Despite the gains, they
falter in generalization — performance on out-of-distribution
scenes is significantly impacted. They also require a large
number of high-quality demonstrations and are shown to
be inefficient when fed with multimodal datasets [21]], for
example, data collected using teleoperation [22].

In this work, we aim to bridge the gap between the two
approaches by first learning a prior (as in deep-learning-
based methods) over kinematically valid trajectory for any
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scene and then incorporating scene-specific cost, such as
collision cost, directly at the time of inference (as in classical
planners). As shown in the experimental section, this builds
a powerful motion planner that generalizes to diverse scenes.
Recently, diffusion models [23]], [24]] have gained tremen-
dous popularity for generating diverse sets of modalities
such as vision [25]—[27]], language [28], and more recently
in motion planning [29]-[32]. Unlike generative models
like GANs [33] and VAEs [34], diffusion models gener-
ate datapoints in multiple timesteps. In the backward pass
(generation step), a diffusion process generates the output by
iteratively removing "noise" in h steps to eventually denoise
a given noisy input. For example, generating a kinematically
valid trajectory from a noisy trajectory. As shown in [29],
[35], this allows for a unique opportunity to "guide" the
generation process by incorporating "scene-specific cues,"
(such as a collision cost) as in the classical planners, at each
of the intermediate steps, thereby producing a kinematically
valid trajectory that also satisfies the scene-specific con-
straints. Taking inspiration from this, we propose, EDMP,
an Ensemble-of-costs-guided Diffusion for Motion Planning,
that first learns a prior of kinematically valid trajectories and
then is guided at the time of inference to satisfy scene-
specific constraints while retaining the kinematic validity.
Further, instead of relying on a single cost function, we
incorporate N different cost functions (ensemble-of-costs)
to guide the diffusion process, thereby generating trajectories
that can solve diverse challenging scenes (as shown in Fig|[T)).
Interestingly, based on the concepts of diffusion, EDMP
can generate multimodal trajectories (multiple ways of get-
ting from point A to point B). The ensemble-of-costs fur-
ther improves the diversity in multimodality that could be
handpicked on different parameters such as path length or
smoothness (see Figure [J). Our key contributions are:

1) We propose EDMP, an Ensemble-of-costs-guided
Diffusion for Motion Planning which combines the
strengths of classical and deep learning-based motion
planning by first learning a prior over kinematically
valid trajectories and then using multiple cost functions
to capture diverse scene-specific cost guidance directly
at the time of inference.

2) EDMP generalizes to diverse novel and even out-of-
distribution scenes (such as planning for a manipulator
holding an arbitrary object) while performing com-
parably with SOTA deep-learning-based methods on
specific datasets.

3) Based on diffusion, EDMP generates multimodal tra-
jectories. Further, the ensemble-of-costs improves the
diversity of multimodality. This can be exploited by
downstream planners to choose a trajectory from the
set of solutions that evaluates to an optimal objective.

II. PROBLEM FORMULATION

Consider a robotic manipulator with m joints correspond-
ing to a given joint state s; € R™ for the ™ trajectory-
time-step where a trajectory, T, is a sequence of joint states
over a horizon h between a start and goal configuration, sg

and sp_1, respectively, given as, T = [so, s1, ... sh,l}—r €
R™*h We are interested in solving the following optimiza-
tion problem for obtaining a trajectory for a given task,

m}n J(T;0,FE) (D

The vector o represents the hyperparameters of the cost
function J. The variable E represents the scene. The cost
function has two distinct parts. The first part models aspects
that depend purely on the manipulator’s kinematics, such as
smoothness and feasibility (e.g. self-collision) of the joint
trajectory. The second part represents the scene-specific cost
that couples the manipulator motion with the scene.

A. Diffusion Based Optimal Solution

Diffusion models [23]], [24] are a category of gen-
erative models where a datapoint is converted into an
isotropic Gaussian noise by iteratively adding Gaussian noise
through a fixed forward diffusion process ¢(7¢|T:—1) =
N(74;4/1 = B,7Ti—1,8,1), where 3, is the variance sched-
ule and ¢ is the diffusion timestep. A forward diffusion
process of 7' timesteps can be reversed by sampling 77 ~
N(0,1I) from a standard normal distribution and iteratively
removing gaussian noise using the trainable reverse process
po(Ti—1/7¢) = N(7T1—1; po(7, ), 3;) parametrized by 6.

We train a diffusion model to learn a prior pg, over a set
of smooth kinematically valid trajectories collected from a
large-scale dataset [18]]. For a given trajectory in the dataset,
forward diffusion first corrupts it by gradually adding noise,
and then the reverse diffusion process aims to reconstruct
back the original trajectory from the noise. This is shown in
Figure [3}(Diffusion Model).

Conditioning on start and goal: As we train the diffusion
prior on the set of trajectories from the dataset, we repeatedly
fix sg and sp_; at each diffusion-time-step to correspond
to the original sy and s,_; at the first diffusion-time-step
for each trajectory. As shown in Section this creates a
conditioning effect on the start-goal pair, encouraging the
network to generate a smooth trajectory between the two.

B. Guidance Process

For a specific scene, we also want to incorporate a scene-
specific cost function that can guide the diffusion process to-
ward a trajectory that satisfies the scene-specific constraints,
such as collision cost, denoted by J(7;0, E). Specifically,
at each step of the denoising-time-step, we modify the
intermediate trajectory T, predicted by the denoiser at the
tth diffusion-time-step by adding gradients from the scene-
specific collision cost function, before passing to the next
step as shown in Figure [3] This is given by,

i =1¢—aVJ(r;0,E) )

where « is a hyperparameter. This form of conditioning
is analogous to classifier-based guidance in [36], where a
trained classifier guides the diffusion towards a goal. In
our case, it guides the trajectory to collision-free regions.
Although adding cost-conditioning directly at the time of
inference results in a cost-guided posterior, denoising from
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Fig. 3: Architecture. EDMP leverages a diffusion model alongside an ensemble of [ cost functions. The diffusion model denoises a batch
of trajectories T from ¢ = T to 0, while each cost in the ensemble guides a specific sub-batch. We calculate the gradient V.J of each
collision cost (intersection or swept volume) in the ensemble from robot and environment bounding boxes, using differentiable forward
kinematics. After denoising is over, the trajectory with minimum swept volume is chosen as the solution.
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Fig. 4: Effect of Obstacle Expansion. (a) scene without obstacle
expansion applied. (b) shows the change in the scene after applying
obstacle expansion. Obstacle Expansion widens the thinner dimen-
sion by an amount O, thus altering the gradient direction which
enables the manipulator to retract around the shelf.

the cost-guided posterior is equivalent to denoising from a
Gaussian distribution, as shown in [33].

III. ENSEMBLE-OF-COSTS GUIDED DIFFUSION

Equation [2] uses gradients from a scene-specific cost
function to modify the trajectory obtained from the diffusion
prior. Thus, the nature of the gradient dictates the efficacy of
the process, which in turn depends on many factors, some
of which we summarize below:

o Algebraic form of the cost model: Collision cost is
highly scene-specific. For example, the signed-distance-
field-based collision cost [4] is known to struggle in
scenes with narrow racks between the start and the
goal positions. Similarly, performance of collision costs
modeled around convex collision checking [6] depends
on whether we penalize each independent waypoint’s
intersection volume with the environment (intersection
volume) or the swept volume between each of the ad-
jacent waypoints (swept volume) as shown in Figure [3}

o Gradient and Cost Hyperparameters: Each collision
cost model has several hyperparameters that also affect
the gradient descent step in Equation [2| For example,
gradient weight schedule, whether adaptive or inde-
pendent, is an important parameter in gradient-based
approaches. Similarly, we show that in some cases,
choosing to expand the object over the initial period of
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Fig. 5: Intersection v/s Swept Volume. (a) Gradient (red arrows)
of link-obstacle intersection volume moves link away from obstacle.
(b) Gradient (red arrows) of swept volume between consecutive link
poses prevents collision between trajectory waypoints

optimization greatly helps in bringing out the retraction
behavior, which otherwise seemed less likely as shown
in Figure [] (retraction prevents the manipulator from
colliding with the shelf).

The above discussion makes the case for guided diffusion
with an adaptive learning rate and collision cost whose
algebraic form and hyper-parameters are adaptive to the
environment in which the manipulator is operating. How-
ever, to the best of our knowledge, there exists no general
framework towards this end. We propose an ensemble-of-
collision-costs where we run a batch of guided diffusion
processes in parallel, as shown in Figure [3 where each sub-
batch uses a different cost function. Moreover, we embed
the hyperparameter tuning of the cost functions as a part of
the diffusion process. Algorithm{I| summarizes our proposed
improvements.

We assume that we have [ different choices of the cost
function stemming from different collision models with
each having their own hyperparameters. We also consider
r different schedules to adapt the hyperparameter of each of
the [ costs. Thus, in Algorithm [T} we have a triple loop that
runs [ x r parallel diffusion processes. In practice, however,
the outer two loops are decoupled from each other and run
in batch fashion over GPUs.

A. Collision Cost Guidance

To detect and compute the collision cost between any
two rigid bodies, we take inspiration from Gilbert-Johnson-
Keerthi (GJK) algorithm and the Expanding Polytope



Algorithm 1: Reverse Diffusion Guided with a En-
semble of Costs
Input: Learned reverse diffusion py(7¢,1),
Covariance schedule 3, learning rate
schedule oy, hyperparameter schedule oy
Initialization: 77 ~ N(0, 1), Start joint state sy,
final joint state sp_1
yerey...l do
2 ) yeuey...7 doO
3 fort=1T,...,...1do
4

L P ~ N N
N(MQ(J’ZTt, t) + JJOLtVT]"ZJ(Ot), Zt)

5 Return /1 corresponding to minimum collision
cost.

Algorithm (EPA) [38]]. We compute the collision cost be-
tween two bodies, A and B as a function of overlap between
them along the three axes. We refer to this as the penetration
depth. To achieve this, we enclose each object in a bounding
box cuboid and compute the intersection volume V' as:

V(A,B) = prod(|max(min(A), min(B))

—min(max(A), max(B))|)

To leverage this in manipulator collision avoidance, we
first approximate each object on the table as a cuboid
corresponding to a 3D bounding box that encloses the full
object. Similarly, we represent each manipulator link as a
3D cuboid, which acts as a bounding box enclosing that link.
We compute the poses of each of these bounding boxes for a
given configuration s, using differentiable forward kinemat-
ics FK(sy[i]), where si[i] denotes the configuration of i‘"
link. If there are n obstacles in the scene, we can approximate
the scene as a list of n bounding boxes E € R"*4*4, Each
bounding box is represented as a transformation matrix of
size 4 x 4 in the SE(3) Lie Group. We then compute the
collision cost from the intersection volume, which we call
"intersection volume cost", J;,ter, Of each link state in 7
with respect to each obstacle in E given as:

3)

h—1m—1

=2 2 VI

k=0 =0

Jznte?" T, E FK Sk E) “4)

The gradient of intersection volume cost VJ;pter gives
the penetration depth along each dimension. Averaging these
values produces an average movement direction for a link
along the penetration depth, to displace it out of collision,
as shown in Figure [5] We show empirically that this simple
collision cost enables collision avoidance even in complex
scenes.

We define a swept volume cost function from swept
volume SV, inspired from [37], as:

SV(Sk[i], Sk[i + 1]) =
prod(|max(FK(sg[é]), FK(sk[i + 1])) ®)
—min(FK(sk[1]), FK(sk[i +1]))])

The swept volume approximates the volume swept out by
a link between two adjacent waypoints. Such a cost func-
tion helps account for collisions that may happen between
consecutive joint states in a trajectory, as in Figure [3

For a given trajectory 7, and environment E, we define
swept-volume cost as the sum of volumes swept out by the
links between each pair of adjacent waypoints. As the swept
volume is also modelled as a cuboid, we can plug it into
Equation {4 to get the swept volume cost:

h—2m-—1

szept(7-7 E) = Z Z V(SV(Sk[l], Sk[l + 1])7 E) (6)

Our architecture is also outlined in Figure

IV. EXPERIMENTS

All our experiments are conducted using the Pybullet
simulator [39], employing the Franka Panda robot.

Dataset: We benchmark on the MnNets [18] dataset.

The training dataset consists of 6.54 million collision-free
trajectories. These 6.54 million trajectories are generated on
various scenes (such as tabletop, dresser, and cubby) using
two different classical planning pipelines: Global Planner
(3.7 million trajectories) based on AIT* [40] and Hybrid
Planner (3.7 million trajectories) that combined AIT* [40]
for planning in the end-effector space and Geometric Fab-
rics [41] for producing a geometrically consistent motion
conditioned on the generated end-effector waypoints.

The test dataset consists of three datasets: (1) Global
Solvable Problem (global): consists of 1800 scenes that
could be solved by only the Global Planner, that is, Global
Planner could generate a valid collision-free trajectory for
these scenes. (2) Hybrid Solvable Problems (hybrid): consists
of 1800 scenes solvable by only the Hybrid Planner. (3)
Both Solvable Problem (both): a set of 1800 scenes that
could be solved by both, Global and Hybrid Planners. More
information regarding data collection can be found in [[18].

Training and architectural details: Similar to M7 Nets,
we train two different planners; one on global and another
on hybrid data. Each denoiser is modeled as a temporal
UNet similar to [29]], and is trained for 20k steps on a 2080
GeForce GTX GPU for approximately 9 hours. Each scene
consists of obstacle configurations, a start position (in joint
configuration), a goal position (in joint configuration during
training and in end-effector space during test). We use inverse
kinematics to compute the joint configuration from the end-
effector position. Each trajectory consists of 50 waypoints,
including the initial and final joint configurations. For our
experiments, we use an ensemble of 12 cost functions, 5
with intersection and 7 with swept volume cost. However,
one can define their own number and type of cost functions.

Baselines: We compare our framework against differ-
ent types of SOTA planners: two behavior cloning-based
planners (MnNets [18], MPNets [17]), two stochastic
optimization-based planners (G. Fabrics [41]], STORM [5]),
one optimization-based planner with quintic-spline initializa-
tion (CHOMP [4])), and a set of sampling-based planners
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Fig. 6: Qualitative Results: From top-to-bottom: MmNets scene (dresser) and out-of-distribution scenes: merged cubby with handheld
cuboid and a collision spheres scene.

Test CHOMP OMPL G. Fabrics STORM EDMP
Global 26.67 37.27 38.44 50.22 75.93
Hybrid 31.61 40.37 59.33 74.5 86.13

Both 322 42.6 60.06 76 85.06

TABLE I: Comparison of EDMP (trained on Hybrid dataset)
against classical motion planners in terms of success rate (%, 7).

Global-trained Planners Hybrid-trained Planners
Test MmNets EDMP MPNets MnNets EDMP
Global 75.06 71.67 41.33 75.78 75.93
Hybrid 80.39 82.84 65.28 95.33 86.13
Both 82.78 82.79 67.67 95.06 85.06

TABLE II: Comparison against deep-learning based methods in
terms of success rate (%, 1). EDMP is only marginally affected
by the training data since its major improvement is a result of the
ensemble-of-costs-guidance common across all settings.

through OMPL on global, hybrid, and both test sets.
For fair comparison, we set a planning time limit equal to
EDMP’s planning time in corresponding scenes.

Metrics: We define success rate (SR %) as the percentage
of problems that are successfully solved by the given planner.
We say that a problem is successfully solved if the planner
can generate a trajectory that avoids all collisions in order to
reach the goal. MwNets doesn’t release the full global data,
therefore the metrics are taken from the paper directly.

A. Performance on MmNets Dataset

Table [I] and [[T] presents the success rates of EDMP against
the baselines. As shown in Table I, EDMP outperforms all
of the classical planners significantly and MPNets (Table [I).
Although M~Nets is better than EDMP in many of the
settings, it is important to note that our method is agnostic
of the variations in the dataset, whereas the performance of
methods like MnwNets is dependent on the dataset it is be-
haviorally cloned on. This is because our main performance
improvement comes from the ensemble of cost functions
that is applied directly at the time of inference and is

common across all of the settings (global, hybrid, and both).
Moreover, the prior encodes kinematic constraints, which can
be learned even from much simpler training datasets like
global instead of hybrid. Moreover, unlike MmNets, EDMP
generalizes to out-of-distribution scenes (Section [V-B) and
generates multimodal trajectories (Section [[V-C).

B. Generalization to Out-of-distribution Scenes

We test EDMP’s performance on scenes outside of the
training distribution. First, we make the manipulator hold
arbitrary objects and see if EDMP can find a valid collision-
free trajectory for the manipulator along with the object. As
can be seen in Figure 6} EDMP works out of the box for such
scenes. Deep-learning-based approaches like MnNets and
MPNets require retraining or specialized training datasets to
take objects into account. In our case, we treat the object as
just another link (as explained in Section with fixed
joints and adding an object-environment collision-cost to the
overall cost function (Equation [3).

We also test EDMP by generating a scene with collision
spheres (Figure [6). Such a scene is very different from the
types of scenes the training trajectories were generated on.
Even in this highly challenging setup, EDMP succeeds in 8
out of 10 evaluated scenes with spheres generated at random
spatial positions, indicating that EDMP has learned a generic
prior that is highly adaptable to diverse scenes.

C. Multimodality

Multimodal trajectories can enable one to achieve the same
goal in multiple different ways. This is much closer to how
humans plan — out of many different ways to execute a
task; we often pick the one that is most optimal for the
current situation. Based on the concept of diffusion, we
inherently support such multimodal trajectories. Moreover,
our ensemble-of-costs further improves the diversity in the
generated trajectories.

We assess trajectory diversity for 100 random scenes
from the M7Nets validation dataset. We use Average Cosine



Method SR(T) ACSM()
Avg. of single guides  79.25 0.981
EDMP 89.30 0.892

TABLE III: Comparison of EDMP against the individual guides
on 100 MmNet validation scenes.

Condition  AR(]) MRESG(]) RF2W(]) RL2W(])
w/cond 0.0589 0.0821 0.0266 0.0266
wo/cond  0.1121 0.3171 0.6459 0.4960

TABLE IV: Ablation on start-goal conditioned trajectory: As
we generate the trajectory through the denoising process condi-
tioned on the start and goal, the trajectories are smoother. The
metrics are defined in Section M
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Fig. 7: Effect of adding guides. There is an asymptotic rise in
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Fig. 8: Contribution of each guide. x-axis and y-axis denote the
guide index and contribution (%) of each guide to overall Success
Rate. The contribution of a guide is proportional to the likelihood
that a successful path was generated by it.

Similarity Mean (ACSM) metric that calculates the mean
of cosine similarities among all pairs of trajectories within
a batch to measure the diversity in trajectories. Lower
ACSM suggests greater diversity. As shown in Table [ITI]
our ensemble-of-costs guidance outperforms the average of
12 costs function when measured individually, demonstrating
the advantage of multiple cost-guidance over a single one.

V. ABLATION STUDIES

Ensemble-of-costs. In this section we show the effect of
ensemble-of-costs in Figure [7]and [8] As can be seen in Fig-
ure |Z|, as the number of guides increase, the overall Success
Rate increases. This is because diverse cost functions capture
different parameters and aspects across scenes, as explained

(b)

Fig. 9: Multimodal trajectory predictions in (a) tabletop scene,
(b) merged cubby scene, and (c) dresser scene.

in Section [l Although these are specially designed cost
functions, the idea of combining multiple costs to solve
diverse scenes can be applied in any domain using custom
cost functions. Figure [§] further emphasizes the contribution
of each guide to the overall success rate.

Conditioning with start and goal. One primary condition
of generating a trajectory is avoiding any abrupt manipulator
motion that could cause serious damage in the real-world.
We evaluate the effect of conditioning the trajectory with
the start and goal. We defined Roughness as the L2 norm
between adjacent waypoints. To evaluate this, we consider
four metrics - Average Roughness (AR), Max Roughness
Excluding Start and Goal (MRESG), Roughness between
first two waypoints (RF2W), and Roughness between last
two waypoints (RL2W). As shown in Table [V} conditional
training generates significantly smoother trajectories.

VI. CONCLUSION & FUTURE WORK

In this paper, we propose diffusion models as a mechanism
to learn a prior over kinematically valid trajectories comple-
mented by scene-specific guidance through gradient-based
cost functions directly at inference. We introduce an en-
semble of cost-functions that capture scene-specific nuances
across diverse scenes and improve the generated trajectories
significantly. Our empirical results concretely point towards
our approach’s ability to effectively exploit the strengths of
classical motion planners and the recent deep-learning-based
planners, by showcasing remarkable generalization capability
across diverse scenes, such as object manipulation, without
any object-specific retraining. Moreover, EDMP is capable of
generating diverse multimodal trajectories for a given scene,
facilitating optimal trajectory selection based on specific
downstream parameters. We believe that our research pro-
vides significant strides towards more generalizable planning
with broad applications to robotic manipulation.

Future work. Despite showcasing impressive perfor-
mance and generalization, EDMP still relies on a set of
handcrafted cost functions to capture diversity across the
scenes. Automating the design of cost-functions based on
scene diversity could be an interesting future work.
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