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Abstract
This paper introduces Leaderboard Auto Gener-001
ation (LAG), a novel and well-organized frame-002
work for automatic generation of leaderboards003
on a given research topic in rapidly evolving004
fields like Artificial Intelligence (AI). Faced005
with a large number of AI papers updated daily,006
it becomes difficult for researchers to track ev-007
ery paper’s proposed methods, experimental008
results, and settings, prompting the need for009
efficient automatic leaderboard construction.010
While large language models (LLMs) offer011
promise in automating this process, challenges012
such as multi-document summarization, leader-013
board generation, and experiment fair compari-014
son still remain under exploration. LAG solves015
these challenges through a systematic approach016
that involves the paper collection, experiment017
results extraction and integration, leaderboard018
generation, and quality evaluation. Our contri-019
butions include a comprehensive solution to the020
leaderboard construction problem, a reliable021
evaluation method, and experimental results022
showing the high quality of leaderboards.023

1 Introduction024

The explosive growth of scientific publications025

has created both unprecedented opportunities and026

significant challenges for researchers seeking to027

stay abreast of state-of-the-art methods (Bornmann028

et al., 2020; Wang et al., 2024; Şahinuç et al., 2024).029

Leaderboard platforms, such as NLP-progress1 and030

Papers-With-Code2 have become invaluable by of-031

fering comprehensive overviews of recent research032

developments, highlighting ongoing trends, and033

identifying future directions. However, the large034

amount of daily papers makes it increasingly diffi-035

cult to update these leaderboards automatically and036

promptly. Figure 1 illustrates two pressing issues:037

First, the number of LLM-related articles submit-038

ted to arXiv has surged dramatically—from 2022039

1https://nlpprogress.com/
2https://paperswithcode.com/

to 2025, with over 20,000 submissions in 2024 040

alone. Second, even as new methods continuously 041

emerge, leaderboards, such as the one for Multi- 042

hop Question Answering on the HotpotQA(Yang 043

et al., 2018) dataset, remain stagnant, with the latest 044

method dating back to 2023. These observations 045

highlight a serious issue: the rapid accumulation of 046

daily scientific publications often outpaces the ca- 047

pability of researchers to keep up with cutting-edge 048

research and state-of-the-art methods, emphasiz- 049

ing the growing need for more efficient methods to 050

generate the latest and useful leaderboards. 051

Prior efforts have attempted to address this gap. 052

A line of work (Hou et al., 2019; Kardas et al., 053

2020) has proposed leaderboard construction meth- 054

ods that directly extract scientific entities from in- 055

dividual NLP papers, and construct a static leader- 056

board without updating and maintenance. Semi- 057

supervised scientific NER, proposed by Li et al. 058

(2023), focuses on extracting scientific entities 059

from both tables and text. Şahinuç et al. (2024) 060

introduce SCILEAD, a manually-curated Scientific 061

Leaderboard dataset, including 27 leaderboards de- 062

rived from 43 NLP papers. However, all previous 063

methods have been limited to the extracted scien- 064

tific entities and only give a static snapshot after 065

extracting information from a narrow selections. 066

We consider using LLMs such as GPT-4 067

(Achiam et al., 2023), Qwen (Yang et al., 2024), 068

and O1-preview which have demonstrated excep- 069

tional performance across diverse NLP tasks, es- 070

pecially in the long-context scenario (Chen et al., 071

2023a,b; Wang et al., 2023b) to automatically gen- 072

erate leaderboards based on given research topic. 073

Directly applying LLMs to this task still faces 074

several key challenges. First, Limited Paper Cov- 075

erage: It is challenging for human to search for all 076

papers on a certain scientific topic, due to the over- 077

whelming number of constantly emerging publica- 078

tions. Second, Unfair Comparison: Current stud- 079

ies do not consider fair experiment settings when 080
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Figure 1: Left: Growth trend of paper submission on LLMs from 2022 to 2025-02. Right: An Example of a
Multi-hop QA dataset leaderboard (HotpotQA Homepage), the latest method is still stuck in 2023.

making comparisons. For example, in NLP re-081

search, key experimental components, model size,082

train dataset size, and hyperparameter selection,083

vary significantly across publications, highlighting084

the need for automatic alignment. Finally, Low085

Timeliness: A leaderboard, which lacks regular up-086

dates and continuous maintenance, cannot provide087

researchers with sufficient useful information.088

To this end, we introduce LAG, a novel agent089

framework for dynamically and automatically gen-090

erating leaderboards. Figure 2 illustrates the frame-091

work of our method, which is organized into four092

stages: (1) Paper Collection and split: Initially,093

LAG automatically download all relevant LaTex094

code based on the given research topic from arXiv095

and filter out papers published before certain date096

and those unrelated to the topic, ensuring proper pa-097

per coverage and timeliness. (2) Table Extraction098

and Classification: We use LLMs to extract and099

classify experiment tables based on accompany-100

ing table descriptions. (3) Table Unpacking and101

Integration: LAG extracts the datasets, metrics,102

experiment settings, and experiment results from103

the tables in the form of a quintuple, including104

paper title. Experiment setting extraction is cru-105

cial for enabling fair comparisons across different106

baselines. (4) Leaderboard Generation and Eval-107

uation: The extracted quintuples are recombined108

and re-ranked to form candidate leaderboards.109

To evaluate the performance of LAG, we pro-110

pose two key quality dimensions for assessment:111

(1) Topic-related Quality: paper coverage assess-112

ment, determining whether each quintuple in the113

LAG-generated leaderboards is related to the given114

topic. (2) Content Quality: We adopt the LLM-as- 115

Judge method for leaderboard quality evaluation on 116

four aspects, including Coverage, Structure, Latest, 117

and Multiaspect. We also introduce human experts 118

to manually evaluate LAG-generated leaderboards 119

and compute the Pearson Correlation Coefficient 120

between human- and LLMs-assigned scores. 121

Extensive experiments across different leader- 122

board lengths (5, 10, 15, and 20 items) show that 123

LAG consistently achieves high topic-related and 124

content quality scores. With 20 items, a LAG- 125

generated Leaderboard represents 20 baselines for 126

researchers, achieving 67.58% recall and 70.33% 127

precision scores in topic-related quality. In content 128

quality with 20 items, LAG achieves 4.12 coverage, 129

3.96 latest, 4.16 structure, and 4.08 multiaspect 130

scores, approaching human performance (4.72 cov- 131

erage, 4.68 latest, 4.34 structure, and 4.58 mul- 132

tiaspect scores). Although the manually created 133

leaderboard achieves higher content quality, it is 134

much more time-consuming than LAG, deeming 135

the efficiency. With fewer items, LAG gets even 136

higher performance, slightly lower than human per- 137

formance. These results highlight the effectiveness 138

of LAG, providing a reliable proxy for human judg- 139

ment across varying leaderboard items. Further- 140

more, the Pearson correlation coefficient values 141

indicate a moderate positive correlation between 142

the human-assigned and LLM-assigned scores. 143

To our best knowledge, LAG is the first method 144

to explore the potential of LLM agents for auto- 145

matic leaderboard generation, proposing evaluation 146

criteria that align with human preferences and offer- 147

ing valuable reference for future related research. 148
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Related Work Data Source Experiment Settings Multi Document Dynamic

TDMS(Hou et al., 2019) NProg. % % %

Axcell (Kardas et al., 2020) PwC % % %

TELIN (Yang et al., 2022) PwC % % %

ORKG(KABENAMUALU et al., 2023) PwC % % %

LEGO (Singh et al., 2024) PwC % % %

SciLead (Şahinuç et al., 2024) NLP papers % ✓ %
LAG (Ours) arXiv ✓ ✓ ✓

Table 1: Comparison of related work and ours. Data Source: Source of leaderboards: NProg.: NLP-progress, PwC:
paperswithcode. Experiment Settings: whether the experiment settings are extracted as part of leaderboards or not.
Multi Document: whether the leaderboards are constructed from multiple papers or not. Dynamic: whether the
generated leaderboards can be updated dynamically or not.

2 Related Work149

LLM for Scientific Research. In the realm of150

LLMs, several studies have explored using LLMs151

for improving work efficiency in scientific research.152

Baek et al. (2024) and Yang et al. (2023) pro-153

posed a multi-agent-based scientific idea genera-154

tion method to boost AI-related research. To eval-155

uate the quality of LLM-generated ideas, Si et al.156

(2024) introduced a comprehensive human evalua-157

tion metric. Wang et al. (2023a) proposed SciMON,158

a method that uses LLMs for scientific literature159

retrieval. Wang et al. (2024) proposed an LAG to160

automatically generate scientific surveys based on161

the given research topic. The AI Scientist, Lu et al.162

(2024) introduced a fully automated, prompt-driven163

research pipeline. To make LLM-generated ideas164

more diverse and practical, Weng et al. (2024) pro-165

posed CycleResearcher, an iterative self-rewarding166

framework that allows the LLM to refine its ideas167

continuously, enhancing both diversity and practi-168

cality in research proposal generation. However,169

no previous research focused on the leaderboard170

generation for researchers to search, organize, and171

compare the state-of-the-art methods rapidly and172

fairly based on a certain research topic.173

Leaderboard Construction. Table 1 illustrates174

the differences between the previous work and175

LAG. First of all, previous work builds leader-176

boards by using data sources such as NLP-progress177

or Papers-With-Code. However, these sources lack178

rigorous quality assurance, such as standardizing179

scientific entities across different leaderboards and180

ensuring complete coverage of relevant publica-181

tions. Instead, we choose arXiv, which is a free182

distribution service and an open-access archive for183

nearly 2.4 million scholarly articles in different do-184

mains, providing a large amount of publications for185

researchers. Similar to our work, Hou et al. (2019), 186

Kardas et al. (2020), and Singh et al. (2024) extract 187

“Task”, “Dataset”, “Model” along with the experi- 188

ment result entities as TDM triples to build a leader- 189

board. Yang et al. (2022) and KABENAMUALU 190

et al. (2023) leverage the pre-defined TDM triples 191

in an extraction process similar to Hou et al. (2019). 192

Since these approaches require a pre-defined tax- 193

onomy of TDM triples, they are incompatible with 194

realistic task definitions. In short, none of the pre- 195

vious work is adaptable to constantly emerging 196

benchmarks driven by new research and innovation. 197

Moreover, none of the studies extract the experi- 198

ment settings as additional information to generate 199

leaderboards, which results in a lack of fair compar- 200

ison. In scientific research, experiment settings are 201

important for educators or users to reproduce the 202

experimental results claimed in scientific publica- 203

tions. In this work, we address the aforementioned 204

problems. Specifically, we (1) dynamically down- 205

load scientific publications and generate up-to-date 206

leaderboards based on the given scientific topic and 207

the specific date; (2) extract experiment settings 208

as part of leaderboards for fair comparison; (3) ap- 209

ply a Multi-Agent-as-Judge to evaluate leaderboard 210

quality. 211

3 Methods 212

Figure 2 depicts LAG, which consists of four 213

stages: Paper Collection and Split, Table Extraction 214

and Classification, Table Unpacking and Integra- 215

tion, and Leaderboard Generation and Evaluation. 216

Each stage is meticulously designed to address spe- 217

cific challenges associated with leaderboard gener- 218

ation, thereby enhancing the efficiency and quality 219

of the resulting leaderboards. The whole process is 220

iterated several times (e.g., five times) to generate 221

a high-quality leaderboard. 222
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Scientific Topic
Stage 1: 
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Figure 2: The LAG framework for leaderboard automatic generation. In Stage 1, we automatically crawl scientific
papers from arXiv. In Stage 2, we retrieve, extract, and classify tables from the latex code. In Stage 3, we select the
main results tables and extract datasets, metrics, results, and experiment settings from the main results table. In
Stage 4, we generate Leaderboards from the selected results and evaluate the quality.

3.1 Paper Collection and Split223

Utilizing the off-the-shelf tools 3, LAG first224

searches and retrieves a set of papers Pinit =225

{P1, P2, ..., PN} from arXiv and downloads La-226

TeX code files related to a specific scientific re-227

search topic T . Then, we specify a certain date228

and filter out all papers published before the date.229

The filtering stage is important for ensuring that230

the generated leaderboards are grounded in the231

most relevant and recent research. Moreover, since232

the search tool just identifies only the keywords233

in the paper title and abstract, which can lead234

to a significant amount of noisy data, we also235

introduce a retrieval model to filter out papers236

that are irrelevant to the given topic and retrieve237

topic-related papers. The set of filtered papers238

Pfiltered = {Retrieval{P1, P2, ..., PU}} is used to239

generate the leaderboards, ensuring comprehen-240

sive coverage of the topic and logical structure.241

Due to the extensive number of relevant papers re-242

trieved and filtered during this stage, the total input243

length of Pfiltered often exceeds the maximum input244

length of LLMs. Since most of the LaTex content245

is unproductive for generating leaderboards, we246

split the LaTeX code into several sections based247

on the structure of each paper. Most tables, table-248

related descriptions, experiment results, and ex-249

periment settings are located in the “Experiment”250

3https://github.com/lukasschwab/arxiv.py

section, which contains the key information for 251

generating leaderboards. Consequently, we se- 252

lect all “Experiment” sections as well as all tables 253

{Table1,Table2, ...,TableU} and all table-related 254

descriptions {D1, D2, ...DU}, extracted from all 255

papers, as input for the next stage. 256

3.2 Table Extraction and Classification 257

Typically, a scientific paper, such as those in the nat- 258

ural language processing domain, contains several 259

types of tables, including “Main Results”, “Abla- 260

tion Study”, and “Others”. The “Main Results” 261

tables are the most important tables in the paper, 262

which illustrate the novelty, contributions, and ef- 263

fectiveness of the proposed methods or models by 264

comparing the experiment results of the proposed 265

method with other baselines. We utilize these tables 266

for leaderboard generation. The “Ablation Study” 267

tables examine the effect of damaging or remov- 268

ing certain components in a controlled setting to 269

investigate all possible outcomes of system failure. 270

The “Others” tables are the tables that illustrate the 271

supplementary information of the experiments. For 272

example, some tables illustrate the dataset statistics 273

of the benchmark used in the experiments, while 274

other tables list the results of “Case Study” and “Er- 275

ror Analysis”. To address this, we propose an agent 276

that uses the In-Context Learning method (Dong 277

et al., 2022) to manually select one table from each 278

of the three different types. The agent then prompts 279
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LLMs to classify the table types and only keeps the280

“Main Experiments” tables and their descriptions as281

the final input. The ith table types can be described282

as: LLM(Tablei, Di;Prompt) → Table type.283

In practice, the most intrinsic approach is to di-284

vide Stage 2 into the following sequential steps: (1)285

Extract all tables and their associated captions from286

the LaTeX code. (2) Classify the extracted tables287

according to predefined table types. (3) Extract288

metrics, performance values, and experimental set-289

tings related to the proposed model from tables290

categorized as “Main Results”. Moreover, each of291

these three steps necessitates the use of LLM APIs,292

and repeated reference to certain table contents fur-293

ther exacerbates the substantial waste of tokens. To294

address this issue, we create the agent following the295

few-shot Chain of Thought (CoT) prompting pro-296

cess, enabling it to classify and extract information297

from identified “Main Results” tables in a single di-298

alogue round. Specifically, in the requested JSON299

output, we additionally set the key points as fol-300

lows: “number of tables (Int)", “classification of301

tables (Dict)" and “selected table’s index (Int)".302

3.3 Table Unpacking and Integration303

Following the table extraction and classification304

phase, each table Tablei is sent into the LLM to305

extract the core information. To build a useful and306

high-quality leaderboard, we define four types of307

scientific terms: Datasets, Metrics, Experiment Re-308

sults, and Experiment Settings. For datasets, we309

use LLMs to count the frequency in all filtered pa-310

pers Pfiltered of each dataset under a certain research311

topic and retain the top-K (K=5) datasets with the312

highest frequency of occurrence in scientific pa-313

pers. For the rest of the three scientific terms, we314

utilize LLMs to extract from given Tablei with a315

related table description Di. After scientific term316

extraction, we recombined them into a quintuple,317

including the paper title as the unique identification318

ID. Each paper can produce one quintuple and fi-319

nally we get a raw leaderboard with M quintuples320

from M filtered papers. The raw leaderboard is321

reranked on the basis of the experiment results.322

3.4 Leaderboard Generation and Evaluation323

After we obtain K leaderboards based on top-K324

frequent datasets, the final stage involves a qual-325

ity evaluation based on our pre-defined four cri-326

teria, which is shown in Table 4 in Appendix.327

Each leaderboard is assigned three scores based328

on “Coverage”, “Latest” and “Structure”. Since329

a research topic may contain several datasets, the 330

“Multi-Aspect” is the average quality score that 331

is used to evaluate the LLM-generated leader- 332

boards for each dataset. The best leaderboard 333

is chosen from N candidates. LLMs criti- 334

cally examine the leaderboards in several as- 335

pects. The final output of Leaderboard is Lbest = 336

Evaluate(Lca1, Lca2, ..., LcaN). 337

The methodology outlined here, from paper col- 338

lection to leaderboard evaluation, ensures that LAG 339

effectively addresses the complexities of leader- 340

board generation in the AI domain using advanced 341

LLM agents. We provide Pseudo-code for easily 342

understanding, which is shown in Algorithm 1.

Algorithm 1 Leaderboard Automatic Generation.
1: Input: Scientific topic T , open-access platform arXiv A
2: Output: Final refined and evaluated leaderboard L

# Stage 1: Paper Collection and Document Split
3: Crawl topic T related N publications Pinit =
{P1, ...PN} ← Retrieve(T,A)

4: Filter out topic-unrelated and old papers, Pfiltered =
{P1, ...PM} ← Retrieve(Pinit, date, topic)
# Stage 2: Table Extraction and Classification

5: for each Leaderboard iteration i = 1 to Iters do
6: Count frequency of all datasets and retain top-K

datasets from U papers.
7: for each dataset j = 1 to K do
8: Split Pi, Extract U Tables {Table1, ...,TableU} and

table-related description {D1, ...DU}.
9: Classify each table and keep “Main Results Table”.

10: for each main table and table description do
11: Extract Paper title, Dataset, Metrics, Experiment

Settings, and Experiment Results as quintuple.
12: end for

# Stage 3: Leaderboard Generation
13: Recombine all quintuples and rank the quintuples

by performance scores.
14: Output the Candidate Leaderboard Lca

15: end for
16: end for

# Stage 4: Quality Evaluation and Iteration
17: Evaluate and select the best leaderboard Lbest ←

Evaluate(Lca1, Lca2, . . . , LcaN )
18: Output: Refined and evaluated leaderboard Lbest

343

4 Experiments 344

We designed experiments for LAG, aiming to an- 345

swer four questions: RQ-1: Can LAG address the 346

paper coverage issue and generate fair leaderboards 347

by incorporating the latest baselines? RQ-2: Can 348

LAG reduce time consumption? RQ-3: Is the evalu- 349

ation consistent between LAG and human experts? 350

RQ-4: Is each proposed component of LAG useful? 351

4.1 Experimental Setup 352

We evaluated LAG’s performance by testing its 353

ability to generate leaderboards for specific topics 354
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Leaderboard Length (items) Topic-related Quality Model Speed/s
Content Quality

Recall Precision Coverage Latest Structure Multiaspect

5 76.57±11.65 79.43±8.86

Qwen2.5-7B 131.43 3.60±0.48 3.46±0.49 3.18±0.32 3.41
Qwen2.5-14B 129.51 4.23±0.38 4.14±0.31 3.68±0.29 4.02

GPT4-o 49.64 4.52±0.42 4.70±0.32 4.32±0.38 4.41
O1-preview 79.67 4.63±0.48 4.71±0.71 4.40±0.33 4.58

Human Writing 355 4.89 4.83 4.91 4.88

10 75.19±9.81 80.05±6.76

Qwen2.5-7B 156.41 3.22±0.48 3.41±0.49 4.11±0.39 3.57
Qwen2.5-14B 163.54 3.91±0.48 3.55±0.49 3.41±0.39 4.61

GPT4-o 88.96 4.68±0.39 4.59±0.33 4.45±0.41 4.56
O1-preview 98.44 4.40±0.48 4.46±0.71 4.31±0.33 4.39

Human Writing 612 4.81 4.72 4.65 4.72

15 71.34±8.39 74.58±7.35

Qwen2.5-7B 183.45 3.11±0.28 3.23±0.26 3.15±0.27 3.16
Qwen2.5-14B 195.63 3.68±0.28 3.32±0.19 3.18±0.24 3.39

GPT4-o 105.61 4.47±0.22 4.16±0.27 4.32±0.24 4.28
O1-preview 109.33 4.21±0.48 4.06±0.21 4.28±0.31 4.18

Human Writing 839 4.71 4.65 4.44 4.60

20 67.58±9.12 70.33±6.89

Qwen2.5-7B 196.33 3.03±0.25 3.11±0.31 2.98±0.25 3.16
Qwen2.5-14B 208.64 3.49±0.34 3.17±0.26 3.03±0.28 3.39

GPT4-o 120.52 4.28±0.28 3.92±0.22 4.21±0.25 4.13
O1-preview 117.45 4.12±0.38 3.96±0.25 4.16±0.29 4.08

Human Writing 1128 4.72 4.68 4.34 4.58

Table 2: Results of leaderboard quality generated by LLMs in the first iteration. Leaderboard Length: The number
of items in the leaderboard. For example, a 5-item leaderboard contains 5 baselines. Topic-related Quality: The
precision and recall of each paper in relation to its relevance to the topic. Speed: The average time required to
generate a single leaderboard. Content Quality: The evaluation results of the leaderboard content.

across various complex settings.355

4.1.1 Evaluation Metrics356

We use two metrics to evaluate the quality (topic-357

related and leaderboard content) and speed of358

leaderboard generation, respectively, in response to359

the three challenges mentioned in the introduction.360

(1) Topic-related Quality: The aforementioned361

arXiv crawler employs regular expression match-362

ing in the abstract section to identify papers related363

to specified topics. While this method is efficient, it364

is relatively rudimentary and cannot guarantee that365

all retrieved papers meet our requirements. The366

quality of these papers not only directly affects the367

final leaderboard, but low-quality candidate papers368

can also significantly prolong the time required for369

construction. Therefore, it is essential to evaluate370

the quality of the retrieved articles. We evaluate371

the quality of content from the following two as-372

pects. (i) Recall: It measures whether all items in373

the generated leaderboard are related to the given374

research topic. (ii) Precision: It identifies irrele-375

vant items, ensuring that the items in the generated376

leaderboards are pertinent and directly support the377

given research topic.378

(2) Leaderboard Content Quality: The evalua-379

tion metric of leaderboard content quality includes380

four aspects. Each aspect is judged by LLMs ac-381

cording to a 5-point, calibrated by human experts.382

The evaluation criteria are listed in Table 4. (i)383

Coverage: Assess each paper represented on the384

LAG-generated leaderboards encapsulates all as- 385

pects of the topic. (ii) Latest: Test whether all 386

papers represented on the LAG-generated leader- 387

boards are latest. (iii) Structure: Evaluate the 388

logical organization and determine whether LAG 389

leaderboards are missing any items. (iv) Multi- 390

aspect: Average score of the previous three criteria 391

for LAG-generated leaderboards. 392

(3) Leaderboard Construction Speed: Manually 393

building a leaderboard is a time-consuming and 394

laborious task. This process can be divided into the 395

following main components: Tr (search for papers 396

on a specific topic), Tb (browse all retrieved arti- 397

cles and develop several highly frequent datasets), 398

Tf (filter candidate articles based on the selected 399

datasets), Te (read and extract information), and Tc 400

(the integration and construction time). And the 401

total time consumption can be calculated as: 402

Tmanual = Tr + Tb + Tf + Te + Tc. (1) 403

Given L denotes the length of the leaderboard, 404

Nretrieved number of retrieved articles, Nfiltered num- 405

ber of articles retained, and P the proportion of 406

valid articles with P = Nfiltered
Nretrieved

. We find that Tb 407

and Tf are strongly correlated with leaderboard 408

length L and the Topic-related quality: 409

{Tb, Tf} ∝ L

P
=

L ·Nretrieved

Nfiltered
. (2) 410

While Tr is relatively fixed, Te and Tc usually 411

only have a positive correlation with L. 412
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For LAG, we barely account for all the invo-413

cation time of the agents’ API calls. Compared414

to manual work, which often takes several days,415

LAG reduces the total time cost in the minute level.416

This is largely attributed to the task decomposition417

conducted in this paper, the division of labor and418

scheduling among agents, and the superior perfor-419

mance of the LLMs.420

4.1.2 Baselines421

We employ proprietary and open-source LLMs in422

our experiments and set the temperature to 0.7423

for proprietary models. For proprietary models,424

we adopt GPT-4o (Achiam et al., 2023), and the425

O1-preview. For open-source LLMs, we adopt426

Qwen2.5-7B and Qwen2.5-14B (Yang et al., 2024).427

We provide a detailed illustration of our designed428

prompts for different stages in Appendix A.429

4.2 Experiment Results430

4.2.1 Performance Comparison (RQ-1)431

Topic-related Quality Evaluation: Table 2 illus-432

trates the Topic-related Quality LAG achieved a433

recall of 67.58% and a precision of 70.33% with434

20 items, indicating that it successfully retrieved a435

large proportion of relevant papers while maintain-436

ing a low rate of irrelevant ones. This performance437

is crucial for ensuring that the generated leader-438

boards are both comprehensive and accurate. The439

high precision and recall scores illustrate that LAG440

could help solve the paper coverage problem.441

Fair Comparison: To ensure fair comparison,442

LAG extracted all experiment settings as part of443

the LAG-generated leaderboards. We provide a444

detailed case study of LAG-generated leaderboards445

with experiment settings in Appendix B.446

Content Quality Evaluation: Table 2 presents the447

results of leaderboard quality generated by LAG448

and the baselines. LAG consistently achieved high449

scores across all evaluation metrics, particularly in450

terms of Coverage and Latest, indicating its abil-451

ity to include a wide range of relevant and recent452

papers. For example, at a leaderboard length of453

20 items, LAG achieved a Coverage score of 4.12454

and a Latest score of 3.96, approaching human455

performance (4.72 and 4.68, respectively). While456

manual leaderboards scored slightly higher in con-457

tent quality, LAG significantly reduced the time458

required for leaderboard generation, demonstrating459

its efficiency.460

Iteration Evaluation: To ensure the high-461

quality of LAG-generated leaderboards, we iterated462

Figure 3: Impact of Iteration on LAG Performance.

the process to evaluate the performance change dur- 463

ing the whole iteration. Figure 3 presents the effect 464

of different iteration counts on the performance of 465

LAG. The results show that increasing the number 466

of iterations from 1 to 5 provides a significant im- 467

provement in structure quality and Coverage qual- 468

ity scores. However, the latest score remains at a 469

relatively high level, which is because in stage 1 of 470

LAG, the old papers are filtered out. 471

Our experiments demonstrate that LAG is highly 472

effective in generating high-quality, up-to-date 473

leaderboards across various research topics. The 474

framework’s ability to dynamically update leader- 475

boards and extract detailed experiment settings en- 476

sures a fair comparison between state-of-the-art 477

baselines. While LAG’s content quality scores 478

are slightly lower than those of manually created 479

leaderboards, its efficiency and scalability make it 480

a valuable tool for researchers in rapidly evolving 481

fields like AI and NLP. 482

4.2.2 Efficiency Analysis (RQ-2) 483

Construction Speed: LAG dramatically reduced 484

the time required to generate leaderboards com- 485

pared to manual methods. For instance, generat- 486

ing a 20-item leaderboard with LAG took approx- 487

imately 120 seconds, while manual construction 488

took over 18 minutes. This speed advantage makes 489

LAG a practical tool for researchers who need up- 490

to-date leaderboards in rapidly evolving fields. The 491

high speed of LAG illustrates that LAG could help 492

generate high-quality leaderboards timely. 493

4.2.3 Meta Evaluation (RQ-3) 494

To verify the consistency between our proposed 495

LLM evaluation strategy and human evaluation, 496

we conduct a correlation evaluation involving hu- 497

man experts and our automated evaluation method. 498

Human experts judge pairs of generated leader- 499
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Methods Leaderboard Length (items) Speed/s
Content Quality

Coverage Latest Structure Multiaspect

LAG w/o Table Classification
5

42.35 4.43 4.52 3.95 4.30
LAG w/o Refinement 43.58 4.41 4.46 4.05 4.31

LAG 49.64 4.52 4.70 4.32 4.51

LAG w/o Table Classification
10

81.37 4.31 4.36 4.01 4.33
LAG w/o Refinement 80.52 4.24 4.17 3.88 4.10

LAG 88.96 4.68 4.59 4.45 4.56

LAG w/o Table Classification
15

93.28 4.13 4.08 3.61 3.94
LAG w/o Refinement 91.32 4.19 4.13 3.72 4.01

LAG 105.61 4.47 4.16 4.32 4.28

LAG w/o Table Classification
20

105.31 3.92 3.88 3.51 3.77
LAG w/o Refinement 99.35 3.85 3.71 3.62 3.72

LAG 120.52 4.28 3.92 4.21 4.13

Table 3: Ablation Study for LAG with different components removed. We use the GPT-4o as the backbone of LAG.

Figure 4: Pearson Correlation Coefficient values given
by four LLMs and human experts. Note that the Pearson
Correlation Coefficient is between -1 and 1, the larger
value indicates more positive correlations.

boards to determine which one is superior. We com-500

pare the judgments made by our method against501

those made by human experts. Specifically, we pro-502

vide experts with the same scoring criteria used in503

our evaluation for reference. The experts rank the504

20 LAG-generated leaderboards, and we compare505

these rankings with those generated by the LLM us-506

ing the Pearson Correlation Coefficient to measure507

consistency between human and LLM evaluations.508

The results of this meta-evaluation are presented509

in Figure 4. The table shows the Pearson Corre-510

lation Coefficient values, indicating the degree of511

correlation between the rankings given by each512

LLM and the human experts. The Pearson corre-513

lation coefficient values indicate a strong positive514

correlation between the quality scores provided by515

the LLM and those given by human experts, with516

the O1-preview achieving the highest correlation517

at 0.76. These results suggest that our evaluation518

method aligns well with human preferences, pro-519

viding a reliable proxy for human evaluation.520

4.2.4 Ablation Study (RQ-4) 521

To understand the contribution of each component 522

in LAG, we conducted an ablation study by remov- 523

ing key components of LAG as follows: (1) LAG 524

w/o Table Classification: We removed the table 525

classification step, which led to a slight decrease 526

in Structure and Multiaspect scores, indicating that 527

classifying tables is essential for maintaining a log- 528

ical and well-organized leaderboard. (2) LAG w/o 529

Refinement: We disabled the Refinementing step, 530

which resulted in a minor drop in Coverage and 531

Latest scores, suggesting that Refinementing helps 532

refine the leaderboard by ensuring that only the 533

most relevant and recent papers are included. As 534

shown in Table 3, the results of the ablation study 535

confirm that each component of the LAG plays 536

a crucial role in achieving the generation of the 537

high-quality leaderboard. 538

5 Conclusion 539

We introduce LAG, a novel agent framework lever- 540

aging large language models to automatically gen- 541

erate the latest, and high-quality leaderboards 542

based on given research topics. LAG addresses key 543

challenges including paper coverage, fair compari- 544

son, and timeliness through a systematic approach 545

involving paper collection and split, table extrac- 546

tion and classification, table unpacking and inte- 547

gration, and leaderboard generation and evaluation. 548

Experiments showed that LAG can automatically 549

generate new, high-quality leaderboards in a rela- 550

tively short time and match human performance 551

topic-related quality and content qulaity. This ad- 552

vancement offers a scalable and effective solution 553

for synthesizing the latest leaderboards, providing 554

a valuable tool for researchers in rapidly evolving 555

fields like artificial intelligence. 556
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Limitations557

One limitation of LAG is its reliance on the quality558

of the retrieved papers. While our topic-related559

quality metrics are strong, there is still room for560

improvement in ensuring that all relevant papers561

are included. Future work could explore more so-562

phisticated retrieval models to further enhance the563

coverage of the generated leaderboards. Another564

limitation is, a specific dataset may contain sev-565

eral evaluation metrics, and different papers may566

use different metrics to evaluate proposed models’567

performance, bringing challenges for leaderboard568

generation and baseline comparison.569
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A Example Prompts687

The prompts of instructing LLMs in different stages688

of LAG are illustrated in Prompts 1, 2, and 3.689

B Example LAG-generated Leaderboards 690

Figure 5 and 6 illustrate two examples generated 691

by LAG. The papers in the first leaderboard are the 692

latest methods of semi-supervised medical image 693

segmentation on the LA dataset from March to De- 694

cember in 2024. The second leaderboard collects 695

the most recent methods for image quality assess- 696

ment conducted on the LIVE dataset from February 697

2022 to November 2024. To ensure that the table 698

content is fully displayed, the "model & size" and 699

"hyperparameters selection" within the experimen- 700

tal settings are presented beneath the paper titles. 701

First and foremost, when viewed holistically, 702

both leaderboards with 20 entries, whether utilizing 703

qwen2.5-14B or GPT-4o as the construction model, 704

exhibit a notably high level of completeness. Upon 705

specific analysis of the missing information, in 706

Leaderboard 1, LAG failed to successfully extract 707

the HD value from "Self-Paced Sample Selection 708

for Barely-Supervised Medical Image Segmenta- 709

tion" (No. 11) because the metric was referred to 710

as 95HD in the original text. Although our design 711

accounts for such situations: our designed agent 712

is required to extract metrics from both text and 713

tables to avoid confusion caused by abbreviations. 714

This design has successfully resolved most of the 715

issues arising from abbreviations, but such errors 716

still occur with a small probability. The absence of 717

metrics in entries No. 13 and No. 20 is acceptable 718

because the original text indeed lacks these metrics. 719

The situation in Leaderboard 2 is similar; the only 720

two missing items (No. 4 and No. 14) are also 721

due to the absence of corresponding results in the 722

original texts. 723

The higher missing rate in the 5-row leaderboard 724

compared to the 20-row leaderboard for the LIVE 725

dataset can be attributed to the following reasons: 726

When only 5 papers are included, LAG extracts a 727

larger number of metrics, including RMSE, mIoU, 728

and mAcc. The missing values for these metrics are 729

tolerable in a 5-row leaderboard. However, when 730

expanding to a 20-row leaderboard, the excessive 731

number of missing values forces LAG to discard 732

these metrics to ensure that the leaderboard conveys 733

meaningful information. 734

Secondly, regarding the experimental settings, 735

we observe that in Leaderboard 1, the information 736

on "model & size", "hyperparameters", and "train- 737

ing strategy" is both accurate and comprehensive. 738

Notably, there is a consistent thread throughout the 739

hyperparameters: the portion of labeled data. In 740
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Semi-Supervised Medical Image Segmentation Leaderboard: LA dataset
Papers due: 2024 December

Latest 20 papers

No. Model Experimental Setting Metrics

Model Name Code Training Strategy Dice Jaccard 95HD ASD

1

Uncertainty-Guided Cross Attention Ensemble Mean Teacher for Semi-
supervised Medical Image Segmentation

UG-CEMT framework with V-Net backbone
labeled data percentage of 20%, EWA decay rate of 0.99, dropout rate of 0.5, SAM radius of 0.5

GitHub semi-supervised learning with uncertainty-guided consistency
regularization 89.73 81.63 2.2 0.5

2

Biologically-inspired Semi-supervised Semantic Segmentation for Biomedical
Imaging

UNet-like architecture
labeled data percentage of 20%

GitHub two-stage semi-supervised approach 89.17 80.45 11.92 2.66

3

GraphCL: Graph-based Clustering for Semi-Supervised Medical Image
Segmentation

GraphCL with a 3D V-Net backbone
labeled scans of 8 (10%), unlabeled scans of 72, alpha of 0.5, kappa of 0.01, tau of 2

- Graph-based clustering with a teacher-student framework 90.24 82.31 6.42 1.71

4

Leveraging CORAL-Correlation Consistency Network for Semi-Supervised
Left Atrium MRI Segmentation

V-Net backbone
labeled scans of 16, unlabeled scans of 64, batch size of 4, learning rate of 0.01, momentum of 0.9,

weight decay of 0.0001

- semi-supervised learning with CORAL-Correlation
Consistency Network (CORN) 91.22 83.96 5.34 1.54

5

Dual-Teacher Ensemble Models with Double-Copy-Paste for 3D Semi-
Supervised Medical Image Segmentation

V-Net backbone
labeled_ratio of 20%, similarity_threshold of 0.01, EMA_decay_rate of 0.99

GitHub dual-teacher framework with staged selective ensemble and
double-copy-paste strategy 91.82 84.92 5.11 1.5

6

Affinity-Graph-Guided Contractive Learning for Pretext-Free Medical Image
Segmentation with Minimal Annotation

Semi-AGCL framework
Labeled of 5%, Unlabeled of 95%

- Affinity-graph-guided semi-supervised contrastive learning 90.44 79.05 7.78 2.11

7

Manifold-Aware Local Feature Modeling for Semi-Supervised Medical Image
Segmentation

V-Net architecture
alpha of 0.05

GitHub semi-supervised learning with 10% labeled data 90.28 82.37 6.49 1.66

8

SDCL: Students Discrepancy-Informed Correction Learning for Semi-
supervised Medical Image Segmentation

VNet and ResNet
labeled images of 8, unlabeled images of 72, batch size of 8, learning rate of 0.001, gamma of 0.5, mu of

0.05

GitHub semi-supervised learning with discrepancy correction learning 92.35 85.83 4.22 1.44

9

PMT: Progressive Mean Teacher via Exploring Temporal Consistency for
Semi-Supervised Medical Image Segmentation

V-Net
labeled percentage of 10%, EMA decay rate of 0.99, batch size of 4, iterations of 6000

GitHub Progressive Mean Teacher framework with pseudo-label
filtering and discrepancy-driven alignment 90.81 83.23 5.61 1.5

10
Adaptive Mix for Semi-Supervised Medical Image Segmentation

V-Net
labeled data percentage of 20%, mix-up patch size of 32, maximum number of mix-up patches of 16

GitHub AdaMix-MT framework (Mean-Teacher paradigm) 91.87 85.36 5.53 1.65

11

Self-Paced Sample Selection for Barely-Supervised Medical Image
Segmentation

SPSS framework with 16 labeled slices
learning rate of 0.01, iterations of 6000, decay of 0.1 every 2500 iterations

GitHub self-paced sample selection framework with SU and SC
components 86.19 75.89 - 3.49

12

Leveraging Task-Specific Knowledge from LLM for Semi-Supervised 3D
Medical Image Segmentation

V-Net backbone
labeled data percentage of 10%, unlabeled data percentage of 90%

- co-training framework with unified segmentation loss 91.45 84.31 4.66 1.62

13

Rethinking Barely-Supervised Volumetric Medical Image Segmentation from
an Unsupervised Domain Adaptation Perspective

V-Net
labeled data percentage of 5%

GitHub Barely-supervised learning via unsupervised domain
adaptation (BvA) 87.4 - - 2.37

14

Leveraging Fixed and Dynamic Pseudo-labels for Semi-supervised Medical
Image Segmentation

V-Net
labeled data ratio of 5%, unlabeled data ratio of 95%

- co-training framework with fixed and dynamic pseudo-labels 89.55 81.18 5.48 1.99

15

CrossMatch: Enhance Semi-Supervised Medical Image Segmentation with
Perturbation Strategies and Knowledge Distillation

V-Net
labeled data percentage of 10%, confidence threshold (tau) of 0.85, distillation balance (eta) of 0.3

GitHub Self-training with knowledge distillation and perturbation
strategies 91.33 84.11 5.29 1.53

16

Mixed Prototype Consistency Learning for Semi-supervised Medical Image
Segmentation
V-Net backbone

labeled scans of 16 (20%), unlabeled scans of 64 (80%), batch size of 4, learning rate of 0.01

- Mixed Prototype Consistency Learning framework with Mean
Teacher and auxiliary network 91.98 85.02 4.77 1.58

17

An Evidential-enhanced Tri-Branch Consistency Learning Method for Semi-
supervised Medical Image Segmentation

ETC-Net with V-Net backbone
labeled scans of 8, unlabeled scans of 72, batch size of 4, learning rate of 0.1

GitHub semi-supervised learning with evidential tri-branch consistency 91.15 83.8 5.45 1.65

18

EPL: Evidential Prototype Learning for Semi-supervised Medical Image
Segmentation

V-Net architecture
learning rate of 0.001, batch size of 3, iterations of 10000

- semi-supervised learning with 20% labeled data 92.3 85.72 4.73 1.38

19

Uncertainty-aware Evidential Fusion-based Learning for Semi-supervised
Medical Image Segmentation

V-Net
labeled_ratio of 100%, unlabeled_ratio of 0%

- semi-supervised learning with evidential fusion-based
framework 92.62 85.24 4.47 1.33

20

Guidelines for Cerebrovascular Segmentation: Managing Imperfect
Annotations in the context of Semi-Supervised Learning

UA-MT (Uncertainty-Aware Mean-Teacher)
learning rate of 0.01, final weight for consistency loss of 0.01

GitHub semi-supervised learning with uncertainty-aware consistency
regularization 89.51 81.01 - -

Figure 5: A leaderboard (20 lines) of semi-supervised medical image segmentation on the LA dataset, using GPT4-o
for table extraction and Qwen2.5-14B for leaderboard construction & refinement.
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Image Quality Assessment Leaderboard: LIVE dataset
Papers due: 2024 November

Latest 20 papers

Model Experimental Setting Metrics

No. Model Name Code Training Strategy SROCC PLCC

1
Dual-Representation Interaction Driven Image Quality

Assessment with Restoration Assistance
DRI-IQA model

GitHub Dual-Representation Interaction method with
restoration assistance 0.982 0.984

2
Study of Subjective and Objective Quality in Super-Resolution

Enhanced Broadcast Images on a Novel SR-IQA Dataset
ARNIQA model

- 5-fold cross-validation 0.86 0.911

3
Exploring Rich Subjective Quality Information for Image

Quality Assessment in the Wild
RichIQA model with three-stage quality prediction network

- multi-label training strategy using MOS, DOS,
and SOS 0.8943 0.9121

4
Q-Ground: Image Quality Grounding with Large Multi-modality

Models
Mask2Former

GitHub semantic segmentation finetuning - -

5 Dual-Branch Network for Portrait Image Quality Assessment
Dual-Branch Network with Swin Transformer-B backbones GitHub Pre-trained on LSVQ and GFIQA datasets,

followed by learning-to-rank optimization 0.85 0.86

6
Cross-IQA: Unsupervised Learning for Image Quality

Assessment
ViT (Vision Transformer) with Cross-IQA pretraining

- unsupervised pretraining followed by fine-
tuning 0.965 0.976

7
Deep Bi-directional Attention Network for Image Super-

Resolution Quality Assessment
BiAtten-Net

GitHub Bi-directional attention mechanism for full-
reference IQA 0.981 0.982

8 High Resolution Image Quality Database
HR-BIQA model with modified ResNet50 and ViT GitHub patch-based BIQA model designed for high-

resolution images 0.92 0.925

9
Deep Shape-Texture Statistics for Completely Blind Image

Quality Evaluation
EfficientNet-b7

- Shape-Texture Adaptive Fusion (STAF)
module with shape and texture CNN branches 0.935 0.931

10
JOINT DEEP IMAGE RESTORATION AND UNSUPERVISED

QUALITY ASSESSMENT
QAIRN (Quality-Aware Image Restoration Network)

- Joint restoration and unsupervised quality
assessment 0.879 0.87

11
Perceptual Assessment and Optimization of HDR Image

Rendering
HDR-NeRF with multilayer perceptron (MLP)

GitHub Perceptual optimization using HDR quality
metrics 0.869 0.873

12
Blind Image Quality Assessment via Transformer Predicted

Error Map and Perceptual Quality Token
ViT-B/16 (Vision Transformer backbone)

GitHub Pre-training on KADID-10K dataset followed
by fine-tuning on LIVE dataset 0.976 0.977

13
Gap-closing Matters: Perceptual Quality Evaluation and

Optimization of Low-Light Image Enhancement
IACA (Illumination Aware and Content Adaptive model)

GitHub Deep learning-based IQA model trained on
SQUARE-LOL database 0.875 0.878

14
Explainable Image Quality Assessments in Teledermatological

Photography
EfficientNet-B0, 15 MB

- supervised learning with class-weighted
training - -

15 Image Quality Assessment with Gradient Siamese Network
Gradient Siamese Network (GSN) - Trained on the entire KADID-10k dataset and

tested on LIVE dataset 0.932 0.922

16
DeepWSD: Projecting Degradations in Perceptual Space to

Wasserstein Distance in Deep Feature Space
DeepWSD with VGG16 backbone

GitHub No training with quality labels, pre-trained
network 0.9624 0.9609

17
Perceptual Quality Assessment for Fine-Grained Compressed

Images
Proposed method with gradient-based and texture-based features

- Full-reference image quality assessment (FR-
IQA) method 0.973 0.9612

18
SPQE: Structure-and-Perception-Based Quality Evaluation for

Image Super-Resolution
SPQE metric with HR as reference

- end-to-end training with adaptive tradeoff
mechanism 0.9317 0.9641

19
Multi-Scale Features and Parallel Transformers Based Image

Quality Assessment
MSFPT-avg (Multi-Scale Features and Parallel Transformers)

GitHub Full-Reference IQA with multi-scale feature
extraction and parallel transformers 0.977 0.972

20
Content-Variant Reference Image Quality Assessment via

Knowledge Distillation
CVRKD-IQA with FR-teacher

GitHub Knowledge distillation from FR-teacher to
NAR-student 0.973 0.969

Figure 6: A leaderboard (20 lines) of image quality assessment on the LIVE dataset, using GPT4-o for both table
extraction and leaderboard construction & refinement.
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Image Quality Assessment Leaderboard: LIVE dataset
Papers due: 2024 November

Latest 5 papers

Model Experimental Setting Metrics

No. Model Name Code Training Strategy SROCC PLCC RMSE mIoU mAcc

1

Dual-Representation Interaction Driven Image
Quality Assessment with Restoration

Assistance
DRI-IQA model

learning rate of 2e-4, batch size of 64

GitHub Dual-Representation Interaction
method with restoration assistance 0.982 0.984 - - -

2

Study of Subjective and Objective Quality in
Super-Resolution Enhanced Broadcast Images

on a Novel SR-IQA Dataset
ARNIQA model

scaling factor x2, iterations 1000

- 5-fold cross-validation 0.86 0.911 0.699 - -

3

Exploring Rich Subjective Quality Information
for Image Quality Assessment in the Wild

RichIQA model with three-stage quality prediction network
Adam optimizer with an initial learning rate of 0.00001, batch size

of 8

- multi-label training strategy using
MOS, DOS, and SOS 0.8943 0.9121 8.2312 - -

4

Q-Ground: Image Quality Grounding with Large
Multi-modality Models

Mask2Former
learning rate of 0.0003, batch size of 2

GitHub semantic segmentation finetuning - - - 0.403 0.646

5

Dual-Branch Network for Portrait Image Quality
Assessment

Dual-Branch Network with Swin Transformer-B
backbones

Initial learning rate of 1e-5, batch size of 12

GitHub
Pre-trained on LSVQ and GFIQA
datasets, followed by learning-to-

rank optimization
0.85 0.86 - - -

Figure 7: A leaderboard (5 lines) of image quality assessment on the LIVE dataset, using GPT4-o for both table
extraction and leaderboard construction & refinement.
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Table 4: Leaderboard Quality Criteria.

Criteria Scores

Coverage The ratio of the number of papers used for leaderboard generation to the total number of papers searched. (Pused/Ptotal) ∗ 5

Latest The ratio of the number of papers published after the certain date to the total number of papers searched. (Pnew/Ptotal) ∗ 5

Structure Score 1: The structure of the leaderboard lacks logic, making it difficult to understand and navigate. The table header and each row are not clearly organized and connected.
Score 2: The structure of the leaderboard have some contents arranged in a disordered or unreasonable manner. However, the overall structure is reasonable and coherent.
Score 3: The survey is generally comprehensive in coverage but still misses a few key points that are not fully discussed.
Score 4: The structure of the leaderboard is generally reasonably logical, with most header items arranged orderly, though some header items may be repeated or redundant.
Score 5: The structure of the leaderboard has good logical consistency, with each line strictly related to the header items and the previous line. But it can be optimized in terms of
easy understanding.

Multi-
Aspect

The evaluation metric for multi-leaderboard. Specifically, a research topic T may have N different datasets, and thus we can get N leaderboards, the score of the Multi-Aspect is
computed based on the average of all the N scores. (NCoverage + NLatest + NStructure)/(3 ∗ N).

1 {
2 "title": "The title of the paper (String)",
3 "number of tables ": "The number of tables in the paper , denoted as n (Int)",
4 "classification of tables ": "The classification of tables in the paper ,

including 4 types: main result/comparison tables (0), ablation tables (1),
hyperparameter tables (2), and others (3). You should output a dictionary with
the number of tables and their corresponding types , formed as {"0":0, "1":2,
..., "n-1":3} (Dict)",

5 "selected table 's index": "The index of the main result table focused on the
specified dataset [SPECIFIED DATASET], denoted as i (Int)",

6 "metrics ": "The evaluation metrics chosen to assess performance of the method
proposed in this paper. This information is extracted from the textual portion
of the 'Experimental ' related section (String)",

7 "selected table 's metrics ": "Metrics used in the selected main result table , it
should be almost the same as the metrics extracted from the textual. Remove
the latex format syntax (String)",

8 "selected table 's core results ": "A dictionary only containing this paper 's
model best performance on the selected dataset , with the metrics as keys and
the corresponding values (Dict)",

9 "selected table 's settings (model & size)": "In computer vision , the model
usually means the backbone architecture of the network , such as ResNet , ViT ,
and so on. The size can be omitted if not specified. In NLP , the model and
size are usually organized as a string , such as 'LLAMA -7B', 'GPT -3', and so on
(String)",

10 "selected table 's settings (training strategy)": "Training strategy usually
refers to the concepts like: fine -tuning , transfer learning , linear -probing ,
reinforce learning , one -shot , few -shot , prompt -learning , semi/self supervised
and so on (String)",

11 "selected table 's settings (hyperparameter selection)": "The hyperparameters
used in the model , such as learning rate , batch size , and so on. You should
output a dictionary with the hyperparameters and their values (Dict)",

12 "github ": "The link to the gitHub repository containing the code for this paper ,
if available (String)"

13 }

Table 5: The example JSON file of the table extraction agent with table classification COT.

contrast, Leaderboard 2 discards the hyperparame-741

ter information compared to Leaderboard 3. This742

is because we require LAG to extract hyperparam-743

eter information in a way that not only maintains744

completeness but also focuses on the intrinsic con-745

nections between different items. If the deviation746

is too large (i.e., if it cannot provide users with a747

concise and effective summary), the information748

should be discarded. Therefore, when the number749

of input papers for LAG increases from 5 to 20,750

the hyperparameter settings in the topic of image751

quality assessment do not have a clear and unified752

theme, and thus are ultimately ignored. 753

C Cost Analysis 754

We calculate the average number of input & output 755

tokens required to generate a 20-entry leaderboard, 756

along with the cost analysis using different LLMs, 757

as shown in Table 6. The computational cost of all 758

models remains within 14$, indicating that LAG 759

is also economically efficient. Overall, the LAG 760

framework consumes more input tokens, while the 761

output tokens represent only a small proportion. 762

OpenAI prices output tokens significantly higher 763
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<instruction>
You are an expert in summarizing and extracting key content from LaTeX-formatted academic papers on
computers and artificial intelligence. Please output your reply in the following JSON format:
<format>[EXAMPLE JSON]</format>
========================================================================
There are some key points to note:

• In the "selected table’s core results", other models’ results are of no concern and should be omitted.
• The table’s header metrics should be the same as the evaluation metrics chosen.
• The number of items in the "classification of tables" dict should be equal to the "number of tables"

int value. These two items help you to identify the main result tables better.
• All three items about the settings in the JSON output should be corresponding to the proposed

method’s best performance in the selected table.
• Sometimes in the selected table, the proposed method’s performance may not be unique (e.g.,

different hyperparameters or training strategies), you need to choose the best one and it usually
appears in the last row of the table.

• If there are multiple tables that meet the requirements (both being the main result table and based on
the specified dataset), choose the one with richer information.

========================================================================
Here, I provide you with an example of the complete process to help you understand your task.
First, I provide you an article:
<article>[EXAMPLE ARTICLE]</article>
Afterwards, I specify the dataset as [EXAMPLE DATASET], you should output:
<format>[EXAMPLE RESPONSE]</format>
</instruction>

Box 1: The prompt of the table extraction agent, with the table classification COT procedure.

than input tokens, often reaching 4-5 times the764

cost of input tokens. However, considering the765

disparity in token numbers, the overall cost remains766

accaptable.767
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<instruction>
You are an expert in summarizing and extracting key content from LaTeX-formatted academic papers on
computers and artificial intelligence. Please output your reply in the following JSON format:
<format>[EXAMPLE JSON]</format>
========================================================================
There are some key points to note:

• In the "main result table’s core results", other models’ results are of no concern and should be
omitted.

• The main result table’s header metrics should be the same as the evaluation metrics chosen.
• All three items about the settings in the JSON output should correspond to the proposed method’s

best performance in the selected table.
• Sometimes in the main result table, the proposed method’s performance may not be unique (e.g.,

different hyperparameters or training strategies), you need to choose the best one and it usually
appears in the last row of the table.

• If there are multiple tables that meet the requirements (both being the main result table and based on
the specified dataset), choose the one with richer information.

========================================================================
Here, I provide you with an example of the complete process to help you understand your task.
First, I provide you an article:
<article>[EXAMPLE ARTICLE]</article>
Afterwards, I specify the dataset as [EXAMPLE DATASET], you should output:
<format>[EXAMPLE RESPONSE]</format>
</instruction>

Box 2: The prompt of the table extraction agent, w/o the table classification COT procedure.

Input tokens Output tokens Qwen2.5-7/14B kimiAI-128k GPT4-o O1-preview

834.7K 8.9K 0 50.616 ¥ 2.176 $ 13.055 $

Table 6: Cost of LAG
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<instruction>
You are an expert in constructing the Artificial Intelligence leaderboard. Please refer to the content
I provide you to answer the user’s questions. The contents I provide you are a number of structured
summaries extracted from computer/artificial intelligence papers.
You need to build a markdown format leaderboard (showcase the performance of the models on the same
dataset, each line representing a specific model) based on the titles, experimental settings, and evaluation
metrics of these articles. Please output your reply in the Markdown format.
Here, I list a complete example of the question and the answer to help you understand your task. For
example, I provide you a list of JSON files containing the extracted content of the articles: [JSON LIST]
The expected leaderboard that you generate should be: [EXAMPLE LEADERBOARD]
========================================================================
Pay attention: The leaderboard should be in the Markdown format and reflect all the articles provided!
The leaderboard in the dictionary format is forbidden!
In the above case, selecting Pre and Rec as the metrics in the final leaderboard is not appropriate because
in most articles the corresponding performance values are absent.
========================================================================
Here, the target list of extracted content of the articles is as follows: [TARGET JSON LIST]
Please give me the well-organized leaderboard of the provided articles. The leaderboard should have
consistent performance metrics, github links, settings and the title of the article, etc. The leaderboard
should be in the Markdown format and reflect all the articles provided.
Warning:

• I need a well-organized markdown-format leaderboard containing all the articles’ information. The
leaderboard’s max serial number in the "No." column should equal to the number of articles provided.

• When selecting metrics, you need to consider their text descriptions. The same metric may have
multiple different abbreviations. In the final table, there must not be any duplicate metrics (it is
unacceptable to have duplicates where different abbreviations represent the same meaning).

• Large-scale omissions are not allowed! For each model, only a small portion of the results are
missing under the selected metrics. The vast majority of the metrics have corresponding values.
The abbreviations for the same metric may be different, but you need to avoid being misled by the
abbreviations.

• Use approximate intersections to select metrics from the given articles, while avoiding a large amount
of data waste. Allow some models to have a certain degree of data missing under the selected metrics.

• The content in the "Experimental Setting" column should be concise and non-descriptive, just a few
words.

• When different articles use different units for the same metric, please note that you need to convert
them when integrating them so that the units in the final leaderboard are consistent. For example,
50% is equal to 0.5. "50" and "0.5" should not be presented in the same column of a leaderboard.

• Check each column corresponding to the selected metrics in the final leaderboard. If more than
60% of the values in that column are missing or represented by placeholders, the metric should be
discarded.

</instruction>

Box 3: The prompt of the leaderboard construction agent.
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