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ABSTRACT

Accurately estimating the Q-function is a central challenge in offline reinforcement
learning. However, existing approaches often rely on a single global Q-function,
which struggles to capture the compositional nature of tasks involving diverse sub-
tasks. We propose In-context Compositional Q-Learning (ICQL), the first offline
RL framework that formulates Q-learning as a contextual inference problem, using
linear Transformers to adaptively infer local Q-functions from retrieved transitions
without explicit subtask labels. Theoretically, we show that under two assump-
tions—Ilinear approximability of the local Q-function and accurate weight inference
from retrieved context—ICQL achieves bounded Q-function approximation error,
and supports near-optimal policy extraction. Empirically, ICQL substantially im-
proves performance in offline settings: improving performance in kitchen tasks
by up to 16.4%, and in Gym and Adroit tasks by up to 8.6% and 6.3%. These
results highlight the underexplored potential of in-context learning for robust and
compositional value estimation, positioning ICQL as a principled and effective
framework for offline RL.

1 INTRODUCTION

Offline reinforcement learning (Offline RL) aims to learn effective policies from fixed datasets without
further interaction with the environment (Fujimoto et al., 2019} |Lange et al.|[2012). This setting is
particularly important in real-world domains such as robotics (Kalashnikov et al.| 2018)), logistics
(Wang et al.l 2021)), and operations research (Hubbs et al.l2020; Mazyavkina et al., [2021)), where
environment access is limited, data collection is expensive or risky, and historical data is often the
only available resource.The central challenge of this modeling paradigm is the potential distributional
shift: when the learned policy queries state-action pairs outside the dataset support, value function
extrapolation can lead to severe overestimation and degenerate performance. (Fu et al.| [2020; Kumar
et al.,|2020) Contemporary methods primarily employ policy constraints (Chen et al.;,2021b)) or value
regularization (Kumar et al., |2020; |[Kostrikov et al.| 2021) to address this challenge. However, policy
constraints are largely limited by the behavior policy that are used to collect offline data, and exhibit
a trade-off between generalization and safe constraint adherence. While recent value regularization
methods aim to provide conservative references for softer penalty on out-of-distribution actions, the
optimality of the learned value function is not guaranteed due to limited and potentially biased static
dataset.

We observe that, for each RL control task, the state space can be inherently divided into multiple
sub-tasks. Although ideally a action-value function can be expressive enough to perfectly capture
state-action value, the knowledge may not be fully transferrable among sub-tasks. For example, in
Mujoco Locomotion tasks, knowledge about how to walk faster may not be helpful for solving how
to recover from an unexpected non-nominal states. A visualization of this situation can be found
in Figure[I] which shows the distribution of states after dimensionality reduction, colored by their
actual future return in the offline dataset. It is easy to find out that there exist strong local structure of
state-value function in the offline dataset. While each state cluster shares potentially similar value,
nearby cluster might behave very differently and present as noise when fitting expected value. Under
the condition of insufficient offline data and inability of exploration, this property are not naturally
captured by an offline value learning algorithm that fits a single global value function.
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Figure 1: Center: dimension-reduced state distribution and corresponding value estimation by an
SAC criticon Walker2d-Medium-Expert dataset. Left and right grids are two groups of similar
states.

To address these challenges, we propose to cast value learning in offline reinforcement learning as
a contextual inference problem, enabling local Q-function approximation via in-context learning.
Specifically, we introduce In-context Compositional Q-Learning (ICQL), a general framework for
offline RL that leverages the in-context learning capabilities of linear Transformers to infer local
Q-functions from small, retrieved transition sets. Rather than fitting global approximators of value
function, ICQL leverages the compositional nature and local structure of the task to learn the family
of value functions, enabling flexible adaptation of value estimation locally within context windows.
Our key contributions are summarized as follows:

¢ We introduce the first offline RL framework ICQL that formulates Q-learning as a con-
textual inference problem, leveraging in-context learning with linear Transformers to
adaptively infer local Q-functions without requiring explicit subtask labels or structure.

* We provide a theoretical analysis showing that ICQL achieves bounded approximation
error under two assumptions: linear approximability of the local Q-function and accurate
weight inference from retrieved context, and prove the greedy policy with respect to it is
guaranteed to be near-optimal.

e ICQL improves the performance in offline settings through in-context local approx-
imation, and we demonstrate the effectiveness of our approach ICQL under both offline
Q-learning and offline actor-critic frameworks. On the Gym and Adroit tasks, ICQL yields
score improvements by 8.6% and 6.3%. Notably, on the Kitchen tasks, TCQL achieves
a 16.4% performance improvement over the second best baseline. We also show that
ICQLdoes produce better value estimation. These results highlight the underexplored po-
tential of linear attention in enabling robust and compositional value estimation for offline
RL.

* We conduct extensive ablation studies to isolate the contributions of in-context learning and
localized value inference. In addition, we investigate the impact of different retrieval strate-
gies—including similarity metrics and context selection criteria—on overall performance
and stability.

2 RELATED WORK

Offline Reinforcement Learning. Offline RL aims to learn effective policies from static datasets
without further environment interaction. Several recent approaches address distributional shift
and overestimation in this setting by modifying Q-learning objectives or introducing conservative
regularization. Notable examples include CQL (Kumar et al, 2020), QL (Kostrikov et al.},[2022)
and TD3+BC (Fujimoto & Gul 2021). CQL introduces a conservative penalty on Q-values for
out-of-distribution actions to prevent value overestimation in offline settings. TD3+BC combines
TD3 with behavior cloning loss to bias policy updates toward the dataset actions while retaining Q-
learning. And IQL removes explicit policy optimization and learns value-weighted regression targets
to implicitly extract high-value actions from offline data. These methods rely on global Q-function
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approximators trained across the entire state-action space, often leading to poor generalization
in compositional environments. In contrast, our approach decomposes value learning into local
estimation problems, using in-context inference to adapt Q-functions to local transition dynamics
without requiring additional supervision.

In-context Learning in RL. Recent work has applied Transformers to offline RL, using sequence
modeling to learn return-conditioned policies. For example, Decision Transformer (Chen et al.|
2021a) and Gato (Reed et al.| [2022) treat trajectories as sequences, while replay-based in-context RL
(Chen et al.,|2021a} [Reed et al.,[2022) uses Transformers for behavior cloning and reward learning.
These approaches leverage the ability of pre-trained Transformers to adapt via prompt conditioning
or in-context learning. In-context learning has shown both strong theoretical foundation (von Oswald
et al., 2023 Shen et al., |2024; Wang et al., 2025) and empirical performance across tasks (Hollmann
et al., 2023} Micheli et al., 2023) and is increasingly studied in supervised settings (Laskin et al.,[2023]
Lee et al.| 2023} Mukherjee et al.,2024). (Laskin et al.| 2023)) proposes Algorithm Distillation (AD)
to mimic the data collection policy, but it is constrained by the quality of the original algorithm. DPT
(Lee et al., [2023) improves regret in contextual bandits via in-context learning, but assumes access
to optimal actions, which is often unrealistic in offline RL. PreDeToR (Mukherjee et al., [2024)
adds reward prediction to decision transformers, yet still focuses on action generation. While these
approaches focus on directly generating actions or policies from trajectories, they do not explicitly
target value estimation, which are out of our research scope. Hence, we will not include these
methods as our baselines. While recent works have explored Transformers in offline RL primarily
for trajectory modeling or return-conditioned generation (Chen et al.l |2021a; [Laskin et al., 2023}
Mukherjee et al.| 2024) , we instead focus on using linear attention as a tool for in-context value
learning. Our results suggest that linear attention, when applied for local Q-function estimation,
offers strong performance and generalization benefits. To our knowledge, this is the first work to
demonstrate such potential of linear attention for compositional value-based offline RL.

3 METHODOLOGY

3.1 LOCAL Q-FUNCTIONS

In this section, we define the local Q-functions for offline RL based on the local neighborhood
corresponding to each state. We define D as the dataset collecting all the offline transitions.

Definition 3.1. (Local Q-function Approximation) Given a transition (s, a, r, s’, a’) € D, there exist
d, d > 0 such that any nearby transition (3, a, 7, §',a’) € D is defined as

(5,0.7,5,@) € { (10,7150, af) € D ls; = s} < d and |5} — s < | 2 QD (1)

For any transition (5, a, ¥, 5,a’) € di’d), there exists an optimal uniform local weight vector w}
such that the local Q-function approximation is defined as

Quuaa(5,0) 2w o(5,a), Va75,a) e, @)

S

where the function ¢ : S x A — R? is the feature function of the state-action pair (5, @). The best
approximation of local Q-function Q.4 (8, @) is Q.o (8, @), i.e., there exists some &5y, > 0
such that ) ’

_ T, o
Qdi,J)(S, a) —w; ¢(5,a)| < eqpproxs  V(5,a,7,5,a") € Qldd), 3)

In the rest of this paper, we will ignore d in the notation of di’d) in eq. l| since the condition
|5" — 5|3 < d? for some d > 0 can be easily held in real continuous problems. We will use 2¢ to

represent di’d) instead. The local Q)-function defined in Equation (2)) is a local formalization for
the general linear Q-function approximation, which has been widely used in previous research (Yin
et al., 2022} |Du et al., |2019; |Poupart et al., 2002} [Parr et al.,[2008). We assume that for each local
domain Qg, the local @)-function should have its own state-dependent local structure. This has been
examined both theoretically and practically to give a better ()-function approximation and show great
performances in complex tasks (see more details about related work in Section [C).
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Figure 2: An overview of In-Context Compositional Q-Learning (ICQL). Given a query state-action
Pair (Squery, Gquery ), the model embeds it via our feature extractor ¢, retrieves top-k similar transitions
from a static offline dataset D, and forms a local context set. A local linear Q-function approximation

Q(s,alQdmin ) = w, (Q%min YT (s, a) defined in definition [3.1|is then fitted using the retrieved

Squery Squery

context le;'::ry defined in section , and used to update the actor. This enables compositional
reasoning over local subtasks without requiring explicit subtask labels.

3.2 RETRIEVAL METHODS

In this section, we will introduce the retrieval approaches to capture the transitions from the offline
dataset D. We mainly focus on state-similar retrieval, random retrieval and state-similar-with-
high-reward retrieval. Each retrieval approach captures different coverage number of the local
neighborhood ¢ corresponding to the query state Squery- Both state-similar retrieval and state-similar-
with-high-reward retrieval are supposed to capture more accurate and thorough local information
from the local neighborhood Qg, and the main difference is that the state-similar retrieval is able to
capture more diversity in the action space while the state-similar-with-high-rewards retrieval can
ideally retrieve high-quality transitions. We will give the definition for state-similar retrieval in this
section. And refer section[D]to see more details and the definitions for the other two retrieval methods.

Definition 3.2 (State-Similar Retrieval). Given the query state Squery, ICQL retrieves k many
transitions based on the smallest /,-distance between the retrieved state s; and squery, i.€.,

—k A

= {(si7ai,ri,s;7a;) € D|s; € arg top-k {—||Squery — sZ||§} } 4)

Squery

A .
Let us set d®. = min —k
min (Si,ai,Ti,S;A,a;)GQSq“ery

{|lsquery — si||*}, then we can conclude that ﬁfqu =

ery

Qfmin dmin should be a function dependent on the state d, but to make it easier for readers to follow,

Squery *
we will use din to represent d; ;... To be unified, since our main ICQL utilizes the fixed state-similar

retrieval method, we will use le;;;:r ,as the retrieved context fed into the context of TCQL. In the next
section, we will show how we can use the transitions from Q‘jgzj:ry to learn the best local Q-function
approximation Qﬂdmm (s,a)forall (s,a,r,s',d') € Qg;i:ry through in-context learning.

Squery

3.3 IN-CONTEXT COMPOSITIONAL Q-LEARNING

Now, we are ready to show how we can learn compositional Q-functions through contextual inference.
First, we will define the context-dependent weight function to estimate the optimal local weight
vector w; defined in definition corresponding to each state s.

Definition 3.3 (Context-dependent Weights). The local weight function w, : P(Q) — R?is a
context-dependent weight function inferred through in-context learning or retrieval-based adaptation,
where P(Q2) = {A]A C Q} is the power set of §2 and €2 contains all the possible transitions for some
certain task.

We want to clarify that the offline dataset D C ). Based on deﬁnition there should exists some
0F C Q which leads to w4(2*) = w?. And it is not necessary that ¥ C D. We can use different
retrieval methods to cover €% as much as possible to achieve a better weight approximation. Then for
any query state Squery and action aqyery, SUPPOSE Q‘Si:;‘:ry is the set collecting the k£ many retrieved

transitions by the state-similarity distance dy,;, from D defined in section and we feed Q¢

Squery

4
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into the prompt matrix, we can learn a context-dependent Q-function approximation denoted as

Q(s,alQdmin ) =, (Qdmin Yo(s,a) 5)

Squery Squery

to approximate Q dmin (8, @) defined in eq. . Next, we will explain how we can learn the local

Squery

weight vector wy,.,, (2 ) by in-context TD learning. The network updates w(squery [Q2%mi )

Squery Squery

iteratively as for each retrieved transition (s, a,r,s’,a’) € Qdmin -

Squery
Sy (Qmiz )
0y (e )+ 0+ 1QU 01 ) = Qs Al Squery) ) Qs 0l ) (6)
=w(Squery) + & (7" F Y Wsgery (Qg:;i:ry)Td)(s’, a') — W guery (Qg(rﬂf;y)T(b(S’ a)) o(s,a),

where « is the learning rate, the first equality is due to SARSA (Sutton & Barto| [2018) and the second
equality is due to eq. (3. Please refer Section [E]to see more details about the construction of our
linear transformers and the theorem to prove our proposed ICQL can implement in-context TD
learning.

For training ICQL, we follow IQL (Kostrikov et al., 2021) to performs value iteration via expectile
regression and policy extraction via advantaged-weighted regression. To be more specific, the critic
loss is calculated with our local Q-function approximation:

Lesie = Bisuarsnn [pr (Qs,al08) —y)], ™

where y = r+~V (s |Q4n), V (s'| Q) = By [Q(s’, a’|Q%min )} , V is also a context dependent

S/
value estimator and p. (-) denotes the expectile regression error. The policy is optimized via advantage-
weighted regression, given the advantage based on local value estimation depending on current state
and its retrieved similar states:

Looticy = Eop [an [exp (5 (s, a|2dmin) — V(smgmm))) 1og7r(a\s)H . 8)

After training, the extracted policy can be evaluated on its own without extra retrieval process or
contextual inference.

3.4 THEORETICAL ANALYSIS ON ICQL

In this section, we analyze the theoretical properties of our algorithm ICQL. ICQL captures the
compositional and local structures of complex decision-making tasks by enabling the Q-function to
vary flexibly across different state regions. However, the performance of such local approximators
depends critically on two factors:

(i) the expressiveness of the feature representation ¢(s, a),

(ii) the accuracy of the learned weight function w,(24min) in approximating the optimal local
weight w? corresponding to the state s and the retrieved offline transition set Q%min,

To show that the performance of the greedy policy with respect to our ICQL is guaranteed to
be near-optimal, we first need to derive pointwise and expected bounds on the local Q-function
approximation error, highlighting how both approximation and weight estimation errors contribute
to the total error. Building on these results, we further characterize how the approximation error
propagates to policy suboptimality through the performance difference lemma. These analyses
provide theoretical justification for the importance of accurate local value estimation in achieving
strong policy performance in offline RL settings. We will only show some necessary assumptions
and the main theorem of near-optimal policy by ICQL in this section. Refer section [F]to see more
detailed and comprehensive proofs.

Assumption 3.1. Let ¢ : S x A — R? be a fixed feature map. We assume that for all (s,a) € S x A,
the feature norm is bounded as ||¢(s, a)|| < By.
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Algorithm 1 In-context Q-Learning (ICQL)

: Input: Offline dataset D, context length N, featuren dimension d.

: Initialize: Linear transformer TF < with parameters 6, feature extractor ¢.
: Sample trajectory {(s, a;, ;) g ~ D.

: For each query state s;, retrieve k sample states 59, - - -, f ! based on state-similar retrieval method defined
in deﬁnmon and extract each of the corresponding transitions {(s7, a, 7,57, a7) ;“:&

AW N =

: //In-context QQ value estimation.
cfort=0,..., 7 —1do

Construct the input prompt matrix Z; by eq. (24).
Qi+ TF(Z)[2d + 1, N + 1] by eq. (16).

: end for

: Update the parameters 6, ¢ based on eq. (7) and eq. (8).

SO W

—

Remark 3.2. Assumption [3.1]is commonly used in previous research (Wang & Zou, 2020}, Bhandari
et al.,|2018}Shen et al.|,2020). In our experiments, we use tanh activation function at the last layer of
our feature extractor ¢, which means each component of the feature vector ¢(s, a) is bounded by the
positive constant 1. Hence, we can conclude that ||¢(s, a)|| < d, where d is the feature dimension.
This remark validates our Assumption [3.1]

Assumption 3.3 (Set Coverage). For each query state squery € S, let Q:quew denote the ideal local
transition set defined in section Suppose the retrieved set le:;‘:ry satisfies

| dmin *
N Squery Squery
Rsquery = 0 > o, 9)
Squery
for some coverage ratio o € (0, 1]. Equivalently, at least m = |2} | transitions from Q% are
query query

contained in {)%min

Squery

Remark 3.4. We use Assumption 13:3] to claim how many transitions from Q* - be covered by
our retrieved set Qd""“ This type of coverage condition is standard in nonparametrlc regression
(Gyorfi et al., 2002; Devroye et al., [1996; (Cover & Hart, |1967; |Kpotufe| [2011)) and has also been
widely adopted in the analysis of offline RL through concentrability or coverage coefficients (Munos|
2003 [2007; |Antos et al., 2008, |Chen et al., [2019; Xie et al., [2021). The distance d,,;, and which
retrieval method is used should affect the value ;. We show the ablation study on the number of
transitions retrieved and the retrieval method in section 4.3

We now show our main theorem that the performance of the greedy policy with respect to the learned
local Q-function approximation Q(s, a|Q2%=i) is guaranteed to be near-optimal.

Theorem 3.5 (Policy Performance Gap). Suppose Assumptions[3.1jand[3.3|hold, and the learned
policy m is greedy with respect to Q(s, a|Qdmin). Then, with probability at least 1— 6, the performance
gap is bounded as

2 d +log(1/0)
J(@*)—=J < —— Eggr 1+ B CBgy| ———F——=|, 10
(7T ) (’R’) = 1_ v d approx( + ¢) + o |ngm‘ ( )
where C > 0 depends on By, B, and the conditioning of the local Gram matrix.
Proof. See more details in section O

4 EXPERIMENTS
4.1 ENVIRONMENTS AND DATASETS

We evaluate our method on a diverse set of continuous control benchmarks from the D4RL suite (Fu
et al.,[2020), which includes three types of offline reinforcement learning environments:

Mujoco tasks (e.g., HalfCheetah-Medium) are standard locomotion environments based on
MuJoCo (Todorov et al., 2012), featuring smooth dynamics and dense rewards. These tasks are
commonly used to assess sample efficiency and stability.
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Adroit tasks (e.g., Pen—Human) involve high-dimensional dexterous manipulation using a 24-DoF
robotic hand. The action spaces are complex and the demonstrations are collected from human
teleoperation or imitation, making them more challenging due to limited action coverage and sparse
rewards.

Kitchen tasks (e.g., Kitchen—-Complete) are long-horizon goal-conditioned tasks that require
solving compositional subtasks (e.g., turning on lights, opening cabinets). These tasks emphasize
multi-stage behavior and compositional reasoning.

4.2 MAIN RESULTS

We compare our method against five widely adopted offline RL algorithms: BC, DT (Chen et al.,
2021b), TD3+BC (Fujimoto & Gu,2021), CQL (Kumar et al.|[2020) and TQL (Kostrikov et al., [2022).
These baselines represent two complementary paradigms: the first three represent policy constraints,
and the last two represents value regularization. The experiment results are shown in Table I}

Table 1: Performance comparison across Mujoco, Adroit, and Kitchen tasks. Average and standard
deviation of scores are reported over 5 random seeds.

Mujoco Tasks BC DT TD3+-BC CQL 1IQL ICQL(Ours) Gain(%)
Walker2d-Medium-Expert-v2 107.5 70.7 109.2 98.7 109.8 1133420 3.1%
Walker2d-Medium-v2 753  70.2 77.0 79.2 71.5 80.3 .59 1.4%
Walker2d-Medium-Replay-v2 26 54.8 41.5 7712  61.0 81.9+54 6.1%
Hopper-Medium-Expert-v2 525 575 78.2 1054 985 108.8+4.5 3.2%
Hopper-Medium-v2 529 57.1 53.5 58.0 63.3 62.6 179 -1.5%
Hopper-Medium-Replay-v2 18.1 658 59.4 95.0 824 96.4149 1.5%
HalfCheetah-Medium-Expert-v2 552 70.8 62.8 62.4 83.4 89145 6.8%
HalfCheetah-Medium-v2 42.6 42.8 43.1 44 4 42.5 45943 3.5%
HalfCheetah-Medium-Replay-v2 ~ 36.6  39.5 41.8 45.5 38.9 447 101 -1.8%
Average 519 58.8 62.9 74.0 72.4 80.3 8.6%
Adroit Tasks BC DT TD3+BC CQL IQL ICQL Gain(%)
Pen-Human-v1 63.9 795 64.6 37.5 89.5 85.6+5.6 -4.3%
Pen-Cloned-v1 37 74.0 76.8 39.2 4.9 894,45 5.4%
Hammer-Human-v1 1.2 1.7 1.5 4.4 7.2 37432 -49.4%
Hammer-Cloned-v1 0.6 37 1.8 2.1 0.5 45155 23.4%
Door-Human-v1 2 5.5 0.2 9.9 9.8 171155 73.1%
Door-Cloned-v1 0 3.2 -0.1 0.1 1.6 11.7 4144 53.6%
Average 17.45 279 24.2 15.5 33.2 353 6.3%
Kitchen Tasks BC DT TD3+BC CQL IQL ICQL Gain(%)
Kitchen-Complete-v0 65 52.5 57.5 43.8 59.2 793121 22.0%
Kitchen-Mixed-v0 51.5  60.0 53.5 51.0 53.3 59.5+6.0 -0.8%
Kitchen-Partial-vO 38 55.0 46.7 49.8 45.8 61.5.55 11.8%
Average 51.5 558 52.6 48.2 52.8 66.8 16.4%

Resutls demonstrate that, on Mujoco tasks, ITCQL outperforms second best baseline CQL by 8.6% on
average. On Adriot tasks, ICQL improves IQL by 6.3%. Notably, on Kitchen task, TCQL achieves
a 16.4% improvement over DT on Kitchen tasks, highlighting the importance of compositional
value estimation in environments with complex, multi-stage structure. However on Hammer-Human
dataset, ICQL is inferior to two baseline methods, which may relate to the dataset quality issue.
In Hammer-Human, the size of the dataset is smaller and the distance between query states and
retrieved similar states are larger than those of Hammer-Cloned, making it harder for in-context
learning. Overall, these results validate the general applicability of TCQL across both value-learning
and actor-critic paradigms.

For investigating whether TCQL can produce more accurate value estimation than baseline methods,
we conduct analysis on the learned Q function by comparing the Q prediction among ICQL, IQL
and online RL method SAC. We plot their Q estimations of the same set of offline dataset entries,
and leverage t-SNE for showing their respective Q-estimate distribution over the same state space.
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shows the results on Walker2d-Medium—Replay dataset, where ICQL shares an approximately
69% similarity with SAC on Q estimation, while TQL can only achieve a similarity score about 0.29.
This indicates that the superior performance of ICQLon IQL comes from a better Q estimation,

ensured by local Q function estimation, over the noisy dataset.
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Figure 3: Q-value distribution on states after t-SNE dimension reduction, of
Walker2d-Medium-Replay dataset. The partitioned value patterns support our hypoth-
esis that Q-functions are inherently compositional, motivating localized value modeling.

4.3 ABLATION STUDIES

4.3.1 NUMBER OF IN-CONTEXT LEARNING LAYERS

In this experiment, we investigate the effect of in-context learning steps, which is controlled by
the number of layers in the in-context critic network. The number of layers are selected from
{4, 8,16, 20}. The experiments are conducted on Mujoco tasks and on the ICQL. Figure@displays the
experiment outcomes and Table [6] provides further numerical results. From Figure[d} the normalized
scores generally get higher as the number of layers get larger in most of the tasks, indicating that a
larger number of layers may lead to more sufficient in-context value-learning. While the phenomenon
is not obvious in Hopper tasks, one possible reason is the significant distribution shift in Hopper
environment due to the high variance of transitions dynamics.

Number of Layers 30 Number of Layers 100 Number of Layers
. 4 . 4 . 4
100 [ 70 [ /3 s
= 16 [ 80 == 16
. 20 . 20 . 20

%®
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S
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HalfCheetah

Walker2d Hopper

(a) Medium-Expert (b) Medium (c) Medium-Replay

Figure 4: Normalized scores of different number of in-context learning layers on Mujoco tasks. Each
color represents different number of layers, and the y-axis represents the normalized score.

4.3.2 INFLUENCE OF CONTEXT LENGTH

In this experiment, we investigate the effect of context lengths in TCQL—IQL. The context lengths are
selected from {10, 20, 30,40}. As shown in Figure a context length of 20 yields the generally best
performance for in-context TD-learning in Gym tasks, where too long or too short context lengths
lead to sub-optimal results. Thess results provide evidence that the “locality” of context is crucial for
in-context learning performance. While the context lengths get longer, the distance between query
state and context transitions also gets larger, which may break the “local” definition and bring noise
into the in-context learning process. Detailed numerical results are shown in Table [6]
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Figure 5: Normalized scores of context lengths on Mujoco tasks. Each color represents different
context lengths, and the y-axis represents the normalized score.

4.3.3 CONTEXT RETRIEVAL STRATEGIES

In this experiment, we investigate the impact of retrieval quality, by applying different context retrieval
strategies on ICQL. Besides the standard State-Similar Retrieval, we compare two extra retrieval
strategies: (1) Random Retrieval, which selects transitions uniformly at random from the offline
dataset; and (2) State-Similar-with-High-Reward Retrieval, which further filters the similar-state
candidates by selecting those with higher rewards. The definitions of these three retrieval methods

are defined in Sections[3.2]and

Our results show that the Random Retrieval performs poorly and leads to unstable training across
environments, highlighting the importance of context relevance. The State-Similar Retrieval yields
overall strong and consistent performance, demonstrating the benefit of local state-based context
construction. Interestingly, in certain tasks with lower data quality, such as walker2d-medium and
door—human, the State-Similar-with-High-Reward Retrieval outperforms others. This suggests
that incorporating reward information during retrieval can help identify more informative transitions,
leading to better Q-function estimation in noisy or suboptimal datasets.

Table 2: Ablation study on retrieval strategies used in ICQL. We compare three variants: Random
Retrieval, State-Similar Retrieval, and State-Similar-with-High-Rewards Retrieval.

Dataset Random State-Similar State-Similar-with-High-Rewards
Walker2d-Medium-v2 78.14 79.59 83.86
Walker2d-Medium-Replay-v2 67.45 84.81 75.12
Hopper-Medium-v2 74.14 67.36 59.93
Hopper-Medium-Replay-v2 81.04 91.63 90.82
HalfCheetah-Medium-v2 45.53 46.08 46.38
HalfCheetah-Medium-Replay-v2 43.35 44.48 43.15
Pen-Human-v1 75.10 84.37 84.82
Hammer-Human-v1 1.42 2.05 4.39
Door-Human-v1 11.99 12.89 15.59
Kitchen-Complete-v0 70.00 80.00 71.25
Kitchen-Mixed-v0 53.75 62.50 60.00
Kitchen-Partial-vQ 47.5 62.50 50.00

5 CONCLUSION

We introduced ICQL, a novel offline RL framework that casts value estimation as an in-context
inference problem using linear attention. By retrieving local transitions and fitting context-dependent
local Q-functions, ICQL enables compositional reasoning without requiring subtask supervision.
We provide theoretical guarantees to derive a near-optimal policy based on ICQL via greedy action
extraction. Experiments show that TCQL achieves strong performance gains and provides closer value
estimation to online reinforcement algorithms. These results highlight the potential of in-context
learning as a powerful inductive bias for offline reinforcement learning. As future work, we plan to
extend ICQL to high-dimensional reasoning tasks (e.g., language-conditioned RL).
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LLM USAGE STATEMENT

LLMs were used to aid the writing and polishing of the manuscript.

APPENDIX

A  MORE EXPLANATIONS ABOUT COMPOSITIONAL Q-FUNCTIONS

We observed similar results when replacing return-to-go with reward or Q-values estimated by an
online reinforcement learning-trained action-value function, which further strengthens our motivation.
Taking Figure 1(c) as an example, which exhibits the most pronounced state clustering structure. We
visualize randomly sampled states within neighboring regions. Dividing the space into four quadrants,
we observe that: (a) States in the first quadrant are primarily associated with moving the kettle on
the stove, (b)The second quadrant corresponds mainly to interacting with the light switch, (c) The
third quadrant mostly involves manipulating the cabinet, and (d) the fourth quadrant includes states
related to operating the microwave. These observations validate the motivation that similar states may
share the same subtask to finish that it might be beneficial utilizing nearby context for Q-function
estimation. Our experiments also show that ICQL has largely boosted performance on Kitchen tasks.

B PRELIMINARY

B.1 REINFORCEMENT LEARNING

We consider an infinite-horizon Markov Decision Process (MDP) defined by the tuple
(S, A, po, pmpp, R, ), where S and A denote finite state and action spaces, respectively. The
reward function is R : & X A — R, and the transition dynamics are governed by pmpp(s’|s, a),
which denotes the probability of transitioning to state s’ from state s after taking action a. The initial
state distribution is pg : S — [0, 1], and 7y € [0, 1) is the discount factor.

At each timestep ¢, the agent observes state s, selects an action a; ~ 7(+|s;) according to a stochastic
policy 7 : A x S — [0,1], receives a reward r; = R(s¢, at), and transitions to the next state
St+1 ~ pmpp(+|st, at). This interaction generates trajectories of the form (sg, ag, 7o, S1,a1,71, - - . ).

Given a policy 7, the associated Q-function and value function quantify the expected cumulative
discounted rewards starting from state-action pair (s¢, a;) and state s, respectively:

Q™ (st,0t) 2 Bay oy apenimn | OV R(Stpis1s arpign)|se,ar | (11a)
=0
V7 (50) 2 Eqprn(fs) [Q7 (56, ar)] - (11b)
The Q-function satisfies the Bellman Expectation Equation:
Q" (s,a) = R(5,a) + ¥ Eyopuon(-|s.a) [V ()] - (12)
Similarly, the value function satisfies:
V7(8) = Eann(s) [Q7(s,0)] . (13)

The goal of reinforcement learning is to learn a policy 7y (a|s) that maximizes the expected cumulative
discounted rewards. The optimal value functions satisfy the Bellman Optimality Equations:

Q*(s,a) = R(s,a) + ¥ Egpypp(-|5,0) [mzlax Q*(s',ad")|, (14a)
V*(s) = max Q" (s,a). (14b)

In the offline setting, rather than interacting with the environment, the agent is provided with a fixed
dataset D = {(s,a,r,s')}, collected by a behavior policy 7g. Offline RL algorithms aim to learn an
effective policy entirely from this static dataset D, without any further environment interaction. A
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key challenge in offline RL is the distributional shift (Kumar et al.l 20195 Jaques et al.,|2019; [Levine
et al., 2020; Wu et al, 2019) between the learned policy 7 and the behavior policy 7z, which often
leads to overestimation and poor generalization when estimating Q-values for out-of-distribution
state-action pairs.

B.2 IN-CONTEXT LEARNING WITH LINEAR ATTENTIONS

Recently, there has been significant interest in understanding the theoretical capabilities of in-context
learning with linear attention mechanisms (Wang et al.} [2025)), particularly in the context of random
instances of linear regression and simple classification tasks. We will formally introduce these
problem settings in this section. Throughout this paper, all vectors are treated as column vectors. We
denote the identity matrix in R™ by I,,, and the m X n all-zero matrix by 0,,, . For any matrix Z,
we use Z ' to denote its transpose, and use both {x, ) and 2 "y interchangeably to denote the inner
product.

We define a prompt matrix Z € R(4+D>x(n41) a5 follows:

x(o) x(l) . aj(n_l) x(n)

Zé Z(O) Z(l) Z(nfl) Z(n) — 5
[ I=[,0 yo 1 e g

15)

where {z(%), y(®) },?;01 are context examples, (") is the query input with its corresponding response
value y(™ masked as zero, and each (Y € R? and y(*) € R for all i = 0, - - - , n. Following (von
Oswald et al., 2023)), we define linear self-attention over the same prompt as

LinAtin(Z; P,G) £ PZM (77 GZ), (16)

where P,G € R(4+1)x(d+1) are Jearnable parameter matrices, and M € R(+1Dx(+1) g a fixed
mask matrix defined as

A In 0n><1
M= {om 0 } 17

The goal of training linear transformers in this setting is to recover the unknown response variable
corresponding to (™), which is represented as zero in the prompt matrix Z. By appropriately
constructing the parameter matrices P and G, the linear attention model in eq. (I6) can successfully
perform in-context learning for linear regression and simple classification tasks. However, the ability
of such models to perform in-context learning for offline reinforcement learning remains poorly
understood. And these analyses are purely theoretical and have not been empirically validated on
practical tasks. Transformers can perform in-context supervised learning by mimicking gradient
descent updates (von Oswald et al.,|2023)), and in-context reinforcement learning through TD-like
methods via appropriately constructed linear attention mechanisms (Wang et al., 2025)). However,
(Wang et al.|[2025) considers only the simplified setting of Markov Reward Processes (MRPs), where
transitions and rewards depend solely on the current state, i.e., s;11 ~ p(:|s) and rp11 = 7(s¢),
with time-dependent context representations. More precisely, their formulation assumes that each
trajectory consists solely of temporally continuous steps. These restrictive assumptions do not hold
in real-world decision-making problems, and their empirical results are limited to synthetic MRPs,
which is hard to predict its performance on real-life RL tasks. To bridge this gap, we extend the
analysis from MRPs to the more general MDP setting by estimating the state-action value function
Q(s, a) directly and removing the time dependency from the context representations.

C OTHER RELATED WORK

Goal-conditioned and Hierarchical RL. Goal-conditioned methods such as UVFA (Schaul et al.,
2015) and HER (Andrychowicz et al.,[2017) condition policies or value functions on explicit goal
inputs to facilitate generalization across tasks. Extensions to compositional settings further decom-
pose Q-functions into subgoal components (Arora, [2024). However, these approaches assume access
to goal specifications or subtask labels, which are typically unavailable in offline settings. ICQL
addresses this limitation by learning Q-functions conditioned on retrieved transition contexts, elimi-
nating the need for task supervision and enhancing sample efficiency. Hierarchical reinforcement
learning decomposes tasks into subgoals or options, enabling temporal abstraction and subpolicy
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reuse. Classical methods such as MAXQ (Dietterichl [2000), Option—Critic (Bacon et al.|[2017),
and HIRO (Nachum et al.l 2018) explicitly model subtask boundaries and learn separate value func-
tions for each. While effective when task structure is known or discoverable, these methods often
rely on subgoal specification or auxiliary termination conditions. In contrast, ICQL operates without
predefined subtask structure and efficiently leverages offline data to rapidly converge to a provable
accurate local value function approximation. Unsupervised RL methods such as DIAYN (Eysenbach
et al.,[2019) and SMiRL (Berseth et al.;|2021)) aim to discover diverse behaviors or latent subpolicies
without external rewards or supervision. Although these methods can implicitly uncover structure,
they are typically designed for unsupervised exploration or pretraining rather than for accurate value
estimation in offline settings. ICQL instead focuses on precise local Q-function inference conditioned
on retrieved experiences, thereby improving compositional generalization and training stability in the
offline RL regime.

Linear Q-function Approximation. Linear (Q-function approximation has been widely used in
previous research (Yin et al., 2022} |Du et al., 2019; |Poupart et al., 2002} |Parr et al., 2008). Metric
MDPs (Kakade et al., [2003)), which gives the definition of the ()-function according to the state dis-
tance metric, are a natural complement to more direct parametric assumptions on value functions and
dynamics (Kakade et al., 2003). But none of them considers the local linear Q-function approximation
based on the state distance metric. In our work, we focus on learning the better approximations of
local value functions, while [Kakade et al.| (2003)) formed an accurate approximation of the local
environment. We assume that for each local domain Qf, the local ()-function should have its own
state-dependent local structure. This has been examined both theoretically and practically to give a
better ()-function approximation and show great performances in complex tasks.

D DETAILED DEFINITIONS OF RETRIEVAL METHODS

In this section, we will show the definitions for the other two retrieval methods — random retrieval
and state-similar-with-high-rewards retrieval.

Definition D.1 (Random Retrieval). Given the query state sqyery, randomly retrieved context for
ICQL is defined as

k—1

—random
Squery é {(sivaivrivs;aa;) €D (Shaiv{rivsliva;) ND} 0° (18)
i=
.. . . . . . —high
Definition D.2 (State-Similar-with-High-Rewards Retrieval). Given the query state squery, Qs;iry

for TCQL is defined as £ many transitions with the smallest />-distance between the retrieved state s;
and Sqyery and the highest transition reward r;, i.e.,

—high A —k,
Q = {(si,ai,ri,s( a) € Q

Squery 177 Squery

(siya;,7;, 85, a;) € arg top-k {r;} }, (19)
=ks . . .
where €2, is defined in Equation .

For the retrieval methods defined in Definitions [3.2] [D.I] and [D.2} we can relate them

k {Hsl - SqueryHQ} and dy 2

. . . s’ a’ 0O
(51 3Qi3T3,8; 1ai)€£25query

to eq. by simply letting d; £ min

—k
. o d
M et {||sl squery||2}. Therefore, we can conclude that quuery - Qséuery
77 Squery
—high . . . .. . .. . .
and qumy C ngucw, which implies that both state-similar retrieval and state-similar-with-high-

reward retrieval can be bounded by some local neighborhood corresponding to the query state
Squery -

E DESIGNS OF LINEAR TRANSFORMERS FOR BOTH SPARSE-REWARD AND
DENSE-REWARD RL TASKS

In this section, we will explain how our ICQL is constructed and how it can be extended to sparse-
reward tasks. Due to the initialization ws,,,,,, (Qdmin ) = 0 for all squery and eq. (@), we will observe

Squery
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that after one iteration update of the weight,
new (ernin )

Squery \" “Squery

0y (52 ) 0 (7 YWy (Ui VTGS, 0') = W, (O )T 3(5,0) ) 6(5,) (20)
=ard(s,a)

It leads to w®¥ (Qdmin ) = () when the tasks have sparse rewards, i.e., all the transition rewards r

Squery Squery

are equal to zero. It will lead to no weight update for ICQL. Hence, we propose a novel adapative
SARSA update rule for all the tasks augmented by Returns-to-go (RTGs), which is defined as

wnew (Qdmin ) = w

Squery \" “Squery

+a[r+~y(<

Qdmin )

Squery ( Squery

W gery (i V(5" a)

W oy (min VT (s, al) + RTGS,)

Wi guery (207 )T (s", )

. RTGy -RTGSI)
(s (52, ) 0L, ) + RTG,. )
_ ( qucry( qucry) ¢( ) . quuex'y (Q;inr:r )T¢(S7a)
W{Squer T S, a + RTG, o
(15 015,0) + RTG) @b
RTGq

+

(s (2, )7 6(5, @) + RTG, ) RTG, ) 65,0

N, oy (Vi )+ 0|1+ (B s (O )T (5, 0') + (1= ) - RTGy )

Squery

— (B Wy (2 )T(5,0) + (1= B) - RTG, ) | é(s, )
—w,.., (0 ) 4o [(r +(1—B) RTGy — (1 — ﬁ)RTGS)

Squery

B Wiy (2 VTG, 0) = B s, (e )T 0(5,0)| 005, 0),

Squery

where 8 € [0,1] is a task-dependent hyperparameter. We use the convex combination between
Q(s',a/|Qdmin ) and RTG to estimate each Qqtmin (8',a’). To satisty the construction in eq. (21)),

Squery <
query
we will show our new design of input matrix, weight matrices for our ICQL. Given any query state

. .. . —=rand .
Squery and N total many retrieved transitions in Qzlrom Using as shorthand ¢; £ o(s;,a;) and

S

#, = ¢(s!, a’), the new input prompt matrix is define as

d)O e ¢N—1 ¢query
Zo= |1B%, - BN, 0 1, (22)
hoe oty 0

where 7} £ 7; + 7(1 — 8) - RTG,, — (1 — B)RTG,, forall i = 0,--- ,N — 1, and ¢query =
®(Squery, Gquery) for any aquery € A. And for £ =0,1,--- , L — 1, each linear transformer layer ¢
has weight matrices P, and G defined as

a |02dx2d  O2dx1 A ~C/ OF Oaxy
P, = [01 X2d 1X ] ,Ge= | Oaxa  Ogxa Ogxi| s (23)
x 01><d O1><d 0

where all the matrices {C} 5;01 are trainable parameters.

Remark E.1. For eq. (22)), when we set 3 = 1, Z, will recover the input prompt matrix for dense-
reward tasks, which is defined as

d)()/ T ¢]>771 ¢query
Zo= 700 - VPN 0 (24)
7"0 DR TN—l 0

and the weight matrices P, and G, keep the same.
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Next, we will prove how we can the weight update defined in eq. (6) by our design. First, we introduce
the following lemma, which is motivated by the work of (Wang et al.| 2025) on MRPs.

Lemma E.2. Consider the input Zy and matrix weights Py and QQo, where

(0) (N 1) (V)

v?o) (N 1 U(N) . |02dx24  O2dx1 . ~C G5 Oaxa
Zo= & - & & Fo= 19 1 |'Go=|0dxa Oixa Oaxi|,

MOR (N 1) yém 1x2d O1xd Oixa O

o , (25)
and v, €0 e RY, y() € R. According to Z, = LinAttn(Zy; Py, Go) = PyZoM(ZFGoZy) and

let yg ) be the bottom right element of the next layer’s output, i.e., y%N) 2 Z1[2d+1,N + 1), it

holds that y( ) = —(¢n,w1), where
;N o
w1 = wo + +:Cy ;( +wlel) — wlv{lh. (26)

Using the above lemma, we are ready to prove Theorem [E3]
Theorem E.3. Consider the L-layer linear transformer following eq. nd all matrices

{Py, G}k /=0 mask matrix M, the input prompt matrix Zy are defined in eqs |.| , and (24 .
respectively. Then Z;[2d + 1,n + 1], the bottom right element of the (-th layer s output holds

that Zy[2d + 1,n + 1] = _<¢query’w£query (le:uey» where {w&qum( s;f:;;‘y)} is defined as
wgquew (Qg;i:ry) = 0and fort >0
£ dmin
wS:_ulery (quuery)
N—-1
1 T (27)
£ dmin dmin £ min
:wsquery (quuery) + NOK Z (7"] + rywéquery (quuex"y) QS.; - wsquery( -Squery) ¢J)¢
=0

Proof. Letv = ¢; = P(84,a), 56“ = ¢, = ¢(s},al), y(()) =r; fori € {0,---,N — 1} and

N N
’U((] Y = ¢)qucry - d)(squcrya aqucry)’ 5(() = Od><1, y(() ) =0, we get
1A T
1 dmin ) — ,,,0 dmin dmin / 0 min
’wsque,r‘y (quuery) - wsquery (quuery )+NC’O Z (Tl +7w5query (quue,y) qsi_wsquery ( aquery) ¢Z)¢Za
j=0

which is the update rule for pre-conditioned SARSA. We also have
N ,
u) = (., (), davery).

By induction on the number of layer /¢, it completes our proof. [

F PROOFS

In this section, we first derive pointwise and expected bounds on the Q-function approximation
error, highlighting how both approximation and weight estimation errors contribute to the total error.
Building on these results, we further characterize how the approximation error propagates to policy
suboptimality through the performance difference lemma. These analyses provide theoretical justifi-
cation for the importance of accurate local value estimation in achieving strong policy performance,
particularly in offline RL settings.

Theorem F.1 (Weight Error under Coverage). Suppose Assumption[3.3|holds, and that the feature
vectors are bounded as || (s, a)| < By and rewards as |r| < B,.. Let w? be the optimal local weight

vector defined in definition and let w,(Q%min) be the weight estimated from the retrieved set.
Then with probability at least 1 — 0, the following holds:

) d+log(1/6
st (ngm) - ’U}: H S C ( # + Ezpprox ) (28)
o |Qsmm
where C > 0 is a constant depending on By, B, and the conditioning of the local Gram matrix, and
Eapprox IS the local approximation error defined in deﬁniti()nl?zl
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Proof. Fix a query state s and its ideal local transition set Q. By definition[3.1] there exists a weight
vector w such that

s,a) = w! ¢(s,a) +eg(s,a),  |es(s,a)] < el (29)

Qdmin ( approx

for all (s,a,r,s',a’) € Qdmin. By Assumption the retrieved set Q%min overlaps with the ideal
set on at least m = ¢|Q%in| transitions. Denote this intersection as DI = QZmin N Q*. Thus
the estimation of w* from Q%mi» is guaranteed to include at least m valid local transitions. Let
X € R™*4 be the feature matrix of D¢, with columns ¢(3, @), and y € R™ be the corresponding
targets. Then

y=wl X+¢ (30)
where ¢ collects the local approximation error, with ||¢]|ec < €
retrieved set is

approx- Lhe estimator from the

. . 1
w,(Q%min) = arg min ] Z (yi —w ' @(si,a:))°. (31)
* (85,a;)€QImin

Define the population moments on 27 as
G =Eq:[¢'¢], b=Eo:[¢'y]. (32)

Let G, b be the corresponding empirical moments on %=, Since at least m = ¢|Q*| samples in
Qdmin come from the true local set, standard matrix concentration implies that with probability at

least 1 — 6,
IG-aq| < clBg,/%‘g]{T), (33)
I —bll < C2B¢Br\/%&/,?v 34)

for universal constants c;, ca > 0. The optimal weight satisfies w;*TG = b. The empirical solution
satisfies w(Qdmin) TG’ = b (up to residuals). Subtracting these systems gives

lws (@) —wil < IGTH - (15— bl + 16 = Gllllwill) + e2ppros- (35)

Since G is well-conditioned, |G || < 1/u for some x> 0. Substituting the concentration results

yields
. * [ d+1 1/0 s
||w8(ngm) — wS || S C 4;;;?1(111£ |) + Eapprox’ (36)

where C' > 0 depends on By, B, |w|| and . This is exactly the desired bound equation O

Theorem F.2 (Pointwise Q-function Error). Suppose Assumption[3.1and Assumption[3.3|hold. For
any fixed s € S, with probability at least 1 — 6, the pointwise error of the estimated Q-function
satisfies

d +log(1/6)

dmin V(87 a,r, S/7 a/) [ ngi“7
o [Qgm]

O, al25%) — Qo (5,@)| < 2ppron(1+Bo)+CB,
(37)
where C' > 0 depends on By, B, and the conditioning of the local Gram matrix.
Proof. Fix s € S and a € A. By definition,
Qs alQ) = w, () To(s,0), Qo (5,0) = w2 9(5,0) + Ehpren. (38)
Thus,

Q5. al") = Qs (5, )| = |10, () T6(s,0) = w0l 6(s5,0) = S| (39)
< g (€2) = ] - 1605, @) + (40)
< B¢ ’ ”wS(ngin) - w:” + E:pprox‘ 41)
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By Theorem|[F.1] with probability at least 1 — 4,

[ws (Qlmin) —wk|| < O [LH8E0) 4 s (42)

O"nginl

Substituting this into the inequality above yields

Qs al) = Qanin (5,0)| < OBy [HHEUO Lo (14 B,), 43)
which holds for all (s, a,r, s',a’) € Qdmin_ This proves equation O

Corollary F.3 (Expected Q-function Error). Suppose Assumptions 3.1 and[3.3| hold. Let 1 be a
reference distribution over (s,a) € S X A, and let s be its marginal over states. Then, with
probability at least 1 — 6, the expected Q-function approximation error restricted to the retrieved set
satisfies

IE(s,a)wu, [|Q(S7 Q‘ngin) - Q ‘:min (37 CL>| | (57 a) € ngin}
d + log(1/0) (44)

< ESN#S [gspprox(l + B¢) + CB¢ o |Qdmin|

Proof. From Theorem for any (s, a,r,s',a’) € Qdmin we have

‘QA(S’ a|ngin) - QQ‘jmin (87 Cl)| < 5;;‘pprox(l + B¢) + CB¢ T (45)

ol Q‘Simin ‘ .

Taking expectation over (s, a) ~ p, but restricted to (s,a) € Q%min, and noting that the right-hand
side depends only on s, we obtain

E(s,a)~u “Q(s,a\Qf"““) — ngmin (s, a)‘ ’ (s,a) € Q‘Simi"}

(46)
d+1 1/6
< ESNHS [gipprox(l + B¢) + CB¢ ;S?fn;£|)‘| :

This proves the result. ]

F.1 PROOF OF THEOREM[3.3

Lemma F.4 (Performance Difference Lemma). Let 7 be a policy, and let d™ denote its discounted
state distribution. Then the performance gap between 7 and the optimal policy ©* satisfies

J(x*) = () = ﬁ Evvatr aer [Q° (5,0°) — Q" (5,0)]. 7)

where a* = arg max, Q*(s,a).
Proof. From eq. @7), for any s € S,
Q" (s,7(5) = Q" (s,m(5)) = (Q(5,7"(5)) — Q5,77 (5))) + (Qs, 7" (5)) — Qs 7(s)))
+(Qs,m(s)) = Q*(s,m(5)))- (48)

Since 7 is greedy w.r.t. @, the middle term is non-positive. Thus,

Q" (s, (5)) = Q" (s,m(5)) < |Q* (5,77 (5)) — Qs, 7 ()| +1Q" (5, 7(s)) — Q(s,7(5))]
< 24(s), (49)

8(5) = Exppron (1 + By) + OBy [ LR, (50)

Taking expectations in eq. (#7) and applying eq. (9) yields
2
‘](71—*) - J(W) S ﬁ Eswd”[é(s)]v (51)

where by Theorem [F2]

which gives the desired bound equation[I0] O
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G ICQL VARIANTS FOR TD3+BC

In this section, we illustrate how to extend our method to TD3+BC (Fujimoto & Gul 2021). TD3+BC
introduces a simple behavior cloning regularization over value-based learning. This algorithms is
easy to integrate with our framework, stable across diverse tasks, and serve as strong baselines in
the literature. Their simplicity and effectiveness make them ideal testbeds for evaluating the impact
of localized Q-function estimation, and together they offer sufficient coverage of common design
choices in offline RL. Other algorithms can be similarly extended, but are omitted here for clarity and
focus.

Our proposed ICQL can be seamlessly integrated into existing offline RL algorithms by replacing the
global Q-function with a local, context-dependent estimator defined in Definition[3.1} We demonstrate
this idea by instantiating ICQL with TD3+BC (see more details in our Algorithm|I).

ICQL-TD3+BC. TD3+BC uses a standard Bellman backup for the critic and augments the actor

with behavior cloning. We again use the locally estimated Q(s, a) in both components. The critic
loss is:

~ 2
Laric™ = Es.ars)~p [(%7 algen) ~y) } ) (52)

where y = r + ymin;_1 o Qt(jr)get(s’, 7(s')|Qdmin). The actor is trained to maximize the estimated
Q-value while staying close to the dataset policy:

L3575 = ~Eop [ Qs 7()|0%0)] + @ By a)p [I(s) = al?]. (53)

Experiment results can be found at[3]

Table 3: Evaluation for TD3+BC based ICQL variant on Mujoco and Adroit tasks. Average normal-
ized scores are reported over 5 random seeds.

Mujoco Tasks TD3-BC ICQL-TD3-BC(ours) Gain(%)
Walker2d-Medium-Expert-v2 109.19 109.27 0.07%
Walker2d-Medium-v2 77.02 72.67 -5.65%
Walker2d-Medium-Replay-v2 41.47 54.96 32.53%
Hopper-Medium-Expert-v2 78.16 87.16 11.51%
Hopper-Medium-v2 53.49 57.93 8.30%
Hopper-Medium-Replay-v2 59.36 65.81 10.87%
HalfCheetah-Medium-Expert-v2 62.78 63.74 1.53%
HalfCheetah-Medium-v2 43.09 42.74 -0.81%
HalfCheetah-Medium-Replay-v2 41.76 45.86 9.82%
Average 62.92 66.68 6.00%

Adroit Tasks TD3-BC ICQL-TD3-BC(ours) Gain(%)
Pen-Human-v1 64.62 68.29 5.68%
Pen-Cloned-v1 76.82 74.71 -2.75%
Hammer-Human-v1 1.52 1.64 7.89%
Hammer-Cloned-v1 1.81 7.25 300.55%

Door-Human-v1 0.15 2.03 1253.33%
Door-Cloned-v1 -0.05 -0.08 -60.00%
Average 24.15 25.64 6.17%

G.1 IMPLEMENTATION DETAILS

In this section, we present the detailed network architecture for our in-context critic and actor. In
addition, we describe the hyperparameter settings in this paper.
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Table 4: Expectile and remperature settings for ICQL-IQL experiments.

Tasks Expectile Temperature Tasks Expectile Temperature
Walker2d-Medium-Expert-v2 0.7 1 Pen-Human-v1 0.7 2
Walker2d-Medium-v2 0.7 1 Pen-Cloned-v1 0.9 2
Walker2d-Medium-Replay-v2 0.7 1 Hammer-Human-v1 0.5 1
Hopper-Medium-Expert-v2 0.7 1 Hammer-Cloned-v1 0.9 2
Hopper-Medium-v2 0.5 1 Door-Human-v1 0.5 1
Hopper-Medium-Replay-v2 0.7 2 Door-Cloned-v1 0.7 2
HalfCheetah-Medium-Expert-v2 0.5 2 Kitchen-Complete-v0 0.9 1
HalfCheetah-Medium-v2 0.5 1 Kitchen-Mixed-v0 0.5 1
HalfCheetah-Medium-Replay-v2 0.7 1 Kitchen-Partial-v0 0.9 2

Table 5: Common hyperparameters for ICQL main experiments.

Hyperparameter Value
Hidden dimension 256
Batch size 256
Training steps 1,000,000
Evaluation episodes 10
Discount factor 0.99
Policy learning rate 3.0e-4
Critic learning rate 3.0e-4
Context length 20

G.1.1 IN-CONTEXT CRITIC NETWORK

The In-Context Critic is composed of a feature extractor and a linear transformer. The feature extractor
is a 3-layer MLP with 256 hidden units. A Tanh function is applied as the last layer activation, and
ReLU is applied as activation function for other layers, followed by layer normalization. The output
dimension of the feature extractor is 64. A dropout rate of 0.1 is applied during training the feature
extractor. The linear transformer is built as described in Equation (T6]), where trainable parameters
exist only in Q. The definition of @ is in Equation (23)), where C; denotes the trainable parameters
in the [-th layer. The shape of C is 64 x 64. We use gradient normalization to stabilize training by
scaling the gradients to have a maximum L2 norm of 10. The number of linear transformer layers is
set to 20.

G.1.2 PoLICY NETWORK

For ICQL~-IQL, the policy network is built as an MLP with 2 hidden layers and the ReLU activation
function. The policy network contains an additional learnable vector representing the logarithmic
standard deviation of actions. A dropout rate of 0.1 is applied during training.

For ICQL-TD3+BC, the policy network is built as a 3-layer MLP with the ReLU activation function.

G.2 HYPER-PARAMETER SETTINGS

For ICQL-IQL, we follow the original IQL paper and set different hyperparameter expectile 7 and
temperature /3 for different offline datasets. We searched among {0.5,0.7,0.9} for expectile and
{1, 2, 3} for temperature. The detailed list is in Table

For ICQL-TD3+BC, we follow the settings of the original paper, using the same hyperparameter
o = 2.5 for all datasets.

Other common hyperparameters are listed in Table 5]
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G.2.1 RETRIEVAL STRATEGIES

In Section[d.3] we have compared the performance of TCQL-IQL while using different strategies for
retrieving context for approximating the localized Q function. The description of retrieval strategies
in Section 4.3 are as follows:

e Similar State: Given current state s, search for 20 similar states s; from the offline dataset
using cosine similarity, and retrieve their corresponding transitions {s;, a;, r;, s}, a; }.

* Random: Given current state s, randomly select 20 transitions {s;, a;,7;, s}, a}} as context.

e Similar State + Top-Reward: Given current state s, search for 60 similar states s;
from the offline dataset using cosine similarity, retrieve their corresponding transitions
{84, a4, 74,8}, a}. Then sort by the rewards r; in these retrieved transitions, and select 20
transitions with the highest rewards as context.

G.3 ANALYSIS ON IN-CONTEXT CRITICS

In this section, we conduct further analysis into the functionality of our in-context Q estimator.

G.4 INTERMEDIATE LAYER OUTPUTS

By construction, the forward pass of our in-context Q estimator is equivalent to the step-wise
optimization of TD-error. We analyze the outputs and the parameter distributions of each intermediate
layer to validate its effectiveness. We randomly select 10 different states and their corresponding
action in the offline dataset of Walker2d-Medium-Expert-v2, retrieve 20 relevant transitions by
best cosine state similarity, and estimate the Qs for these state-action pairs. We store outputs of
all intermediate layers and the visualization results are shown in Figure [f] From Figure[6] we can
discover that the Q estimates show converging trend as the layer get deeper, validating the iterative
refinement process.

200 A

150 A

100 A

Q Estimates

50 1

0 _,_’/
1 2 3 456 7 8 910111213141516171819 20
#Layer

Figure 6: Q-estimates of each intermediate layers.

G.4.1 LEARNED PARAMETERS DISTRIBUTION

As indicated by Equation (27)), the parameter matrix C; is implicitly the “learning rate” for in-context
TD-learning. From the visualization of value distribution of matrix C' in each layer, as shown
in Figure[7] we can find that the value distribution for shallow layers are generally wider than deeper
layers, implicating a adaptive learning process with gradually smaller learning rates.
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Figure 7: Value distribution of parameters from all intermediate layers.

G.5 ADDITIONAL RESULT TABLES

Table 6: Normalized scores for Gym tasks with different lengths of contexts and different number of
layers in ICQL-IQL.

Context Length Number of Layers
Gym Tasks 10 20 30 40 4 8 16 20
Walker2d-Medium-Expert-v2 111.07 11323 111.71 110.18 102.27 103.28 104.06 113.23
Walker2d-Medium-v2 79.59 79.59 70.9 80.68  78.04  78.35 74.93 79.59

Walker2d-Medium-Replay-v2 7746  84.81 6943 7438 7627 7697 75778  84.81
Hopper-Medium-Expert-v2 103.68 110.67 10599 10342 10476 111.78 106.96 110.67
Hopper-Medium-v2 73.82 6736  60.18 5943  65.65  67.62 67.3 67.36
Hopper-Medium-Replay-v2 89.89 91.63 81.21 8392 10053 97.84 91.77 91.63
HalfCheetah-Medium-Expert-v2 ~ 89.23 90.3 88.76 8348 7129  63.31 74.84 90.3

HalfCheetah-Medium-v2 45.85 46.08 46.28 45.82 45.05 44.77 45.01 46.08
HalfCheetah-Medium-Replay-v2 43.7 44.48 44.29 44.19 43.5 43.64 43.75 44.48
Average 79.37 80.91 75.42 76.17 76.37 76.40 76.04 80.91
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