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Abstract
The attention mechanism is a core primitive in modern large language models
(LLMs) and AI more broadly. Since attention by itself is permutation-invariant,
position encoding is essential for modeling structured domains such as language.
Rotary position encoding (RoPE) has emerged as the de facto standard approach
for position encoding and is part of many modern LLMs. However, in RoPE the
key/query transformation between two elements in a sequence is only a function of
their relative position and otherwise independent of the actual input. This limits
the expressivity of RoPE-based transformers. This paper describes PaTH, a flexi-
ble data-dependent position encoding scheme based on accumulated products of
Householder(like) transformations, where each transformation is data-dependent,
i.e., a function of the input. We derive an efficient parallel algorithm for training
through exploiting a compact representation of products of Householder matri-
ces, and implement a FlashAttention-style blockwise algorithm. Across both
targeted synthetic benchmarks and moderate-scale real-world language modeling
experiments, we find that PaTH improves upon RoPE and other recent baselines.
Finally, we show that we can convert pretrained RoPE transformers into PaTH with
continued pretraining.

1 Introduction
Attention mechanisms form the backbone of transformer architectures that power contemporary AI
systems. Attention is inherently permutation-invariant, and thus encoding positional information into
attention is important for effective sequence modeling. Since the original sinusoidal embeddings [77],
various position encoding schemes have been proposed over the years [16, 63, 28, 25, 45, 58, 72, inter
alia]; see Dufter et al. [17] for a comprehensive survey. Among these, rotary position embedding
[RoPE; 72] has emerged as the de facto standard, adopted in most recent state-of-the-art LLMs.

RoPE works by transforming the key (kj) and query (qi) embeddings through a rotation matrix
R whose rotation angle is a function of the difference in positions, resulting in the bilinear form
q⊤
i R

i−jkj for the attention logits. The rotation matrix R itself is a block-diagonal matrix composed
of two-by-two rotation matrices, which enables efficient computation. However, the rotation matrix
in RoPE is data-independent and only a function of the relative position (i.e., R applied i− j times),
which limits its expressivity; indeed, recent work [7] demonstrates that RoPE-based transformers
are still computationally constrained to the TC0 complexity class, the complexity class of ordinary
transformers with absolute position embeddings [49]. As a potential consequence, RoPE-based
transformers have been empirically found to have difficulty with simple synthetic tasks that require
a form of sequential reasoning, such as flip-flop language modeling [41] and certain state-tracking
tasks [51]. Insofar as such simple sequential reasoning underlie real-world capabilities that we want

The implementation of the PaTH attention layer is also made available as part of the FLASHLINEARATTENTION
library [80, 79]: https://github.com/fla-org/flash-linear-attention
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in our LLMs, these failure modes highlight the need to design new primitives that can overcome these
theoretical and empirical limitations of existing attention layers.

This work develops PaTH, a position encoding scheme with accumulated Householder
transformations, targeting the above problem. In PaTH, the attention logit is still parameterized
as a bilinear form q⊤

i Hijkj , but the matrix Hij ∈ Rd×d is obtained via a cumulative product
of data-dependent matrices along the path between positions j and i, where the matrices have
Householder-like identity-plus-rank-one structure. Intuitively, this formulation captures the cumula-
tive transformation between positions, enabling PaTH to dynamically adapt to input data and solve
certain state-tracking problems. Indeed, we show that a constant-layer PaTH-based transformer can
solve an NC1-complete problem under AC0 reductions, i.e., PaTH can extend transformers beyond
the TC0 complexity class (assuming TC0 ̸= NC1).

To scale up PaTH Attention, we develop a FlashAttention-like algorithm [14] for hardware-efficient
parallel training that leverages a compact representation of products of Householder matrices [5, 27].
Empirical results show that PaTH-based models can solve challenging synthetic state-tracking
tasks where RoPE-based Transformers struggle. On moderate-scale language modeling with 760M-
parameter Transformers, PaTH outperforms both RoPE and the Forgetting Transformer [39], which
modulates attention logits via a data-dependent additive term. Combining PaTH with the Forgetting
Transformer yields further gains, and the resulting models generalize well beyond the training
sequence length. Finally, we show that we can convert pretrained RoPE transformers into PaTH with
continued pretraining.

2 PaTH Attention
PaTH employs a dynamic data-dependent transition matrix—in particular identity-plus-rank-one
Householder-like transformations—for computing the bilinear attention logits, unlike RoPE which
applies a fixed transformation at each time step.

2.1 Generalizing RoPE with Multiplicative Position Encodings
Traditional additive position encodings, such as sinusoidal embeddings [77] or ALiBi [58], represent
positions as vectors or matrices summed directly with token embeddings or attention logits. RoPE
instead encodes relative positions multiplicatively rather than additively by directly modulating the
key/query vectors via position-dependent transformations. The class of multiplicative positional
encodings can more generally be defined as Aij such that,

Aij ∝ exp
(
k⊤
j

( i∏
s=j+1

Hs

)
qi

)
,

where i and j are positions of the query and key, and Hs ∈ Rd×d is a transition matrix. RoPE is thus
a special case of the above with a static transition matrix Hs = R, where R is a block diagonal with
d/2 independent 2-dimensional rotation blocks, each of which has different rotation angles. This
static rotation structure allows for efficient computation of RoPE-based attention in practice.

2.2 Data-dependent Multiplicative Position Encodings with PaTH

PaTH employs a data-dependent Householder-like1 matrix with identity-plus rank-one-structure:

Ht = I− βtwtw
T
t ,

where wt ∈ Rd and βt = 2 × sigmoid(u⊤xt + b) ∈ (0, 2) are functions of the current input xt.2
We motivate this parameterization from the perspective of generalizing expressive linear RNNs.

Concretely, consider linear attention transformers with matrix-valued hidden states St ∈ Rd×d with
the above Householder-like transition function, where the output (ot) given the key (kt), query (qt),
value (vt) vectors is given by

St = St−1Ht + vtk
⊤
t , ot = Stqt.

1Householder matrices take the form I− 2
∥u∥22

uu⊤ and hence our matrix is only Householder-like.
2We use βt ∈ (0, 2) as this allows for negative eigenvalues in the transition matrix [22], which has been

shown to boost the state tracking performance in the DeltaNet case [22, 69]. The vector wt is obtained by
applying a low-rank linear layer followed by a short convolution layer (filter size 3) and an L2 normalization
layer. Hence PaTH only adds a small number of additional parameters.
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Recent works have shown that such linear RNNs empirically achieve good performance on language
modeling [66, 78, 82]. And despite being more efficient than softmax attention, these models have
been shown to be (in a certain way) more expressive than transformers [22, 69], in particular being
able to solve a class of state tracking problems that cannot be solved by ordinary transformers. Now
consider unrolling the recurrence in the RNN, and compare it against the PaTH-attention output,

RNN: ot =

t∑
j=1

vj

(
k⊤
j

(
t∏

s=j+1

Hs

)
qt

)
, PaTH: ot =

1

Zt

t∑
j=1

vj exp

(
k⊤
j

(
t∏

s=j+1

Hs

)
qt

)
,

where Zt =
∑t

j=1 exp
(
k⊤
j

(∏t
s=j+1 Hs

)
qt

)
is the normalizer. This view shows that PaTH is

closely related to such expressive linear RNNs, and we thus expect PaTH-based transformers to
inherit their increased expressivity. Indeed, the following theorem shows that PaTH can extend
transformers beyond the TC0 complexity class.
Theorem 2.1. A one-layer PaTH transformer with two attention heads and log n precision can solve
an NC1-complete problem under AC0-reductions.

The proof, given in appendix A, is a straightforward adaptation of Theorem 2 from Peng et al. [56],
which showed the that linear RNNs with a similar data-dependent transition matrix can solve an
NC1-complete problem. However, such RNNs still have theoretical limitations that attention does
not have, for example in its (in)ability to perform associative recall over a given context of arbitrary
length [2]. In contrast, PaTH can capture the benefits of both softmax attention (associative recall)
and expressive linear RNNs (state tracking).

Extension: PaTH-FoX. PaTH simply provides a more expressive way to encode unnormalized
attention logits and is thus compatible with other recently proposed modifications to softmax attention
such as Stick-Breaking Attention [73], Selective Attention [35], and Forgetting Transformer [FoX;
39]. As a case study we experiment with combining PaTH with FoX, which additively modifies the
attention logits in a data-dependent manner. We show that this combined strategy leads to improved
performance on some downstream tasks, especially in length extrapolation.

Concretely, FoX [39] modifies the attention via data-dependent “forget” gates fs ∈ (0, 1)

Aij ∝ exp

(
k⊤
j qi +

i∑
s=j+1

log fs

)
=

(
i∏

s=j+1

fs

)
exp
(
k⊤
j qi

)
,

where fs = sigmoid(u⊤
f xs + bf ). Similar to how PaTH can be seen as a softmax version of

DeltaNet-style linear RNNs [65, 81], FoX can be seen as softmax version of GLA-/Mamba2-style
linear RNNs [80, 13].3 We can combine the two mechanisms to arrive at PaTH-FoX attention:

Aij ∝

(
i∏

s=j+1

fs

)
exp

(
k⊤
j

(
i∏

s=j+1

Hs

)
qi

)
.

We found this variant to be quite effective on language modeling, reminiscent of the improvements
observed by combining DeltaNet with Mamba2 [Gated DeltaNet; 82] in the linear attention case.

3 Efficient Training and Inference for PaTH Attention
Efficient kernels for attention [14, 12, 68] work by operating on subblocks of query and key matrices
to avoid materialization of the full attention matrix in slower DRAM. Unlike in RoPE however, the
cumulative products

∏
s Hs in PaTH are a function of the input and thus it is not clear whether PaTH-

attention computations can similarly be decomposed into computations over subblocks. We now
describe how the cumulative product of Householder4 transformations can be efficiently computed
using a compact representation of Householder products [27] and applied in a blockwise fashion
[76, 47, 48, 81] to derive a FlashAttention-like algorithm that integrates blockwise Householder
transformations with blockwise attention computations.

3However, this analogy is not quite as crisp in the Mamba2-FoX case. Mamba2 uses the recurrence
St = ftSt−1 + vtk

⊤
t , and unrolling this would give ot =

∑t
j=1 vj

(∏t
s=j+1 fs

)
k⊤
j qt. Applying softmax

on this would give ot = 1
Zt

∑t
j=1 vj exp

((∏t
s=j+1 fs

)
k⊤
j qt

)
, which is different from FoX where the∏t

s=j+1 fs term is outside the exponential function. In preliminary experiments we found this softmax version
of Mamba2 to greatly underperform FoX.

4We hereon abuse terminology and use “Householder” to refer to our Householder-like transformations.
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3.1 Background & Notation

We denote the block size along the sequence length dimension as B and define subblocks using
the notation A[i],[j] := AiB:(i+1)B,jB:(j+1)B ∈ RB×B . This notation extends analogously to the
other blocks X[i] := XiB:(i+1)B,: ∈ RB×d for X ∈ {Q,K,V,W,O}, where (for example) W[i]

is obtained from the vectors wiB , . . . ,w(i+1)B in the Householder transformations.

FlashAttention. FlashAttention uses the online softmax trick [52, 61] to compute the output matrix
O block by block. For each query block i it sequentially process the key/value blocks j from 0 to i,
computing and accumulating the output as follows:

A[i],[j] ∝

{
exp
(
Q[i]K

⊤
[j]

)
, if i < j

exp
(
lower(Q[i]K

⊤
[i])
)
, if i = j

∈ RB×B , O[i] =

i∑
j=0

A[i],[j]V[j] ∈ RB×d.

The attention submatrices A[i],[j] are computed and processed entirely within SRAM, eliminating
the need to write them to slower DRAM, which greatly reduces I/O costs and results in wallclock-
speedups. Our algorithm also performs computations of the output block by block, but takes into
account the additional contributions from the data-dependent Householder transformations.

UT transform for products of Householder matrices. A major challenge in computing PaTH
attention lies in handling products of Householder matrices. We adopt the UT transform [27] to
address this efficiently. For a sequence of L transformations Ht = I− βtwtw

⊤
t , their product can

be compactly expressed as:

P :=

L−1∏
t=0

Ht = I−W⊤T−1W ∈ Rd×d,

where T−1 :=
(
I+ strictLower(DWW⊤)

)−1

D ∈ RL×L.

Here, W = [w0, . . . ,wL−1]
⊤ ∈ RL×d. D = diag([β0, . . . , βL−1]) ∈ RL×L. We abuse notation

for T−1 here for incorporating D to avoid notational clutter. The UT representation is efficient on
modern hardware due to its use of triangular solves and matrix products [76], and is often preferred
over alternatives such as the WY transform [5, 67].

3.2 Full Matrix Form of PaTH Attention

Recall that in PaTH attention, the attention score is given by Aij ∝ exp
(
k⊤
j

(∏i
t=j+1 Ht

)
qi

)
,

which involves a cumulative product over arbitrary intervals [j+1, i]. A naïve implementation would
require recomputing the UT transform for each such interval, which is computationally intractable.
However, we show that it is possible to reuse the global matrix inverse T−1 and apply simple masking
to efficiently extract the product over any subinterval.

To represent the product over an interval
∏e0

t=s0
Ht (with start index s0 and end index e0), we use the

masked UT transform:
e0∏

t=s0

Ht = I− (W ⊙ML
s0)

⊤T−1(W ⊙MR
e0),

where ⊙ denotes element-wise multiplication. The binary masks ML
s0 ,M

R
e0 ∈ RL×d are defined

entrywise as:

(ML
s0)k,c =

{
1 if k ≥ s0,

0 otherwise,
(MR

e0)k,c =

{
1 if k ≤ e0,

0 otherwise.

Then, we have:

Ãij = k⊤
j

 i∏
t=j+1

Ht

qi = k⊤
j qi − k⊤

j (W ⊙ML
j+1)

⊤T−1(W ⊙MR
i )qi

and equivalently, in matrix form:

Ã = lower(QK⊤)− lower(QW⊤)T−1 strictLower(WK⊤)
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This decomposition enables efficient pairwise attention computation using shared UT structure
and interval-specific masking. However, computing the global inverse T−1 incurs a prohibitive
O(L3) time complexity with respect to sequence length L. In the following section, we introduce
a blockwise algorithm that obtain the same result using only local inversions, thereby reducing the
overall complexity to match that of standard attention mechanisms.

3.3 Efficient Training

To enable hardware-efficient (blockwise) training, cumulative Householder transformations must
be pre-applied to the left and right boundaries of each block; otherwise, the token-specific nature
of these transformations would render blockwise computation infeasible. To this end, we define
boundary-adjusted query and key matrices as follows:

(
←−
Q[i])t =

(
iB+t∏

m=iB+1

Hm

)
qiB+t = qiB+t −W⊤

[i]T
−1
[i] (W[i] ⊙MR

t )qiB+t ∈ Rd,

(
−→
K[i])s =

 (i+1)B∏
m=iB+s+1

Hm

⊤

kiB+s = kiB+s − (T−1
[i] W[i])

⊤(W[i] ⊙ML
s )kiB+s ∈ Rd,

a following the derivation in §3.2. In matrix form, these can be expressed as:

←−
Q[i] = Q[i] − lower(Q[i]W

⊤
[i]) T−1

[i] W[i] ∈ RB×d,

−→
K[i] = K[i] −

(
T−1

[i] strictLower(W[i]K
⊤
[i])

)⊤

W[i] ∈ RB×d.

With these quantities, we express the attention block computation as:

A[i],[j] ∝


exp

(
←−
Q[i]

(∏i−1
m=j+1 P[m]

)⊤−→
K⊤

[j]

)
, if i > j,

exp

(
Q[i]K

⊤
[i] − lower(Q[i]W

⊤
[i]) T−1

[i] strictLower(W[i]K
⊤
[i])

)
, if i = j,

∈ RB×B ,

where P[i] :=
∏B

j=1 HiB+j = W⊤
[i] T

−1
[i] W[i] ∈ Rd×d. Due to associativity, the cross-block term

can be computed incrementally:
←−
Q [i]

(∏i−1
m=j+1 P[m]

)⊤−→
K[j] = (((

←−
Q [i]P

⊤
[i−1]) · · · )P

⊤
[j+1])

−→
K[j].

We adapt the FlashAttention-style block processing framework to perform a right-to-left scan over
key/value blocks, enabling this product accumulation in a streaming manner. Concretely the modified
blockwise workflow for processing query block i is as follows:5

• Load
←−
Q[i] into SRAM.

• For key/value blocks j = i− 1, . . . , 0 (right-to-left scan):

– Load
−→
K[j], V[j], and P[j] from HBM into SRAM.

– Compute logits: Ã[i],[j] =
←−
Q[i]

−→
K⊤

[j].
– Update online softmax statistics and accumulate output as in FlashAttention.

– Update query:
←−
Q[i] ←

←−
Q[i]P

⊤
[j] .

• Normalize and store the output to HBM as in FlashAttention.

This design preserves the I/O efficiency of FlashAttention while incorporating PaTH’s dynamic
positional encoding via streaming cumulative products.

Complexity analyses. For each head, the attention computation between a pair of query and
key blocks takes O(B2d + Bd2) time-O(B2d) for computing attention scores and O(Bd2) for

5Different query blocks can be executed in parallel, following a context-parallel strategy similar to that of
FlashAttention-2 [12].
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applying the transition on queries. Since there are (L/B)2 such block pairs, the total attention cost is
O(L2d+ Ld2/B). For preprocessing, computing the local Householder-based transformation for
each query/key block involves an inversion step with cost O(B3 + B2d). With L/B such blocks,
the total preprocessing cost is O(LB2 + LBd). When B ≈ d (which is often the case), the overall
complexity is comparable to standard attention, with quadratic scaling in sequence length.
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Figure 1: Speed comparison between
attention variants.

Speed Comparison. We implement the PaTH attention ker-
nel6 in Triton [75] and benchmark its runtime on a single H100
GPU against FoX and standard RoPE attention under identi-
cal settings: batch size 32, 32 heads, head dimension 64, and
varying sequence lengths. Results are shown in Figure 1. PaTH
incurs a modest slowdown compared to RoPE, but outperforms
FoX. Further speedups are expected from future kernel-level
optimizations (e.g., via ThunderKittens [71]).

3.4 Efficient Inference
We can efficiently update historical keys in-place using the
current timestep’s transition matrix:

k
(t)
i ← (I− βtwtw

⊤
t )k

(t−1)
i for all i < t, (1)

where k
(i)
i = ki. This in-place update strategy eliminates

the need to store a separate cache for {wi}i≤t or recompute the somewhat expensive cumulative
Householder transformations. Then, the decoding stage becomes equivalent to standard softmax
attention decoding, enabling compatibility with existing inference kernels such as FlashDecoding
[15] and PagedAttention [34]. This approach maintains inference efficiency while preserving PaTH’s
dynamic positional encoding capabilities. Similarly, PaTH-FoX can be reduced to FoX decoding and
thus compatible with the acceleration techniques of FoX (e.g., adaptive pruning [40]).

Before decoding, the initial key representations k
(i)
i must be transformed to k

(l)
i to account for

subsequent Householder transformations. This transformation could be computed blockwise as:

K
(l)
[t] =

−−→
K[t]P[t+1] · · ·P[⌈l/B⌉].

It is also possible to reuse the suffix cumulative product P[t+1] · · ·P[⌈l/B⌉] across blocks to reduce
the overall complexity to linear.

3.5 Discussion

Compatibility with context-parallelism (CP) techniques. To extend our FlashAttention2-style
context-parallel strategy to distributed settings such as Ring Attention [43, 38], PaTH’s cumulative
Householder transformations must be aligned with the ring-based key/value (KV) passing mechanism.
Each device first precomputes its locally transformed queries (

←−
Q) and keys (

−→
K) by applying its

resident Householder transformations. This also yields the local Householder product matrix P(d)

and softmax statistics for its sequence chunk. During inter-device communication, each device
transmits its transformed

−→
K vectors (with V) and the associated P(d) to the next device in the ring.

Upon receiving a (
−→
K,V,P(d)) tuple from an earlier segment, the query-holding device first computes

attention outputs using its current
←−
Q and the incoming (transformed) keys, accumulating both the

output and the corresponding online softmax statistics like standard attention. It then updates its
←−
Q in-place via

←−
Q ←

←−
Q(P(d))⊤, propagating the cumulative path transformation forward along

the ring. This sequence—compute output with current state, then update query state via incoming
P(d)—faithfully emulates PaTH’s logical right-to-left scan, enabling correct path reconstruction
across distributed segments.

Iterative refinement of KV cache. From equation 1, PaTH iteratively applies low-rank updates
to the historical key cache, forming a cumulative product of identity-plus-low-rank terms in the
attention logit computation. This dynamic modification of the key cache is conceptually intriguing;
see Song et al. [70], Ewer et al. [18], Leviathan et al. [35] for related ideas. Future directions include

6https://github.com/fla-org/flash-linear-attention/tree/main/fla/ops/path_attn
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(i) extending this update mechanism to refine value vectors and (ii) developing more expressive yet
hardware-efficient KV cache refinement schemes beyond the low-rank formulation used in PaTH.

4 Experiments
Method ID OOD

Sparse Dense

RoPE 6.9% 40.3% 0.01%
SBA [73] 9.6% 38.9% 0%
FoX [39] 8.3% 36.3% 0%
PaTH 0% 0.0001% 0%

Table 1: FFLM error rate (%) on
ID/OOD test sets. All models are 1-
layer, 2-head, 64-dim.
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Figure 2: Results on MQRAR-N (top)
and A5 word problem (bottom).

We experiment with PaTH attention and compare it against
various baselines: ordinary RoPE attention, Stick-Breaking
Attention (SBA) [73], and Forgetting Transformer (FoX) [39].

4.1 Synthetic Tasks
Flip-flop language modeling. We first experiment with flip-
flop language modeling (FFLM) [41], a diagnostic synthetic
task which has been found to be challenging for existing ar-
chitectures. In this task, the vocabulary consists of Σ =
{w, r, i, 0, 1}. Given a sequence of write-bit, read-bit,
ignore-bit actions, the model must produce the bit (0 or 1)
after the most recent write-bit action. For example given
the sequence “w 1 r 1 w 0 i 1 i 0 i 1 r”, the model is
expected to recall the most recently written bit, i.e., 0. De-
spite its simplicity, flip-flop language modeling is diagnostic
of many real-world capabilities, such as modeling long-range
dependencies, the ability to ignore distractors, and sequential
reasoning. Liu et al. [41] find that RoPE-based transformers
struggle on this task and provide theoretical insights into why
RoPE-based attention mechanisms find it inherently difficult. In
Theorem A.1 of the appendix we show that there exists a 2-layer
PaTH-based transformer that can solve this task. Empirically,
our experiments in Table 1 show that PaTH-based transformers
can practically learn to almost perfectly solve this task with
only a single layer and two attention heads, including out-of-
distribution settings whose frequency of operations are different
from than in training (sparse means 98% of the operations are
ignore, while dense means only 10% are ignore).

Word problems. We showed in §2.2 that PaTH can theoretically extend transformers beyond
TC0. However, it is a different question as to whether PaTH transformers can empirically learn to
solve NC1-complete problems based on actual data. To test this, we follow Merrill et al. [51] and
use a word problem task based on the alternating group A5, a subgroup of S5 (on which the word
problem is also NC1-complete). This task requires determining if a “word”—a sequence of group
operations using fixed generators and their inverses—evaluates to the identity element. Successfully
performing this symbolic task means the model must implicitly learn algebraic rules like permutation
composition and cancellation. As a concrete example, consider generators g1 = (1 2 3), g2 = (1 2 4),
and g3 = (1 2 5), with their respective inverses g−1

1 , g−1
2 , g−1

3 . Given the word w = g1 ·g2 ·g−1
1 ·g

−1
2 ,

the model must determine if w equals the identity permutation. In this instance, w is not the identity,
and the model needs to correctly track the sequence of permutations to arrive at this conclusion.
Figure 2 (bottom) shows that PaTH can solve this task defined as achieving above 90% acciracy
following Merrill et al. [51]) with fewer layers than baselines.

Multi-query Repeated Associative Recall with N-back (MQRAR-N ). We adapt the Multi-query
Repeated Associative Recall (MQRAR) task from Tan et al. [73] (itself an enhancement of MQAR [1])
to MQRAR-N -back. This task tests a model’s associative recall ability by requiring it to find the
N -th last assignment for a given variable, drawing an analogy to the N -back task in experimental
psychology [30]. Recalling the most recent assignment (N = 1) can often be accomplished by
simpler, recency-focused mechanisms. However, retrieving the N -th last assignment (N > 1) more
rigorously probes a model’s capacity to track an ordered history of states for specific variables,
especially when recent information must be ignored. An example sequence for N = 2 is:

Input A 1 B 2 C 3 D 4 A 5 B 6 A 7 C 8 A 9 B 0
Output ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ 1 ϕ ϕ ϕ 5 ϕ 2 ϕ
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We compare Transformer models using RoPE, SBA, FoX, and PaTH on their ability to handle
MQRAR-N -back with N ∈ {1, 2, 3, 4}. All models are 2-layer Transformers with a 256-dimensional
hidden state, 2 attention heads. For the task we use 32 key-value pairs a sequence length of 768.
Figure 2 shows the results, where we find that PaTH attention can successfully track variable values
with N -back recall for N < 4, whereas recent baselines (SBA and FoX) still struggle.

4.2 Language Modeling

We pretrain language models with ∼760M parameters on the Fineweb-Edu corpus [54] for 50B
tokens using the Mistral tokenizer and a sequence length of 4096. We then evaluate the pretrained
models on the following benchmarks. See appendix B for full details and additional experiments.

Model Wiki. LMB. LMB. PIQA Hella. Wino. ARC-e ARC-c Avg.
ppl ↓ ppl ↓ acc ↑ acc ↑ acc_n ↑ acc ↑ acc ↑ acc_n ↑ ↑

RoPE 19.01 19.77 40.4 70.2 50.3 54.9 67.2 33.3 52.7
FoX 18.33 18.28 41.7 70.8 50.9 57.1 65.7 32.6 53.1
PaTH 18.03 16.79 44.0 70.5 51.5 56.0 68.9 34.4 54.2
PaTH-FoX 17.35 16.23 44.1 70.8 52.2 57.1 67.3 33.9 54.2

Table 2: Results on perplexity and zero-shot commonsense reasoning tasks for 760M models trained on 50B
tokens. Best results are highlighted in bold, while the second best results underlined.

Standard LM benchmarks. We evaluate on Wikitext perplexity and selected zero-shot common
sense reasoning tasks, including of LAMBADA [LMB.; 53] (OpenAI version), PiQA [6], Hel-
laSwag [Hella.; 83], WinoGrande [Wino.; 64], ARC-easy (ARC-e) and ARC-challenge (Arc-c) [10].
Table 2 shows the results. PaTH consistently outperforms RoPE across all tasks, and surpasses FoX
on most. PaTH-FoX performs comparably with PaTH while achieving the lower perplexity.

Length extrapolation. Figure 3 presents results on three long-context corpora from different
domains: PG-19 [62] (books), CodeParrot (code), and NarrativeQA [31](conversational English).
Both PaTH-FoX and FoX generalize up to 64K tokens, with PaTH-FoX consistently achieving lower
perplexity. The improvement is especially pronounced in the code domain, where state tracking—e.g.,
tracking variable values—is crucial. PaTH alone generalizes reasonably well, maintaining stable
performance up to 32K tokens, after which perplexity gradually increases (in contrast to RoPE, which
fails abruptly beyond 4K). These results underscore the benefit of data-dependent position encoding
and the critical role of the forgetting mechanism in enabling robust generalization to longer contexts.
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Figure 3: Length extrapolation results for 760M models trained on 50B tokens with 4096 context length.

Long-context benchmarks. Table 3 summarizes results on four challenging long-context bench-
marks: RULER [23], BABILONG [33], PhoneBook [26], and LongBench-E [3]. For RULER, we
report the zero-shot average accuracy across all 13 subtasks and also breakdowns by task categories
and context length in Figure 4; for BABILONG, we follow standard practice and report the average
few-shot accuracy over subproblems QA0–QA5 (see Figure 5 for breakdowns by task and context
length); for LongBench-E, we report average scores across three length intervals—0–4K, 4–8K, and
8–16K—and provide detailed results in Table 7.

These benchmarks assess different aspects of long-context understanding. Accurate re-
trieval is critical and is tested by RULER’s Single- and Multi- Needle-In-A-Haystack
(NIAH) tasks, as well as by PhoneBook Lookup, an extreme case where every
token in the context is a ‘needle”. PaTH-FoX achieves the highest overall re-
trieval performance, excelling in the more difficult Multi-NIAH and PhoneBook settings.
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Figure 4: RULER results grouped by different task categories.
Model RULER BABILONG PhoneBook LongBench-E

4K 8K 16K 0K 4K 8K 16K 2K 4K 8K 4K 8K 16K

RoPE 35.7 1.3 0.0 33.0 13.8 0.0 0.0 32.3 15.6 0.0 18.7 3.7 2.0
FoX 41.6 29.5 4.9 23.8 20.2 8.2 4.4 62.5 38.5 17.7 23.4 16.9 11.7
PaTH 44.6 34.8 18.7 33.8 24.6 16.8 11.6 55.2 20.8 0.0 27.2 22.5 14.4
PaTH-FoX 42.3 34.0 22.6 28.6 25.6 19.2 10.0 89.6 93.8 66.6 23.4 21.8 16.1

Table 3: Summary of average scores on long-context tasks for 760M models with training length 4096.

Model GSM8K HumanEval MBPP+

RoPE 19.9 23.1 47.1
FoX 15.5 21.3 48.2
PaTH 20.1 25.6 51.3

Base 8.6 16.4 38.6

Table 4: Results on math and coding benchmarks
after conversion. Base denotes the teacher model
performance before continued pretraining.

Beyond retrieval, RULER also probes state track-
ing through its Variable Tracking (VT) task.7 PaTH
and PaTH-FoX achieve substantial gains here, consis-
tent with their advantages on synthetic state-tracking
tasks. BABILONG further tests such capabilities in a
narrative setting, embedding bAbI-style logic queries
within long PG-19 passages—thus requiring both en-
tity tracking and multi-hop reasoning over extended
text. On these tasks as well, PaTH and PaTH-FoX
clearly outperform FoX and RoPE.

4.3 Converting RoPE into PaTH

Task Teacher (RoPE) Student (PaTH)

MMLU 74.21 73.28
HellaSwag 85.20 84.83
Winogrande 71.51 68.90
GPQA Diamond 33.33 34.34
TheoremQA 18.12 21.88
GSM-8K 80.29 80.67
MATH 69.10 65.38
HumanEval 82.32 77.44
MBPP 74.71 75.10
RULER (4K) 94.37 93.24

Table 5: Qwen2.5-7B-Instruct distillation results (with-
out continued pretraining on math/code data).

Training LLMs from scratch is highly
resource-intensive. We hence explore con-
verting pretrained RoPE-based LLMs into
PaTH-based LLMs, in particular targeting
improvements in math/coding domains.

Following Goldstein et al. [20], we use a
two-stage distillation process first minimizes
the Mean Squared Error (MSE) between the
attention-layer outputs of the RoPE teacher
and the PaTH student, followed by fine-
tuning using KL divergence on the outputs.
The first and second stages use 100M and 3B
tokens, respectively, from the DCLM corpus
[37]. After distillation, we perform continued pretraining using a balanced mixture (1:1:1) of DCLM
(text), Python-Edu (code), and MegaMathWeb (math) corpora [87] of 21B tokens. Since it may be
difficult to observe sizeable improvements over existing (often overtrained) state-of-the-art models
that have already been exposed to extensive math/coding data, we work with the SmolLM2-1.7B
checkpoint8 taken immediately before the WSD decay stage [24], i.e., prior to exposure to high-
quality math and code data. As shown in Table 4, PaTH consistently outperforms both RoPE and FoX.
We speculate that PaTH’s expressivity and state-tracking capabilities contribute to its advantages in
handling math and coding tasks.

While the above results are promising, we find mixed results when distilling from models that
have already been extensively (over)trained. Table 5 shows the performance when distilling
Qwen2.5-7B-Instruct [60] without the continued pretraining stage: PaTH student can improve
the teacher’s performance across some benchmarks, but there is degradation across others. These

7E.g., given “VAR X1 = 12345, VAR X2 = 3212, ..., VAR X10 = X1, ...” the query might ask
“Find all variables assigned the value 12345”, with the correct answer being “X1, X10”.

8https://huggingface.co/HuggingFaceTB/SmolLM2-nanotron-ckpt/tree/main/1700M/
pre-decay
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distillation experiments suggest that it may be important to start the conversion process before the
original model (potentially) ossifies and becomes difficult to convert; better conversion recipes remain
an avenue for future work.

5 Related Work

Data-dependent positional encoding. RoPE [72] has been the de facto position encoding scheme
in large language models. However, RoPE’s static nature makes it unsuitable for dynamically
adapting to long sequences, motivating works on RoPE length extension [55, 8, 44, inter alia].
Yet, these methods remain within the RoPE framework and can only mitigate rather solve its
limitations. An alternative line of work focuses on data-dependent position encoding. While
promising, these approaches operate solely at the attention logit level, modifying the QK⊤ scores
through post hoc transformations [85, 39, 86, 21, 35, 73, 11]. However, the dot-product structure is
fundamentally limited in its ability to represent more intricate dependencies [19, 32], motivating work
on algebraic position encodings [32], where relative positions are encoded via cumulative matrix
products. While conceptually similar to our approach, APE focuses exclusively on data-independent
orthogonal (and thus invertible) matrices that are simultaneously diagonalizable [59], and thus
inherently limited in expressivity [9, 51, 74]. In contrast, our proposed PaTH method addresses this
limitation by using data-dependent cumulative Householder-like products, which are non-invertible,
non-commutative, and not simultaneously diagonalizable, leading to more expressive transformations
of the unnormalized attention logits. Moreover, PaTH is compatible with other attention variants,
such as FoX, providing a principled and extensible framework for positional encoding.

Improving state tracking in language models. Transformer-based language models often struggle
with state and entity tracking [29, 57, 51]. This is potentially due to the standard transformer
architecture’s finding it difficult to reliably emulate finite-state automata [41, 42, 88, 4]. To shed
light on the theoretical reasons transformers struggle with word problems (tasks requiring careful
state tracking), recent studies have analyzed their learning dynamics [36] and conducted mechanistic
investigations [84]. Researchers have also proposed alternative attention mechanisms to enhance
self-attention’s expressivity. These aim to capture richer pairwise dependencies than standard dot-
product attention, often by incorporating lightweight recurrence—such as right-to-left cumulative
sums—into the attention logits [21, 35, 73]. Fagnou et al. [19] propose a matrix-inversion-based
attention mechanism for capturing path-level dependencies, which is conceptually similar to our
approach. While these methods show empirical improvements in state or entity tracking tasks, they
are largely heuristic. In this work, we draw inspiration from theoretical studies on parallelizing
RNNs while preserving their state tracking capabilities [51, 22, 69, 56]. From these, we design a new
softmax-based attention mechanism that is performant and efficient.

6 Limitation

While PaTH improves expressivity, it has several practical caveats. Training stability can be sensitive
to numerical precision. In particular, the cumulative product of Householder transformations may
become unstable under BF16, requiring clipping of the scaling factor β to prevent it from reaching 2,
as BF16 rounding can otherwise produce eigenvalues larger than 1 and cause divergence. In addition,
the speed comparisons in this work are restricted to head dimension 64. Larger head dimensions
increase the computational and memory overhead of PaTH. Finally, PaTH does not directly model
rotations, as a single reflection matrix does not subsume rotational transformations. This may limit
certain geometric inductive biases present in RoPE, which arise from its rotation-based structure, such
as its structured dependence on relative position. Extending PaTH with compositions of reflections
to approximate rotations, similar in spirit to DeltaProduct [69], is an interesting direction for future
work.

7 Conclusion
This work introduces PaTH, a new data dependent multiplicative position encoding scheme that prov-
ably enhances the expressive power of Transformers. We develop a FlashAttention style blockwise
algorithm to enable efficient parallel training. Experiments show that PaTH consistently outperforms
RoPE across multiple benchmarks, with particularly strong gains on state tracking tasks and length
extrapolation.
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A Representation Power of Transformers with PaTH Attention

We state two theorem which illustrate the representation power of transformers equipped with PaTH
attention.

The first theorem shows that a PaTH attention layer can solve the problem of tracking iterative swaps
on 5 elements, which is an NC1-complete under AC0 reductions. This theorem and its proof is an
adaptation of Theorem 2 of Peng et al. [56].
Theorem 2.1. A one-layer PaTH transformer with two attention heads and log n precision can solve
an NC1-complete problem under AC0-reductions.

Proof. As in Lemma 2 of Peng et al. [56], consider the task of deciding whether n iterative swappings
of 5 elements encodes the identity permutation. This task consists of an input sequence c = c0c1 . . . cn
of length n+ 1,

# [a1 ↔ b1] [a2 ↔ b2] . . . [an ↔ bn]

where c0 = # is the start token and c1 = [a1 ↔ b1], . . . , cn = [an ↔ bn] are “tokens” which
indicates that position an is swapped with position bn at time n. (Hence there are 20 such possible
swap tokens of the form [x ↔ y] for all pairwise x, y ∈ {1, . . . , 5} such that x ̸= y.) Given this
sequence, we show that there is a one-layer PaTH transformer with two attention heads that outputs a
1 if the sequence encodes the identity permutation, and −1 otherwise. As noted by previous works
[51, 56], this suffices since there is an AC0-reduction from a well-known NC1-complete problem
(i.e., iterated multiplication of S5) to this task.

We first embed the # and all 20 [x ↔ y] tokens to distinct one-hot vectors. Given a token u ∈ Σ
and its associated one-hot vector u, we choose the key/query/value/PaTH projection matrices (i.e.,
Wk,Wq,Wv,Ww ∈ R6×21) matrices for the first attention head such that

Wku = k[u] = 1{u = #}(e1 + 2e2 + 3e3 + 4e4 + 5e5 − e6),

Wqu = q[u] = n(e1 + 2e2 + 3e3 + 4e4 + 5e5 + 54.5e6),

Wwu = w[u] = (ex − ey)/
√
2 for v = [x↔ y], and 0 if v = #,

Wvu = v[u] = 1{u = #}e1
β = 2.

(Hence, the query vectors and β are input-independent.) In this case, as in Lemma 1 of [56] the
one-step PaTH transformation is a true Householder transformation with

H[u] = I− 2w[u]w[u]⊤ ∈ R6×6

and effectively swaps x with y. Now suppose the initial list is [1, 2, 3, 4, 5], and let π(i) be the i-th
element of the final permuted list after the n swaps. We then have

(k[c0]
⊤

n∏
s=1

Hs) =

((
5∑

i=1

ieπ(i)

)
− e6

)⊤

,

and the attention logit from n to 0 is given by

s0 = k[c0]
⊤

n∏
s=1

Hsq[cn] = n

(
5∑

i=1

iπ(i)− 54.5

)
.

By the rearrangement inequality, we further have

5∑
i=1

iπ(i) ≤
5∑

i=1

i2 = 55,

with equality holding if and only if i = π(i) for all i. Therefore s0 > 0.5n if the final list is the same
as the initial list (i.e., identity permutation), and s0 < −0.5n otherwise. Because k[u] = 0 for all
u ̸= #, we further have that the attention logits sl for all l > 0 is 0. The attention weight for the first
position is then given by a0 = exp(s0)

exp(s0)+n , which is greater than 1
n+1 if s0 > 0 (i.e., permutation is
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identity) and less than 1
n+1 otherwise. Since the value vector is e1 for c0 and 0 otherwise, the output

of this attention head is given by

n∑
l=0

alv[cl] =
exp(s0)

exp(s0) + n
e1.

The second attention head is data-independent and uses Wk = Wq = Ww = 0, and the same value
matrix Wv as above. This results in the output of this second attention head always being 1

n+1e1
regardless of the input. Concatenating the output from these two heads gives the vector[

exp(s0)

exp(s0) + n
, 0, 0, 0, 0, 0,

1

n+ 1
, 0, 0, 0, 0, 0

]
,

i.e., 12 dimension vector with the first dimension as exp(s0)
exp(s0)+n and the 7th dimension as 1

n+1 . We can
now have an output projection layer with matrix Wo that subtracts the 7th dimension from the 1st
dimension (i.e., [1, 0, 0, 0, 0, 0,−1, 0, 0, 0, 0, 0] in the first row). The first dimension of this output
vector will be positive if the permutation is identity, and negative otherwise. We can then use the
FFN layer with a sign(·) nonlinearty (or a steep tanh function) to clamp this output to {−1,+1}.
We do not explicitly need the log n precision assumption here but the construction here can be
represented in log n precision while preserving the same functionality. We include this assumption to
ensure that we are using same or weaker precision assumption with previous works on the circuit
complexity of transformers (Merrill and Sabharwal [50], Chen et al. [7] and refs. therein). We can
make the proof simpler in the above if we incorporate a O(log n) assumption since in this case the
output of softmax is 1 when the final list is the same as the original list and is 0 otherwise (i.e., there
is no need for the second attention head).

Theorem A.1. For any n, there is a two-layer PaTH transformer with O(log n) precision can solve
the flip-flop language modeling (FFLM) task with accuracy greater than 1− 1/n100 for all inputs up
to length n.

Proof. Recall that in FFLM, there are five types of input w, i, r, 0, 1. We will now present a
construction of the two-layer transformer with PaTH attention.

The token embeddings are given by

emb(w) = e1 + e6
emb(r) = e2 + e6
emb(i) = e3 + e6
emb(0) = e4 + e6
emb(1) = e5 + e6

where ei is the one-hot i-th basis vector.

The first attention layer will implement a one-hot attention from the bit tokens 0 and 1 to their
corresponding instruction tokens. To achieve this, we will have the matrices Wk,Wq,Ww,Wv

such that:

Wkh = (h1 + h2 + h3)e1,

Wqh = nh6e1,

Wwh = (h1 + h2 + h3)e1 + (h4 + h5)e2,

Wvh = h1e7 + h2e8 + h3e9,

β = 1.

Then the transition matrix is given by

H =

{
I− e1e

⊤
1 , if input is {w, r, i}

I− e2e
⊤
2 , if input is {0, 1},
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i.e., the transition matrix projects the first dimension to 0 for the instruction tokens {w, r, i} and
projects the second dimension to 0 the bit tokens {0, 1}. Similarly, the key vector ki is e1 if the i-th
token is an instruction token, and 0 otherwise. Therefore when the i-th token is 0 or 1,

k⊤
j

i∏
s=j+1

Hsqi ̸= 0

if and only if j = i − 1, and in this case it equals to n. Because we are considering an O(log n)
precision transformer, the attention score after softmax becomes 1-hot for every bit token. After this
attention layer, the 7-th to 9-th dimension of the bit tokens now encode the type of instruction of the
previous token.

The first FFN layer will map the 1 to 9 dimensions of 0 and 1 tokens to be a one-hot embedding for
each value and corresponding instruction type,

FFN(h)i = 0, i ̸∈ {10, 11, 12},
FFN(h)10 = 1{h4 = 1, h7 = 1},
FFN(h)11 = 1{h5 = 1, h7 = 1},
FFN(h)12 = 1, otherwise.

With 1{·} being the indicator function. Specifically, the 10-th dimension will be 1 for every 0
following a w and the 11-th dimension will be 1 for every 1 following a w.

The second attention layer will operate on the 10-th and 11-th dimensions of the input embedding
and implement the following:

Wkh = (h10 + h11)e1
Wqh = nh6e1
Wwh = (h10 + h11)e1 + h12e2
Wvh = h8e13 + h9e14
β(h) = 1{h8 + h9 > 0}

Here we assume that we can use a step function for β (or alternatively, we can use a steep-enough
logistic function for it to be effectively a step function under the precision considered). This shows
that for every token that is not a 0 or 1 that follows w, the transition matrix is identity; for 0 or 1 that
follows w, the transition matrix is a matrix that projects the first dimension to 0. Then for any i ≥ 2,

k⊤
j

i∏
s=j+1

Hsqi ̸= 0

if and only if j is the largest token that is a 0 or 1 that follows w with j ≤ i. This j is guaranteed to
exist because in FFLM, the first token is always w. In this case, this term equals n. Using the same
argument as the first layer, the attention becomes one-hot and the output of attention encode the value
of last 0 or 1 token following a w. By the definition of flip-flop, this is the current state.

The second FFN layer will operate on the 13-th and 14-th dimensions of the input,
FFN(h)i = 0, i ̸∈ {15, 16},

FFN(h)15 = 1(h2 = 1, h6 = 1),

FFN(h)16 = 1(h2 = 1, h6 = 1).

Specifically, the 15-th and 16-th dimension of the output will encode the state value for each r
token. After this layer, dimensions 1, 3, 4, 5, 15, and 16 of the embedding becomes one-hot, each
corresponding to a different output distribution in FFLM.

Finally, the LM head will map dimensions 1, 3, 4, 5, 15, and 16 to their corresponding next-token
probability before softmax. Concretely,

WLMh =(Te4 + Te5)(h1 + h3)

+(Te1 + Te2 + Te3)(h4 + h5)

+ne4h15 + ne5h16.

Here T ≈ log n is an appropriate number such that softmax over Te4 + Te5 and Te1 + Te2 + Te3
yields a uniform distribution with error smaller than 1/n101.
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Task Example Evaluation Focus

Task 1: Single
Supporting Fact

Mary went to the bathroom.
John moved to the hallway.
Mary travelled to the office.
Q: Where is Mary? A: office

Identify a single explicit
fact from context.

Task 2: Two Sup-
porting Facts

John is in the playground.
John picked up the football.
Bob went to the kitchen.
Q: Where is the football? A: playground

Combine two clues to infer
an object’s location.

Task 3: Three
Supporting Facts

John picked up the apple.
John went to the office.
John went to the kitchen.
John dropped the apple.
Q: Where was the apple before the kitchen? A: office

Track object movement
and temporal order.

Task 4: Two Ar-
gument Relations

Office is north of bedroom.
Bedroom is north of bathroom.
Kitchen is west of garden.
Q1: What is north of bedroom? A: office
Q2: What is bedroom north of? A: bathroom

Reason over spatial rela-
tionships.

Task 5: Three Ar-
gument Relations

Mary gave the cake to Fred.
Fred gave the cake to Bill.
Jeff was given the milk by Bill.
Q1: Who gave the cake to Fred? A: Mary
Q2: Who did Fred give the cake to? A: Bill

Transitive reasoning over
possession chains.

Table 6: Descriptions and examples of the first five bAbI tasks. Each task highlights a specific reasoning skill
required for successful question answering.

B Experimental Setup & Additional Results

Figure 5: BABILong performance breakdowns. QA1: Single supporting fact. QA2: Two supporting facts. QA3:
Three supporting facts. QA4: Two arg relations. QA5: Three arg relations.

Hyperparameter settings. All models are trained with AdamW [46], using a cosine learning rate
schedule with a 1B-token warmup. The peak learning rate is 1e-3, with both initial and final rates set
to 3e-5. We apply a weight decay of 0.01 and gradient clipping of 1.0. The batch size is 2M tokens.
Parameters are initialized with a standard deviation of 0.02. Each 760M model is trained on 8 H100
GPUs for 2-3 days. For synthetic tasks, we use A100 GPUs, completing training within several hours.

BABILong Figure 5 presents the performance breakdown across sub-tasks and sequence lengths.
Task descriptions are provided in Table 6.
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LongBench-E Detailed results are presented in Table 7.

Category Dataset 0–4k 4–8k 8k-16k

FoX FoX-PaTH PaTH RoPE FoX FoX-PaTH PaTH RoPE FoX FoX-PaTH PaTH RoPE

QA

2wikimqa 21.0 23.7 28.7 23.9 15.3 22.5 20.8 0.9 9.4 8.4 7.3 0.1
hotpotqa 20.3 16.2 19.0 25.2 9.3 16.1 22.8 0.8 5.6 7.7 8.8 0.4
multifieldqa_en 39.1 39.6 38.6 18.0 24.9 31.4 27.2 5.1 16.0 19.5 19.2 1.9
qasper 22.4 24.6 25.9 15.1 14.9 19.8 16.8 1.8 7.0 10.1 10.6 1.9

Summarization multi_news 9.1 6.9 12.1 10.2 7.3 9.8 9.6 3.1 6.1 8.3 8.3 1.7
gov_report 14.4 10.2 22.3 12.4 14.5 13.6 17.9 4.9 5.9 11.9 11.6 2.5

Few-shot
trec 35.0 36.7 40.0 23.3 27.5 26.3 35.0 1.2 20.6 26.3 20.0 0.0
triviaqa 33.2 28.9 36.0 21.8 18.2 27.6 32.0 2.8 13.7 31.6 18.4 0.4
samsum 21.4 27.1 26.8 19.3 16.9 27.6 23.6 3.2 9.1 15.7 15.6 0.7

Code lcc 19.2 21.4 22.3 22.1 18.8 23.3 18.6 7.9 18.2 18.9 19.0 4.8
repobench-p 21.8 22.7 27.3 14.6 18.4 22.5 22.7 9.2 17.5 19.3 19.2 7.6

Average 23.4 23.5 27.2 18.7 16.9 21.9 22.5 3.7 11.7 16.1 14.4 2.0

Table 7: Performance comparison grouped by task category. Each bolded value indicates the best model score
for the respective dataset and length bucket.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: See the last sentence of the introduction section.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have a limitation section in §6
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes] ,

Justification: We have proofs in §A.1, 2.1.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes we described the hyperparameter setting in §B

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes] .
Justification: We have open-sourced the Triton kernel at https://github.com/fla-org/
flash-linear-attention, and and our experiments can be reproduced using our main-
tained training framework https://github.com/fla-org/flame.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See §B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Many pretraining experiments are expensive for an academic setting.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See §B

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes] ,
Justification: Yes, we have adhered to the Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [No]
Justification: No societal impact that we are aware of.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA] .
Justification: N/A
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [No]

Justification: Cited but did not discuss license and terms of use

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [No] ,

Justification: We do not have new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .

Justification: N/A
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA] .
Justification: N/A
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA] .
Justification: N/A
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

28

https://neurips.cc/Conferences/2025/LLM

	Introduction
	PaTH Attention
	Generalizing RoPE with Multiplicative Position Encodings
	Data-dependent Multiplicative Position Encodings with PaTH

	Efficient Training and Inference for PaTH Attention
	Background & Notation
	Full Matrix Form of PaTH Attention
	Efficient Training
	Efficient Inference
	Discussion

	Experiments
	Synthetic Tasks
	Language Modeling
	Converting RoPE into PaTH

	Related Work
	Limitation
	Conclusion
	Representation Power of Transformers with PaTH Attention
	Experimental Setup & Additional Results

