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Abstract: Many possible fields of application of robots in real world settings hinge on the ability of robots to grasp objects. As a result, robot grasping has been an active field of research for many years. With our publication we contribute to the endeavour of enabling robots to grasp, with a particular focus on bin picking applications. Bin picking is especially challenging due to the often cluttered and unstructured arrangement of objects and the often limited graspability of objects by simple top down grasps. To tackle these challenges, we propose a fully self-supervised reinforcement learning approach based on a hybrid discrete-continuous adaptation of soft actor-critic (SAC). We employ parametrized motion primitives for pushing and grasping movements in order to enable a flexibly adaptable behavior to the difficult setups we consider. Furthermore, we use data augmentation to increase sample efficiency. We demonstrate our proposed method on challenging picking scenarios in which planar grasp learning or action discretization methods would face a lot of difficulties.

1 Introduction

The most fundamental atomic task of robotic manipulation is grasping. When successful, it enables the robot to do more complex manipulation tasks such as pick and place or bin picking [1]. In the bin picking task, several objects are placed inside a bin, and the goal is to remove all the objects from the bin and place them at a target position. Bin picking has enormous implications in many areas of robotic manipulation, e.g., industrial assembly, logistics automation, domestic robotics, pick and place tasks, and more. In addition, this task is among one of the most complex robotic manipulation problems, since it exhibits many challenges, yet to be addressed, such as noise and occlusions in perception, object obstructions and collision in motion planning. Therefore, a resilient and robust approach to pick an object out of a bin is needed.

There are two approaches to robotic manipulation. The classical approach is based on planning [2, 3]. In this approach, a domain expert carefully plans what the robot should do in order to achieve the task at hand. The second, more recent approach consists in learning such skills using machine learning techniques. The planning in this approach is reduced to the necessary requirements and the system learns what to do by adopting trial and error methods such as reinforcement learning.

Figure 1: The robot is tasked with the goal of emptying one bin to another, shifting the objects (top-right) when necessary in order to facilitate the grasping (bottom-right). The inferred motion primitives have high flexibility to be able to cope in challenging conditions.
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learning [4]. At one extreme side of the automation-learning spectrum, many recent approaches attempt to solve these tasks using an end-to-end learning approach based on visual input (i.e., “from pixels”; e.g., [5, 6]). There are however also methods, that lie somewhere between purely planning and purely learning based approaches. One of these methods is learning based on motion primitives. These methods define a set of required primitives to solve the problem at hand [7] where for each primitive there are parameters defining how this primitive is executed.

In this work we propose a method based on continuously parametrized motion primitives. The parameters defining these motion primitives are provided as output of a deep neural network architecture and can be learned in an end-to-end fashion. The advantages for this approach are twofold. First, we do not need to apply discretization to the continuous action of the robot. This enables computation and memory efficiency during training, and generalization between similar situations. Secondly, our approach allows us to add more parameters to each primitive while avoiding the curse of dimensionality of discretization. Thus we are able to work with actions of a higher degree of freedom. In other words, in our approach the output of the network scales linearly in the dimensionality of the actions, while in discretized settings, the size of the output space increases exponentially.

Specifically, in this work we focus on two primitives: shifting and grasping as depicted in Fig. 1. For grasping we propose a parameterization with two discrete parameters (2D position in x-y plane in a heightmap image) and three continuous parameters (yaw, pitch, and gripper width) while for shifting we propose a parameterization with two discrete parameters (2D position in x-y plane in a heightmap image) five parameters (yaw, pitch, roll, shifting direction and shifting distance). While our algorithm now involves both discrete and continuous actions, we do to need to employ a joint hybrid formulation as proposed in [8]. Due to the fact that our continuous actions depend on the choice of a discrete action, we can instead resort to a hierarchical reinforcement learning (RL) formulation and policy optimization. Our formulation shares some similarity with recent work [9] in RL. However these methods have not been extended to robotic applications, which possess more modeling challenges, e.g. high-dimensional input spaces.

Our main contributions in this work are as follows:

1. We present an algorithm based on Soft Actor Critic (SAC [10]) for learning complex grasping and shifting policies directly from pixels
2. We devise a bin picking methodology featuring low sample complexity to overcome the physical limitations for successful grasping. This is specifically relevant, when using parallel-jaw grippers on objects in hard to grasp locations.
3. We propose a novel network architecture, which is designed to model hybrid action spaces, i.e. discrete-continuous actions.

The paper is organized as follows. In Section 2 we review related work for this paper. In Section 3 we describe the mathematical framework that we use throughout the paper. In Section 4 we describe the methodology used whereas in Section 5 we show the applicability of our work in simulation. We conclude in Section 6 and point out future work directions.

2 Related work

As a prerequisite for many robot manipulation tasks, grasping objects has been a long-standing subject of interest in robotic research and a large body of literature exists on the topic. While early approaches were mainly based on analytic methods, performing constrained optimization on certain criteria defining stable grasp (see [11] for a comprehensive review), data-driven approaches dominate the field since at least around 2000. The survey by Bogh et al. [12] provides an excellent overview of these ‘classical’ data-driven approaches. With the success of deep neural networks, in particular in the domain of computer vision, also the robotic grasping community has more and more turned towards deep learning methods. A substantial amount of publications from the recent years follow the paradigm of supervised learning and cast the problem of robot grasping as one of predicting oriented rectangles from visual inputs. As noted first by [13], given a depth image five degrees of freedom (DoF) are sufficient to specify a rectangle that fully defines a 7 DoF robot grasping pose (3D position, a 3D rotation, gripper opening width).

Grasping via supervised learning: Distinct approaches differ in how they tackle the huge search space of possible rectangles. Lenz et al. [13] suggest a two step approach relying on one fast but
inaccurate step, performing an exhaustive search over the space of possible rectangles, followed by a slower accurate step to re-rank the top 100 rectangles. In contrast, Redmon et al. [14] and Kumra et al. [15] propose a faster one-step approach, superseding the exhaustive search step. More recent approaches [16, 17] regress rectangles in a generative fashion by predicting pixel-based grasp angles, gripper width and grasp success scores and using these images as input to a final network predicting the grasp rectangles. Instead of using manually labeled images like in those work, Mahler et al. [18] combined a grasp sampling heuristics with an analytic method to determine force closure based on wrench space analysis in order to generate a large data base of object meshes annotated with grasp poses and corresponding grasp quality metrics [19]. A similar approach was proposed by Schmidt et al. [20]. More recent approaches [21, 22, 23] propose a grasp sampling network that is based on a variational autoencoder, and trained with simulated or annotated data.

Grasping via self-supervised learning: Another solution to the problem of training data is provided by direct self-supervision, i.e. by running a prescribed grasping policy either in simulation or on a real robot to collect training data annotated automatically by the observed grasp success. This method was pioneered on a large scale by Pinto et al. [24]. Levine et al. [25] combined this strategy with a vision-based servoing-mechanism to guide the robot to successful grasps and scaled the approach further to a multi-agent distributed setup. In a subsequent publication, the approach was instead formulated as a RL problem [26]. Khansari et al. [27] built upon this work and extended it with an image-based action representation, which they found to increase sample efficiency. Furthermore, they trained purely in simulation and used data augmentation to successfully transfer to the real world. In a recent work, Song et al. [28] also propose an extension of [29] to full 6D pose grasping. In contrast they however do no longer consider non-prehensile manipulations. Furthermore they rely on a manually collected grasping dataset, while our approach is trained in a fully self-supervised manner.

Grasping via non-prehensile manipulation: Although some of the methods mentioned above have been demonstrated or even explicitly trained in cluttered scenes, grasping actions may not always be enough in the presence of multiple objects, occlusions or workspace limitations. Therefore, another stream of research has focused on combining grasping with non-prehensile actions. Dogar et al. [30] propose a fully planning-based approach using non-prehensile motion primitives to extract an object from clutter. Boularis et al. [31] formulate a finite dimensional Markov decision process (MDP) and use tabular Q-learning to train a policy combining pushing and grasping. Their approach relies on hand-crafted features and kernel methods to model the value function, reward and transition function. In [32] the authors investigate multi-task supervised learning to perform grasping, pushing and poking actions and find that the multi-task model shows better performance than single-task models trained on the same amount of data. A hierarchical approach to combine pushing and grasping primitives has been considered by Danielczuk et al. [33], who propose a high-level planner that queries the low-level motion primitive-based policies and chooses actions based on the returned quality estimates. In a subsequent publication [33] the authors train a visuomotor policy to uncover objects in clutter in order to increase graspability. To facilitate the difficult exploration problem, the authors define several teacher heuristics. Most related to our work are the approaches proposed by Zeng et al. [29] and by Berscheid et al. [34]. Both define motion primitives for pushing and grasping actions and learn them using Q-learning on a discretized action space consisting of a 2D Cartesian grasping position in the (x,y)-image plane and a yaw rotation around the z-axis. Both methods, however, are restricted to top-down grasps with discrete yaw rotations. A recent work from Berscheid et al. [35] proposes a hybrid approach of learning 6 DoF grasping. However this method is still simplified to planar grasping in which lateral DoF (z-depth, roll, and pitch angles) are inferred from a model-based controller. In our work, we built on these approaches but extend them to allow for full end-to-end 6DoF grasp learning and more flexible motion primitives. We achieve this by giving up the strict discretization in favour of a hybrid discrete-continuous action space.

3 Background

Recent years have shown great improvements in model-free deep reinforcement learning in several domains. In particular SAC (Soft Actor-Critic) [10] has gained popularity for continuous control settings due to its sample efficiency and stability and its superior performance both in simulation benchmarks and in real world settings [36]. For these reasons and due to the fact that SAC also has shown good performance when trained on pixel inputs [37], we use SAC as backbone algorithm for our approach. SAC is an off-policy actor-critic algorithm and as such jointly trains a pair of
We use RL to train the policy $\pi$. We model the Bin Picking task as a finite-horizon Markov Decision Process (MDP) with granularity of $\alpha$ from the table on which the robot and bin are installed. The heightmap is computed from an image captured by RGB-D camera overlooking the bin area. Given the camera intrinsic and extrinsic parameters, the image is transformed to a color point-cloud in the robot coordinate system, whose function is received, and the system transitions into a new state $s_{t+1}$ according to $T$. We represent the state $s_t$ by a heightmap image with four channels, the color (RGB) and height (Z) from the table on which the robot and bin are installed. The heightmap is computed from an image captured by RGB-D camera overlooking the bin area. Given the camera intrinsic and extrinsic parameters, the image is transformed to a color point-cloud in the robot coordinate system, whose origin is conveniently located at the base link attached to the table and z-axis points in the inverse direction of gravity. The point-cloud is then projected orthographically onto a 2-dimensional grid with granularity of $5 \times 5$ mm in the xy-plane containing the bin. The action $a_t$ is a motion primitive corresponding to either a grasp or a shift, each defined by a distinct set of parameters, as detailed in Section 4.1. A reward $r_t$ of 1 is received in step $t$ if $a_t$ results in a successful grasp, otherwise it is 0.

We use RL to train the policy $\pi(a_t|s_t)$ to maximize the $Q$-function defined as

$$Q(s_t, a_t) \equiv \mathbb{E}_{s_{t+1}\sim T(s_t, a_t)} \left[ \sum_{i=t}^{H} \gamma^i r(s_i, a_i) \right].$$

The Bellman equation,

$$Q_t(s_t, a_t) = \mathbb{E}_{\pi, T} \left[ r(s_t, a_t) + Q_{t+1}(s_{t+1}, a_{t+1}) \right], \quad (1)$$

provides a means to evaluate the policy $\pi$ by calculating the $Q$-function recursively, and lies in the core logic of most (off-policy) RL algorithms, including the algorithm presented here.

4.1 Motion Primitives

In each step the policy outputs a primitive type $\phi \in \{g(\text{rasp}), s(\text{shift})\}$ as well as the primitive parameters sets $a^\phi$ that together define the maneuver to be executed. Each primitive is executed essentially in open-loop as follows.

**Grasp:** The gripper is first oriented according to the inferred Euler angles $(i^g, j^g, k^g)$. Subsequently, the gripper tool-center-point (TCP) is moved to a point above the target position defined by the Cartesian coordinates $(x^g, y^g, z^g)$ and then lowered to the target height $z^g$ having the width between the fingers set to $w^g$ cm. Upon reaching the target pose or detecting a collision, the gripper is closed.
and lifted up 20cm at which point the gripper is again signaled to close. The grasp is considered successful if the distance read between the fingers exceeds a threshold set to a value slightly below the smallest size of all objects in consideration. The parameter set \( a^g = (x^g, y^g, z^g, k^g, w^g) \) includes all the above parameters, except \( z^g \) which is extracted from the heightmap in position \((x^g, y^g)\), and the roll angle \( k^g \) which is set to 0 to ensure equal finger heights for stable top-down grasping.

**Shift:** The gripper TCP is moved to a target pose \((x^g, y^g, z^g, i^g, j^g, k^g)\) with clamped fingers, after which it is moved \( d_\text{Shift} \) cm in a horizontal direction defined by a rotation angle \( k_\text{Shift} \) around the z-axis.

Here, \( a^s = \left(x^s, y^s, i^s, j^s, k^s, d^s_k, k^s_\text{Shift} \right) \) whereas, similarly to the grasp primitive, \( z^s \) is extracted from the heightmap.

### 4.2 Reinforcement Learning for Bin Picking

#### 4.2.1 Architecture

We use a Fully Convolutional Network (FCN) to infer the parameter set \( a^\phi \) and approximate the value \( Q^\phi(s, a^\phi) \) for each primitive type \( \phi \) and heightmap image \( s \). The underlying algorithmic framework and network architecture follows what can be schematically viewed as a combination of convolutional SAC for continuous actions and Q-learning for discrete actions. Namely, the network infers an embedding for each of the heightmap pixels using a Pixel Encoder module. By viewing each pixel embedding as a distinct state, an Actor module convolves over these "states" and infers a Gaussian action for each of them, resulting in an action map \( A^\phi \). Actions are concatenated with their corresponding pixel embedding and evaluated by a Critic module, resulting in a Q-value map \( Q^\phi \). Figure 2 depicts the network architecture which is shared between both primitives. Notably, each pixel \((h', w')\) in the action map \( A^\phi \) induces a fully specified parameters set \( a^\phi \). The spatial parameters \((x^\phi, y^\phi)\) are derived from the location association of the heightmap pixels, whereas the rest of the parameters are given by \( A^\phi[h', w', :] \), the values in the action map corresponding to the pixel coordinates along all channels. Similarly, \( Q^\phi[h', w', 1] \) represents the Q-value of the state-action pair \((s, a^\phi)\). The map \( Q^\phi \) thus represents a Q-function \( Q^\phi(s, a^\phi) \) for a discrete set of actions corresponding to the heightmap pixels, and as such, it is trained using a Q-learning schema for discrete actions. The actor, on the other hand, is trained using a soft actor-critic schema. Figure 2 depicts this action selection process. Note that for training the Q-network, the Actor module needs not be executed. Instead, we can concatenate action parameters \( a^\phi \) stored in a replay buffer with the pixel embedding of the corresponding state \( s \) and then evaluate it using the critic to predict a Q-value.

#### 4.2.2 Inference

Inferring an action for a given state \( s \) entails computing all the network modules end-to-end, producing the action map \( A^\phi \) and \( Q^\phi \)-map for both primitives. The primitive type is selected as \( \phi^* = \arg \max_\phi \max_{h', w'} Q^\phi[h', w', 1] \). The primitive parameters set is calculated by first selecting the best pixel for \( \phi^* \), \((h^*, w^*) = \arg \max_{h', w'} Q^\phi[h', w', 1] \) and extracting \( a^\phi^* \) from \((h^*, w^*)\) as described above.

#### 4.2.3 Training

We collect data throughout the experiments and store it in a replay memory. When sampling minibatches for training, we use data augmentation in order to increase the sample efficiency [37]. Particularly, we create task-invariant versions of the sampled experiences \((s_t, a_t, r_t, s_{t+1})\) by rotating the heightmap image \( s_t \) by a random angle, as well as rotating the relevant angles in \( a_t \) by the same angle. In both primitives, we rotate the yaw angle \( k^\phi \), while in the shift primitive we also rotate the shift direction \( k_\text{Shift} \). By that, we create new samples that induce similar results, that is, similar \( r_t \) and \( s_{t+1} \). We train each of our models using the following loss functions:

\[
\mathcal{L}_\text{critic} = \begin{cases} 
\text{BCE} \left( Q^\phi_t(s_t, a_t^\phi), y_t \right) & t = H \\
\text{MSE} \left( Q^\phi_t(s_t, a_t^\phi), y_t \right) & \text{otherwise} 
\end{cases}
\]

where BCE is the Binary Cross Entropy loss, MSE is the Mean Squared Error loss, and

\[y_t = r_t + \gamma \max_{\phi, a} Q^\phi_{t+1}(s_t, a)\]
$H$ denotes a fixed predefined horizon. Note that we use the BCE loss for the final step only, since the corresponding ground label $y_t = y_{t=H} = r_{t=H} \in \{0, 1\}$. For all other steps $t$, $y_t$ is a real number and we thus use the MSE loss. The critic loss is minimized with respect to the network parameters of the Pixel Encoder, Pixel Action Encoder, and Critic modules.

**Actor Loss**

$$\mathcal{L}_{\text{actor}} = Q^\Phi_t(s_t, a^\phi_t) - \alpha \log \pi^\pi_t(a^\pi_t | s_t)$$

The actor loss is minimized with respect to the parameters of the Pixel Encoder and Actor modules.

### 4.3 Implementation Details

**Finite Horizon** In finite-horizon MDPs, the Q-function is time-dependent and, respectively, the Q-functions in the different steps should be approximated by distinct networks to be theoretically sound. This, however, entails training $H$ neural networks, which may impose a large computational burden. Most RL implementations circumvent this issue by treating the MDP as infinite-horizon, regardless of the actual case, and using the discount factor to moderate the effect of future steps. Here, we choose to use distinct networks for the different steps and instead take different relaxing measures. Regardless of the number of steps allowed to empty the bin, we use a fixed and small horizon of $H = 2$ and train two networks, $\Phi_0$ and $\Phi_1$. While this choice helps alleviating the hurdles mentioned above which are even amplified by having sparse rewards and large action space, it can also be motivated by the observation that bin picking typically does not benefit much from looking more than a few steps ahead. Indeed, looking ahead beyond the current state is mostly beneficial when shifting is required to allow a consecutive grasp, and most likely a single shift manoeuvre should suffice in this case. Respectively of this relaxation, we use $\Phi_0$ to infer an action in step $t < H$ and $\Phi_1$ for $t = H$. During training, we use all the recorded experiences for updating the networks of all steps independently of the actual step they were performed within the episode.

**Exploration Heuristics** In order to increase the chances of seeing an effective result for either a grasp attempt or a shift attempt when taking exploration steps, we use a change detection procedure as described in [40] to locate pixels that correspond to objects. Very roughly, we subtract the point-cloud of the current image state from a reference point-cloud of an image with empty bin and mask pixels in which there is a notable difference. We then sample a portion of the exploration actions from a uniform distribution over all the object pixels. We also assume to have at our disposal a bounding box of the bin, which is either known or can be obtained by some external perception utility. We define sites of interest on the gripper and wrist mounted camera, and transform these points according to any candidate target pose to verify its feasibility by checking if the transformed points fall inside the bounding box of the bin. If there is at least one point that falls outside the bin, we know that a reach attempt would result in a collision and therefore discard the attempt in advance. We also use this computation as complementary exploration heuristic for searching feasible orientations for a given translation.

**Mini-Batch Sampling** To overcome the impact of sparse rewards on training, particularly as early stages, we sample mini-batches that are comprised of half success samples and half failures.

### 5 Experiments

#### 5.1 Simulation environment

In order to assess the performance of our algorithm in a bin-picking scenario, we set up a suitable MuJoCo [41] environment, as depicted in Fig. 1. This environment contains a Franka Emika Robot with a Realsense d415 camera mounted on its wrist. Two bins of particularly small size $30 \text{ cm} \times 40 \text{ cm}$ and with a height of $20 \text{ cm}$ are placed in front of the robot. We purposely create this challenging setting to evaluate the limit of different approaches, and demonstrate the benefit of high DoF grasp learning methods like ours. First, the small size of the bin renders direct grasping infeasible for a large fraction of the area inside the bin. Secondly, the high bin walls preclude top-down grasps for many of the remaining graspable object positions, as these would lead to collisions with the walls. Lastly, the wrist mounted camera adds to the difficulty of avoiding collisions. We use this setup both for training the algorithm and for evaluation. During training we spawn $4$ objects from a predefined set at a random position above one bin at the beginning of each episode. In each step we execute the action returned from the policy $\pi$ as described in Section 4. We use ROS for control and execute all motion commands using a Cartesian impedance controller.
5.2 Experimental setup

We conduct several experiments to evaluate our algorithm and compare it to one following baseline, called *Learning shifting for grasping* proposed by Berscheid et al. [42]. Similar to Zeng et. al. [7], this baseline resorts to action discretization and is restricted to planar grasps, i.e. allows only for rotations around the axis perpendicular to the table top. With our experiments we aim to answer primarily the following questions:

- Do the non-prehensile shifting actions improve the performance of our bin picking algorithm, in particular in challenging settings?
- Do our flexible and continuously parametrized motion primitives show an advantage over fully discrete parametrizations?

In order to answer these questions, we set up two different scenarios. All scenarios share the same general setup described above and differ only in the way the objects are placed into the bin. In particular, we consider the following settings:

1. Randomized bin: We spawn objects at random positions above the bin and let them drop into it. This scenarios is also used for training.
2. Close-to-wall bin: We spawn objects only at random positions close to the bin walls. This is a very challenging setting as the spawn objects are likely very close to the bin wall, so grasping such objects often requires shifting. In other cases if an object can be grasped without a support of shifting, its grasp pose might be harder to find as it involves more constraints, e.g. stable grasp pose, collision avoidance to the bin walls and nearby objects.

The first scenario allows us a general evaluation of our algorithm in a challenging setup and a comparison to the chosen baselines. The second scenario is designed to test our algorithm in situations where direct grasps and top-down grasps are impossible and therefore flexible shifting and grasping motions are necessary. For each of the test scenarios and algorithms we execute 100 runs and compare average performance according to the following metrics, proposed by Zeng et al. [7]:

1. Clearance: percentage % of objects cleared from the bin
2. Completion rate: percentage % of runs in which the robot succeeds in emptying the bin without executing 10 successive unsuccessful actions.
3. Success rate: average percentage % of successful grasps per episode.
4. Action efficiency: defined as \( \frac{\text{# objects in scenario}}{\text{actions before completion}} \) this metric measures the capability of the policy to avoid unnecessary actions.
Table 1: Experimental Results for the Random Setting (Mean %)

<table>
<thead>
<tr>
<th>Method</th>
<th>Clearance</th>
<th>Completion</th>
<th>Grasp Success</th>
<th>Action Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berscheid et al. [42]</td>
<td>72</td>
<td>32</td>
<td>30</td>
<td>70</td>
</tr>
<tr>
<td>Ours</td>
<td>96</td>
<td>85</td>
<td>80</td>
<td>76</td>
</tr>
</tbody>
</table>

Table 2: Experimental Results for the Challenging Setting (Mean %)

<table>
<thead>
<tr>
<th>Method</th>
<th>Clearance</th>
<th>Completion</th>
<th>Grasp Success</th>
<th>Action Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berscheid et al. [42]</td>
<td>48</td>
<td>1</td>
<td>15</td>
<td>66</td>
</tr>
<tr>
<td>Ours</td>
<td>88</td>
<td>66</td>
<td>40</td>
<td>34</td>
</tr>
</tbody>
</table>

Another important metric is the compute time required for inferring the best action from the camera input. Our method takes ≈ 0.01s when run on a GeForce RTX 2080. It is thus real time capable and would even allow for a closed-loop setup.

5.3 Evaluation results

As expected, in the challenging setting the performance was worse than the in the random setting emphasizing the fact that most failure cases result from objects being placed at location from which they cannot be grasped with direct top-down grasping. It is also apparent that the method we propose gave better results than [42]. Here, the relatively tall bin renders top-down grasping and shifting practically impossible in a large area of the bin, as opposed to the setting described in [42]. Therefore grasping and shifting attempts of objects near the bin walls were mostly ineffective. We also observed that most of these hard cases were solved by applying 6DoF grasps which allow the gripper to reach objects without colliding with the bin wall, and much less by shifting. Still, in 40% of the episodes in the random case and as much as 65% in the challenging case, the bin was not emptied by the end of the episode, and on average only 86% of the objects in random settings and 75% of the objects in the challenging case were cleared from the bin. The failure cases were concerned with either not being able to learn the right shift approach, having repeated attempts in misleading cases (e.g. trying to grasp to close rods that appear as one), and in some rare occasions having spawned the objects outside the bin.

6 Conclusion

This paper proposes a unified actor-critic framework for learning continuous and high-DoF pushing and grasping policies in robotic bin-picking. Bin-picking on industrial applications requires non-trivial grasping skills, e.g. avoiding collisions with the bin wall and nearby objects. It additionally requires non-prehensible actions, e.g. shifting. Existing methods often resort to a discretization of the action space. As a result, they scale poorly to high-dimensional action spaces and cannot easily be extended to 6DoF grasp learning or even higher DoF shifting skill learning. The main contributions of our proposed framework can be summarized as follows. First, this framework easily allows more DoFs for the action space based on a well-known actor-critic RL framework. Hence it enables continuous actions efficiently. Second, we made an important contribution on the choice of the network architecture with which we can easily model hybrid action spaces, i.e. discrete-continuous actions. The discrete actions are primitives (grasping, shifting), and grasp/shift centers (xy-planar), while the continuous actions are grasp/shift configurations.

We demonstrate the proposed framework on a challenging setting which is common in many industrial applications, e.g. featuring a small bin, a high wall bin, ubiquitous collisions etc. This setting requires both high DoF grasp/shift skill configurations, and non-prehensible shifting actions. We showed that our approach is able to complete the tasks with higher rates in comparison to existing baselines. While our method can show great benefits and potentials, there are open research questions yet to be addressed. First, we plan to evaluate how it can handle sim2real transfer in which a policy trained extensively in simulation can be evaluated in real bin-picking scenarios. Second, beside the two grasp and shift primitives we would like to see how more primitives, e.g. hand-over or throwing, can also be integrated and learnt in an end-to-end fashion using this framework.
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