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Abstract

Traditional Chinese Medicine (TCM), as an effective alternative medicine, has
been receiving increasing attention. In recent years, the rapid development of large
language models (LLMs) tailored for TCM has highlighted the urgent need for an
objective and comprehensive evaluation framework to assess their performance
on real-world tasks. However, existing evaluation datasets are limited in scope
and primarily text-based, lacking a unified and standardized multimodal question-
answering (QA) benchmark. To address this issue, we introduced TCM-Ladder,
the first comprehensive multimodal QA dataset specifically designed for evalu-
ating large TCM language models. The dataset covers multiple core disciplines
of TCM, including fundamental theory, diagnostics, herbal formulas, internal
medicine, surgery, pharmacognosy, and pediatrics. In addition to textual content,
TCM-Ladder incorporates various modalities such as images and videos. The
dataset was constructed using a combination of automated and manual filtering pro-
cesses and comprises over 52,000 questions. These questions include single-choice,
multiple-choice, fill-in-the-blank, diagnostic dialogue, and visual comprehension
tasks. We trained a reasoning model on TCM-Ladder and conducted comparative
experiments against nine state-of-the-art general-domain and five leading TCM-
specific LLMs to evaluate their performance on the dataset. Moreover, we proposed
Ladder-Score, an evaluation method specifically designed for TCM question an-
swering that effectively assesses answer quality in terms of terminology usage
and semantic expression. To the best of our knowledge, this is the first work to
systematically evaluate mainstream general-domain and TCM-specific LLMs on a
unified multimodal benchmark. The datasets and leaderboard are publicly available
athttps://tcmladder. com and will be continuously updated. The source code
is available at https://github. com/orangeshushu/TCM-Ladder!
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1 Introduction

The development of large language models (LLMs) tailored to the field of Traditional Chinese
Medicine (TCM) [} 2] has emerged as a significant research direction. Given the unique and intricate
nature of the TCM knowledge system, the construction of intelligent tools specifically designed for
this domain can substantially improve the efficiency of medical students, clinicians, and researchers.
Such models have the potential to facilitate accurate and timely access to specialized information for
clinical decision-making, knowledge retrieval, and academic inquiry, thereby supporting effective
reasoning and practical application within the TCM framework.

TCM diagnostic methods including inspection, auscultation and olfaction, inquiry, and palpation
embody a representative process of multimodal information acquisition, integration, and reasoning
[3]. Fundamentally, this diagnostic paradigm reflects the nature of multimodal fusion in clinical
decision-making. However, existing LLMs tailored for TCM still face notable limitations in real-
world applications. These limitations are primarily manifested in their relatively small model scales,
insufficient reasoning capacity, and the lack of deep integration of multimodal information. The
acquisition of high-quality TCM data poses significant challenges, as it requires deep expertise in
traditional medicine, sustained clinical data collection, and extensive manual annotation. Currently,
most mainstream medical benchmark datasets [4}, 15} 16} [7} 8] are predominantly focused on Western
medicine and have yet to systematically address the core tasks unique to TCM, including syndrome
differentiation, symptom-based diagnosis, and formula-herb matching. Furthermore, the training
and evaluation of existing TCM large language models remain heavily reliant on unimodal textual
data, neglecting other essential modalities that are widely utilized in clinical practice. These include
diagnostic images (e.g., tongue and pulse), medicinal herb atlases, and structured case records. Such
an overdependence on textual data severely constrains the models’ ability to capture the holistic
and multimodal nature of TCM knowledge, thereby impeding their performance in complex and
real-world clinical scenarios.

Therefore, the construction of a standardized evaluation dataset for TCM that integrates text, images,
audio, and structured data is of great importance. On one hand, such a dataset would enable a
comprehensive and accurate assessment of existing LLMs in handling complex multimodal tasks,
thereby providing a realistic reflection of their overall performance in clinical applications. On
the other hand, a unified and standardized evaluation framework would facilitate fair and objective
comparisons across different TCM-specific models, supporting continuous optimization and iterative
improvement of model capabilities.

To address the aforementioned gaps, we proposed TCM-Ladder, which, to the best of our knowledge,
is the first large-scale multimodal dataset specifically designed for the training and evaluation of large
language models in TCM. TCM-Ladder encompasses a wide spectrum of domain-specific knowledge,
including fundamental TCM theories, diagnostics, formulae, pharmacognosy, clinical medicine, as
well as visual modalities such as tongue images, herbal medicine illustrations, acupuncture, and tuina
(therapeutic massage), thereby offering a comprehensive foundation for developing and benchmarking
TCM-specific LLMs.

As illustrated in Figure[T| we designed a series of evaluation tasks based on the TCM-Ladder dataset
to comprehensively evaluate the capabilities of TCM-specific LLMs across multiple dimensions.
We constructed a total of 21,326 high-quality questions and 25,163 diagnostic long-text dialogues
based on domain-specific literature and publicly available databases across various subfields of
TCM. In addition, we released a visual dataset comprising 6,061 images of medicinal herbs, 1,394
tongue images, 6,420 audio clips, and 49 videos, forming a comprehensive multimodal foundation
to support diverse evaluation tasks. All textual and visual data were independently reviewed and
validated by certified TCM practitioners to ensure accuracy, clinical relevance, and authoritative
quality. Subsequently, we benchmarked the performance of nine state-of-the-art general-domain
LLMs [9, 10} L1, 124 [13} (144 [15} [16l [17] and five TCM-specific models [18} [19, 20] using the
TCM-Ladder dataset. Additionally, we fine-tuned a GPT-4-based model, BenCao [21} 22], and
trained a Qwen2.5-7B based reasoning model [23| 24], which uses a training subset constructed from
TCM-Ladder to support TCM-specific reasoning tasks.

Our contributions can be summarized as follows:



Single-choice question Visual question answering

In the Four Diagnostic Methods of TCM, Which tongue appearance is most likely

Which one is Mentha canadensis? 'hich tongue
with Qi-deficiency constitution?

"Palpation (Qie Zhen)" primarily refers to:

A. Observing the patient's appearance 3 0

B. Listening to sounds and smelling odors \‘-{ 0

C. Asking about medical history and symptoms D, i —

D. Understanding the condition through pulse EHAEZ: D y
A4

and palpation c D

b Co e er:

[ correct answer: D Correct answer: C Correct answer: B

Multiple-choice question — . ..
[ ) — Diagnostic dialogue
‘Which of the following are common A:\‘ ’E? ‘ﬂ_f)‘,‘ "3 * ﬁfﬂlﬁ .

clinical manifestations of Qi deficiency? (=) ___N TCM-Ladder . . . X .

Q: Can patients with liver abscess cat Chinese yam (Dioscorea opposita)?
A. Shortness of breath and reluctance to

spenk A: Patients with liver abscess can cat Chinese yam. A light, soft, and casily
B. Fatigue and lack of strength digestible diet is generally recommended for individuals with liver abscess.

C. Weak and thready pulse

Chinese yam is rich in nutrients such as protein and starch, and ...
D. Thirst with a preference for drinking fluids
Correct Answers: A, B, C

Fill-in-the-blank question Other resources

1.Tongue diagnosis is an important component of N . ”
: e LEBRPEBG G (LB) EEARI
inspection (visual examination) in Traditional Chinese Tuina and acupuncture videos | 9
4
a
Medicine diagnostics.

2. A white and moist tongue coating is indicative of a
Voice and disease audio D @% Wi )

Cough Breath Speech Voice

(Cold) syndrome.

3. Among the five zang organs, the (Liver) is responsible
for storing blood.
4. A typical appetite characteristic of Stomach Yin Pulse Jv_

Deficiency is (feeling hungry without the desire to eat). Pl
ulse

Figure 1: Overview of the architectural composition of TCM-Ladder. TCM-Ladder encompasses six
task types aimed at evaluating the comprehensive capabilities of large language models in Traditional
Chinese Medicine. These include: (1) single-choice questions, which assess basic knowledge
recognition; (2) multiple-choice questions, designed to test the model’s ability to integrate and
reason over complex concepts; (3) long-form diagnostic question answering, which evaluates clinical
reasoning based on detailed symptom descriptions and patient inquiries; (4) fill-in-the-blank tasks,
which measure generative accuracy and contextual understanding without the aid of answer options;
(5) image-based comprehension tasks, involving the interpretation of medicinal herb and tongue
images to assess multimodal reasoning across visual and textual inputs; and (6) additional audio and
video resources, such as diagnostic sounds, pulse recordings, and tuina (massage) videos, which
support the development and evaluation of multimodal TCM models incorporating auditory and
dynamic visual data.

* We constructed TCM-Ladder, a multimodal dataset designed for both training and evaluating
TCM-specific and general-domain LLMs. The dataset encompasses multiple TCM sub-
disciplines and multiple data modalities.

* We designed a comprehensive set of tasks including single-choice questions, multiple-choice
questions, fill-in-the-blank, visual understanding tasks, and long-form question answering
to evaluate models’ reasoning and comprehension abilities across diverse tasks.

We introduced Ladder-Score, an evaluation metric that integrates TCM-specific terminology
and LLM-assisted semantic scoring to assess terminological accuracy and reasoning quality
in TCM question answering.

* We systematically evaluate the performance of nine general-domain and five TCM-specific
LLMs on TCM-Ladder. To the best of our knowledge, this is the first work to conduct a
comparative evaluation of diverse LLMs on a unified multimodal TCM dataset.

We developed an interactive data visualization website that not only presents evaluation
results but also allows researchers to explore existing data and contribute new entries, thereby
providing a standardized, extensible, and multimodal infrastructure for future benchmarking
of TCM-specific LLMs.

2 Related Works

In recent years, the expanding application of LLMs in medicine and the biomedical sciences has
driven the progressive development of evaluation datasets tailored for TCM, evolving from modern
medical domains to TCM-specific tasks, and from classification-based to generation-based paradigms.



As shown in Table E], Huatuo-26M [235]], released in 2020, remains the largest Chinese medical
question-answering (QA) dataset, comprising over 26 million question—answer pairs sourced from
online encyclopedias, medical knowledge bases, and telemedicine transcripts. Despite its scale, the
dataset is affected by noisy labels, informal expressions, redundancy, and a lack of TCM-specific
annotations, limiting its utility for TCM applications. CBLUE [26] introduced a standardized multi-
task evaluation suite for Chinese biomedical natural language processing (NLP), covering tasks such
as named entity recognition, relation extraction. PromptCBLUE [27] extended this framework via
instruction tuning and prompt reformulation to facilitate few-shot and zero-shot evaluation. However,
both benchmarks were designed around modern medical reasoning and do not capture the unique
logic or semantic structure of TCM diagnosis.

To address these gaps, TCMBench [28] compiled 5,473 structured questions from national TCM
licensing examinations, providing a focused benchmark for foundational knowledge assessment.
Nevertheless, it lacks multimodal input (e.g., tongue and pulse images) and real-world diagnostic
reasoning tasks. TCMEval-SDT [29] introduced syndrome differentiation based on 300 clinical
cases, evaluating the model’s reasoning over symptom—pathomechanism—syndrome chains. While
it improved interpretability, its scale and disease diversity remained limited. Subsequently, TCM-
3CEval [30] proposed a cognitive three-axis framework, including basic knowledge, classical text
comprehension, and clinical decision-making, enabling fine-grained cognitive evaluation. However,
tasks were still text-only and often reduced the complexity of classical TCM literature to overly
simplistic answers. TCMD [31]] presented a human-annotated open-ended QA benchmark that
emphasizes reasoning and generation, although annotation costs limited its scale and case diver-
sity. ShenNong_TCM_Dataset [32] adopted a novel approach, combining knowledge graphs with
ChatGPT-based generation to create over 110,000 instruction—response pairs on herbal medicine
and treatment plans. While valuable for instruction tuning, the absence of expert validation raises
concerns over factual accuracy and stylistic fidelity. CHBench [33]] introduced a safety-focused
benchmark with 9,492 community-sourced questions, highlighting deficiencies in LLM reliability
under ethically sensitive conditions. However, its scope remains narrow. MedBench [34] represents
the most comprehensive Chinese medical LLMs evaluation to date, integrating 20 datasets and over
300,000 questions across diverse tasks, including QA, clinical case analysis, diagnostic reasoning, and
summarization. The platform supports dynamic sampling and randomized option ordering to prevent
overfitting. However, access to API use is restricted due to data privacy concerns. Benchmarks like
CMB [35] and CMExam [36] further extend to structured exam QA, offering high coverage but
lacking realistic patient—physician interaction.

Table 1: Overview of TCM and medical QA datasets. En: English, Zh: Chinese

TCM

Dataset Format
Coverage

Size Source Domain Task Verified Language

Online QA platforms and

Huatuo-26M [25] Text X 26,000,000+ 2 Medicine QA, Dialogue x Zh
physician records 8
CBLUE {26 Text x 13 subtasks Clinical trials, EHRs, logs, Biomedical Classification, NER, RE, Partial Zh
textbooks
PromptCBLUE [27] Text X 11 prompt datasets Prompt-formatted CBLUE Biomedical Same as CBLUE X Zh
TCMD (3] Text v 1,500+ Professional TCM practitioners TCM NNFR' Term v Zh
lormalization
TCM-3CEval (30] Text v 4,000+ Expert-annotated multi-rater QA TCM QA v Zh
ShenNong_TCM_Dataset [32] Text v 113,000 TeM k“"“”z‘fﬁ i‘jpl" GPT-3.5 TCM Dialogue X Zh
CMB [33] Text Partial 0B MCQ. 74 Textbooks, forums, exams o™ MCQ, Dialogue v Zh
CMExam (36 Text Partial 60,000+ TCM licensing exam Medicine MCQ, QA Partial Zh
CHBench [33 Text Partial 9,492 Community health Q&A Health QA v Zh
MedBench |34 Text Partial 40,041 Clinical exam questions Medicine MCQ, QA Partial Zh
TCMBench [28 Text v 5473 TCM licensing exam TCM QA X Zh
e s < exarms onli MCQ, FIB, QA,
TCM-Ladder (Ours) Text, images, v 52,000+ Research, books, exams, online TCM Dialogue, Image v Zh & En

audio, video medical QA platforms

Understanding

TCM-Ladder distinguishes itself from existing datasets in several key aspects. First, it establishes a
large-scale, open-ended QA dataset that spans a wide range of TCM subfields, including fundamental
theory, diagnostics, herbal formulas, internal medicine, surgery, pharmacognosy and pediatrics.
This breadth enables more thorough and representative evaluation of TCM-specific LLMs across
multiple knowledge domains. Second, TCM-Ladder incorporates visual elements, including herbal
medicine images and tongue diagnostics. This multimodal design reflects TCM diagnostic practices,
requiring LLMs to demonstrate both textual reasoning and visual understanding capabilities. Third,
TCM-Ladder incorporates a variety of task formats. This comprehensive task structure facilitates



an in-depth evaluation of the strengths and limitations of LLMs, providing guidance for the future
development of TCM-specific models.

3 TCM-Ladder Dataset

3.1 Data Collection

We collected a question-answering dataset covering various domains of TCM, including several
publicly available datasets previously published in academic literature under permissive licenses.
For the textual data, we identified seven subfields: fundamental theory, diagnostics, herbal formulas,
internal medicine, surgery, pharmacognosy, and pediatrics.

Regarding herbal medicine images, we collected over 6,061 images of medicinal herbs based on
the names referenced in the Pharmacology of Chinese Herbs [3]]]. The dataset comprises images
sourced from publicly available online resources, as well as photographs we captured at traditional
Chinese medicine manufacturing facilities. Sample images and the collection process are provided in
Appendix G.

The clinical tongue images were collected by a tongue imaging device [14] at Shanghai University
of Traditional Chinese Medicine. This device is designed for tongue diagnosis and provides stable
and consistent lighting conditions during image acquisition. Another subset of the proprietary data
was obtained from our previous work, the iTongue 38, 39] diagnostic software. All data collection
procedures were approved by the institutional ethics review board. To protect the privacy of tongue
image contributors, only a subset of tongue image patches and corresponding labels has been released.

The video data was recorded by faculty members from the Department of Acupuncture-Moxibustion
and Tuina at Shanghai University of Traditional Chinese Medicine. These instructional videos
cover essential techniques, procedural explanations, and key operational steps. Audio and pulse
diagnosis data were sourced from publicly available datasets referenced in academic publications
[401 141} 142, 143]]. We manually filtered and removed samples with poor quality or missing information
from the collected data.

3.2 Construction of the Datasets

The textual QA data consisted of two parts. The first part comprises 5,000 TCM-related QA pairs
manually written by licensed TCM practitioners following a standardized question design protocol
(see Appendix I). To ensure answer accuracy, each question was independently reviewed and verified
by two additional TCM physicians. The second part of the textual QA data was collected from
publicly available sources, including the National Physician Qualification Examination of China and
various open-access online resources. Detailed data sources and construction guidelines are provided
in Appendix B.

The visual question-answering (VQA) tasks were constructed through both manual annotation and
automated generation based on existing knowledge bases. For the manually created subset, domain
experts selected high-quality images from the herbal medicine image repository and generated
corresponding questions based on each herb’s name and medicinal properties. The automatically
generated subset was produced through a procedural pipeline. For example, an image labeled as
Astragalus membranaceus (Huangqi) was selected as the correct answer, while three distractor images
were randomly sampled from the knowledge base. A question was then constructed using a predefined
template library, such as “Which of the following images shows Huangqi?”’ The design of tongue
image understanding tasks followed a similar approach. Details of the construction process and
implementation code can be found in Appendix G.

3.3 Deduplication and Preprocessing

Detecting duplication and semantic similarity in the data is critical for both model evaluation and
training, as it helps prevent evaluation failures and reduces the risk of overfitting caused by redundant
content. Given the diverse sources of the original data, we conducted a comprehensive similarity
detection process on the aggregated dataset and removed highly similar questions to enhance overall
data quality. The methods employed included string edit distance [44], TF-IDF [45} 46] with cosine
similarity, and BERT-based [47, 48] semantic encoding. Subsequently, all questions and answers
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Figure 2: Data distribution and length statistics in TCM-Ladder. The left illustrates the dataset
composition across text, image, and audio modalities, along with TCM subfields. The right plots
show the distribution of question and answer lengths.

were manually reviewed by two licensed physicians. The selection criteria and detailed experimental
procedures are provided in Appendix I. Subsequently, we divided the dataset into three subsets: 10%
for evaluation, 10% for validation, and 80% for training. To ensure balanced representation, each
subset contains question-answer pairs spanning all subfields.

3.4 Datasets Statistics

Table 2] presents the statistics of all constructed question-answer pairs across different categories. The
TCM-Ladder dataset comprises 52,169 TCM-related QA instances, including 6,061 herbal medicine
images and 1,394 annotated tongue image patches. The distribution of each data type is illustrated in

Figure[2]

4 Ladder-Score

Evaluating free-form question answering
presents notable challenges, as the responses are
often descriptive and lack a predefined standard

Table 2: Statistics of the collected questions

format. This issue is further exacerbated in Statistics Number
the context of TCM diagnostic tasks, where -

large language models are capable of generating Total questions 52,169
diverse and nuanced answers. Even when the Total answers 238,867
expressions differ, the underlying responses may Total' subjects . 7
still be factually correct. Traditional evaluation Max;mum question length 23
metrics such as BLEU [49]] and ROUGE [50] IXIaxnnum answ erlleng;lh 12
often fail to capture this semantic equivalence Average questlorll enght 5
adequately. Recently proposed methods Tverlage answer lengt 7455
(5141521 153]] employ instruction-tuned models to ota 1mages . ’
score candidate answers on a rubric-based scale. Herbs Visu al questions 6,061
We propose a novel evaluation metric for TCM %g?;ﬁu\?igel(s)gal questions 1’323
question answering, named Ladder-Score. This Total audios 6.420

score comprises two components: TermScore,
which assesses the accuracy and completeness




of TCM terminology usage, and SemanticScore, derived from LLMs to evaluate multiple aspects
including logical consistency, semantic accuracy, comprehensiveness of knowledge, and fluency of
expression. As shown in Equation (1), the Ladder-Score is a weighted combination of these two
components:

Ladder-Score = « - TermScore + 3 - SemanticScore @))

where @ = 0.4 and 8 = 0.6,which can be adjusted based on practical needs. The scoring criteria,
terminology dictionary, and calculation examples can be found in Appendix H.

5 Experiments

5.1 Experiment Setup

We evaluated nine state-of-the-art general-domain LLMs and five TCM-specific models on the
TCM-Ladder dataset across five task settings: single-choice questions, multiple-choice questions,
fill-in-the-blank questions, image-based understanding, and long-form dialogue tasks. Evaluations
were conducted under zero-shot settings, and models received only the task instructions as input.
For single-choice and image understanding tasks, we used the top-1 prediction accuracy [54] as the
primary evaluation metric. For multiple-choice tasks, we adopted exact match accuracy to assess
performance comprehensively. For fill-in-the-blank and long-form dialogue tasks, we evaluated
models using metrics such as accuracy, BLEU [49], ROUGE [50], METEOR [55] and BERTScore
[56]. The detailed evaluation environment can be found in Appendix D.

5.2 Model Training

We trained two models using the TCM-Ladder dataset. The first is BenCao [21]], an online model
fine-tuned from ChatGPT, and the second is Ladder-base, which is built upon the pretrained Qwen2.5-
7B-Instruct [57] model and enhanced with Group Relative Policy Optimization (GRPO) [58]] to
improve its reasoning capabilities. The BenCao model was trained on knowledge extracted from
over 700 classical Chinese medicine books, none of which contained any question-answer pairs.
Additionally, the training subset of TCM-Ladder was used as its knowledge base.

The GRPO stage for Ladder-base was conducted on two NVIDIA A100 PCIe GPUs (80GB each).
The temperature and top-p sampling of Ladder-base were 0.7 and 0.8. Training was performed for 2
epochs with a group size of 6 and a batch size of 12, resulting in a total training time of approximately
60 hours. Model training and inference were implemented using HuggingFace Transformers, while
the GRPO process was carried out using the TRL (Transformer Reinforcement Learning) library [59].
Details of the training process can be found in Appendix C.

5.3 Human Evaluation

We conducted a human evaluation using 20% of the TCM-Ladder test set. Due to the coverage
of multiple subfields, establishing a reliable human upper bound poses a significant challenge, as
accurately answering questions across all domains requires extensive interdisciplinary expertise.
To investigate this issue, we recruited two licensed clinical TCM physicians, both holding senior
titles and not involved in the original data annotation. Human evaluators were asked to select the
correct answers based on the question stems and to identify the correct herbal medicine and tongue
images. During the evaluation process, both physicians emphasized the challenge of maintaining
high confidence across all domains. For example, although they are highly knowledgeable about
the pharmacological properties and clinical applications of herbal medicines, they encountered
difficulties when asked to identify herbs solely based on images. The challenge became especially
evident when the herbs appeared in different visual forms, such as raw botanical specimens, dried
slices, or moist decoctions, which often vary significantly in appearance. According to their feedback,
such recognition tasks, especially those involving distinctions among various processed forms of
herbs, are better handled by trained dispensary pharmacists than by clinical practitioners. In terms of
top-1 accuracy for answer retrieval, the human evaluators achieved a performance of 64%, which
was approximately 4% lower than that of the best-performing model (BenCao). This suggests that
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LLMs may already possess strong comprehension capabilities in the domains of herbal medicine and
tongue image recognition.

5.4 Main Results

5.4.1 Text-Based Single and Multiple-Choice Question Answering

As shown in Figure [3] Ladder-base consistently outperforms other models across all subject areas,
achieving the highest overall accuracy. Notably, its performance is especially strong in Pharmacog-
nosy, Herbal Formulas, and Pediatrics, where exact match scores exceed 0.85. Our model, BenCao,
also demonstrates robust performance, particularly in Diagnostics and Internal Medicine. Among
the general-domain LL.Ms, Gemini 2.5 Pro, Deepseek, and Qwen3 show relatively stable accuracy
across domains, with scores ranging from 0.65 to 0.75, though they still fall short compared to
domain-specific models. In contrast, Claude 3, GPT-40 mini, and BenTsao underperform, especially
in the more clinically nuanced domains such as Surgery and Pediatrics, suggesting limited capa-
bility in handling complex, multi-faceted TCM tasks. These findings highlight the advantage of
domain-specific fine-tuning and multi-source integration, as utilized in Ladder-base, for enhancing
the accuracy and generalization of LLMs on structured TCM knowledge assessments.

5.4.2 Visual Question Answering

To further assess the models’ capability in visual understanding tasks within TCM, we evaluated
ten LLMs on two image-based benchmarks: herbs classification and tongue image diagnosis. As
illustrated in Figure 4] performance varies considerably across models. Among the evaluated models,
BenCao achieves the highest accuracy in both tasks, with over 80% on herb recognition and above
65% on tongue classification, demonstrating strong multimodal understanding grounded in TCM-
specific training. General-domain LL.Ms such as Gemini 2.5 Pro, Gemini 2.0 Flash, and Qwen3
exhibit moderate performance, with herb classification accuracy around 65-75%, but show a relative
drop in tongue image tasks (around 50-60%), likely due to the greater complexity and domain
specificity of tongue diagnosis.

In contrast, models like GPT-40, Claude 3, Kimi k1.5, and Grok 3 demonstrate limited performance,
particularly in the tongue classification task, where accuracies fall below 40%. This reveals their
insufficient visual comprehension of TCM-related imagery. Notably, models such as Ladder-base
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and Zhongjing are excluded from this figure because their current architectures do not support image
understanding. Their current design focuses on structured text-based TCM evaluation and does not
support visual input.

5.4.3 Diagnostic Dialogue and Fill-in-the-Blank Questions

As shown in Table|3| in the diagnostic dialogue task, our model Ladder-base achieved the highest
scores in BLEU-4 (0.0249), and ROUGE-L (0.2431), while also maintaining a strong Ladder-Score
(0.803). This indicates that Ladder-base generates answers with high lexical similarity, semantic
accuracy, and alignment with TCM diagnostic logic. Notably, Qwen3 achieved the best Ladder-Score
(0.861) and the highest METEOR (0.2328), showcasing its strength in generating fluently worded
responses. BenCao achieved the best BERTScore (0.9663), reflecting its semantic closeness to gold
references.

In the fill-in-the-blank task, BenCao significantly outperformed all other models, achieving the highest
exact match accuracy of 0.9034, followed by Qwen3 (0.8786) and Deepseek (0.874). Our Ladder-base
model also performed competitively with 0.8623 accuracy, further demonstrating its generalizability
beyond free-form dialogue. Overall, the results demonstrate that Ladder-base excels in structured
diagnostic dialogue tasks, generating semantically accurate and logically coherent responses, while
BenCao shows outstanding performance in fill-in-the-blank tasks, reflecting strong factual recall and
precise terminology usage. Domain-specific models consistently outperform general-domain LLMs,
particularly in tasks that require accurate retrieval of structured TCM knowledge and professional
terms.

6 Application Website

In addition to releasing the raw dataset, we provide access to all TCM-Ladder data and leaderboard re-
sults through an interactive website (https://tcmladder. com/). This platform enables researchers
to explore, verify, and contribute to the open-access data. We encourage the research community to
submit additional data through the platform, and we intend to expand the dataset continuously as part
of our ongoing efforts. Our objective is to establish a long-term and reliable data foundation for the
training and evaluation of TCM-specific LLMs.


https://tcmladder.com/

Table 3: Performance comparison on diagnostic dialogue and fill-in-the-blank tasks

Diagnostic dialogue \ Fill-in-the-blank
Model BLEU-4 ROUGE-L METEOR BERTScore Ladder-Score \ Exact match accuracy
GPT-40 mini 0.0034 0.1125 0.1190 0.9433 0.718 0.4320
GPT-40 0.0040 0.1447 0.2073 0.9620 0.828 0.5140
Gemini 2.0 Flash 0.0067 0.1518 0.2155 0.9633 0.836 0.4360
Gemini 2.5 Pro 0.0180 0.1353 0.2393 0.9605 0.859 0.7143
Deepseek 0.0047 0.1533 0.1293 0.9455 0.825 0.8740
Grok 3 0.0063 0.1751 0.1691 0.9526 0.686 0.6389
Qwen3 0.0225 0.1818 0.2328 0.9642 0.861 0.8786
Kimi k1.5 0.0100 0.1878 0.1586 0.9559 0.708 0.8378
Claude 3 0.0068 0.2267 0.2203 0.9561 0.756 0.4890
BenTsao 0.0024 0.1135 0.1725 0.9531 0.613 0.1620
HuatuoGPT2 0.0086 0.1375 0.1742 0.9635 0.855 0.2347
Zhongjing 0.0044 0.1951 0.1134 0.9539 0.573 0.2167
BenCao (ours) 0.0073 0.2156 0.2013 0.9663 0.791 0.9034
Ladder-base (ours) 0.0249 0.2431 0.2268 0.9549 0.803 0.8623

7 Limitations and Societal Impact

Although TCM-Ladder encompasses question-answer pairs from multiple disciplines within TCM,
its current scale remains insufficient to cover the full breadth of TCM knowledge. TCM diagnosis is
inherently a multimodal process, in which textual information represents only one component. At
present, the utilization of data related to tongue diagnosis, pulse diagnosis, and olfactory inspection
remains limited, and these modalities require further supplementation and enrichment. Expanding
and continuously updating the scope and scale of data included in TCM-Ladder will be a critical
direction for future research. It is also important to acknowledge that the current dataset was primarily
derived from Chinese clinical populations, which constrains demographic diversity, particularly in
terms of ethnicity. Such geographical and cultural specificity may introduce bias when extrapolating
findings to broader populations. Future extensions of TCM-Ladder will aim to incorporate more
demographically and regionally diverse samples to improve fairness, inclusivity, and generalizability
across different healthcare contexts. Additional discussions can be found in Appendix J.

8 Conclusion

We introduced TCM-Ladder, the first multimodal benchmark dataset designed explicitly for evaluating
LLMs in the context of TCM. In addition, we proposed a novel evaluation metric, Ladder-Score,
which enabled more precise analysis of the semantic alignment between candidate and reference
answers. We conducted comprehensive experiments involving nine state-of-the-art general-domain
and five TCM-specific LLMs, marking the first systematic comparison on a unified benchmark.
Furthermore, we fine-tuned two open-source models using a subset of TCM-Ladder, and observed
significant performance improvements over zero-shot baselines. Our work established a reproducible
and extensible benchmark for TCM-specific, providing a foundation for future development and
evaluation in this emerging research area.
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intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: To ensure the reproducibility, we have publicly released all datasets, as well as the
code and access links used for models evaluation. The training process of Ladder-base is also made
available on GitHub. Please see Appendix A for details.
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* The answer NA means that the paper does not include experiments.

« If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

« If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

¢ Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either be
a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: We have released all datasets and the code used for evaluating the models, along with the
training process of Ladder-base, which is publicly available on GitHub. The data and code resources
can be found in the Abstract and Appendix A.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.
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* While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

* The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

» The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

* Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specity all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]
Justification: Please see Section 3.3, Section 5 and Appendix C.
Guidelines:

* The answer NA means that the paper does not include experiments.

¢ The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

» The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [Yes]

Justification: In Figure 4, we include error curves based on a 3% error margin. However, due to the
high cost associated with repeated API calls, we conducted only a single run of the experiment. As
such, no statistically derived errors are provided.

Guidelines:

¢ The answer NA means that the paper does not include experiments.

¢ The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

¢ The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably report
a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]
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Justification: Please see Section 5.2, Appendix C and Appendix D.
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research complies with the NeurIPS Code of Ethics. The tongue image data used in
our dataset were approved by the institutional review board. All personally identifiable information
has been thoroughly anonymized or removed to ensure the privacy and protection of the individuals
involved.
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¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

« If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [Yes]

Justification:A comprehensive discussion of the broader impact is presented in Section 7, with
additional details included in Appendix J.

Guidelines:

¢ The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

« Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?
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12.

13.

14.

Answer: [Yes]
Justification: Please see Appendix E.
Guidelines:

* The answer NA means that the paper poses no such risks.

¢ Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

» Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]
Justification: Please see Appendix B, where we list the existing assets used in this work.
Guidelines:

* The answer NA means that the paper does not use existing assets.

» The authors should cite the original paper that produced the code package or dataset.

¢ The authors should state which version of the asset is used and, if possible, include a URL.
¢ The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

« If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [Yes]

Justification: Please see Appendix G. We provide a detailed description of the image acquisition
procedures for Chinese herbal medicine samples and tongue images used in our study.
Guidelines:

¢ The answer NA means that the paper does not release new assets.

¢ Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.

¢ At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [Yes]
Justification:We describe the tongue image acquisition process in Appendix G.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.
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¢ Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main

paper.
* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.
Institutional review board (IRB) approvals or equivalent for research with human subjects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [Yes]

Justification: The tongue image collection process was approved by the Institutional Review Board
(IRB).

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

* For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing,
editing, or formatting purposes and does not impact the core methodology, scientific rigorousness, or
originality of the research, declaration is not required.

Answer: [Yes]

Justification: The detailed evaluation procedure of the large language models is described in Section 5
and Appendix F.

Guidelines:

* The answer NA means that the core method development in this research does not involve LLMs
as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.
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