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Abstract

Recent advances have demonstrated the effectiveness of Reinforcement Learning
(RL) in improving the reasoning capabilities of Large Language Models (LLMs).
However, existing works inevitably rely on high-quality instructions and verifiable
rewards for effective training, both of which are often difficult to obtain in special-
ized domains. In this paper, we propose Self-play Reinforcement Learning (SeRL)
to bootstrap LLM training with limited initial data. Specifically, SeRL comprises
two complementary modules: self-instruction and self-rewarding. The former mod-
ule generates additional instructions based on the available data at each training step,
employing robust online filtering strategies to ensure instruction quality, diversity,
and difficulty. The latter module introduces a simple yet effective majority-voting
mechanism to estimate response rewards for additional instructions, eliminating the
need for external annotations. Finally, SeRL performs conventional RL based on
the generated data, facilitating iterative self-play learning. Extensive experiments
on various reasoning benchmarks and across different LLM backbones demonstrate
that the proposed SeRL yields results superior to its counterparts and achieves per-
formance on par with those obtained by high-quality data with verifiable rewards.
Our code is available at https://github.com/wantbook-book/SeRL.

1 Introduction

Recent breakthroughs of Large Language Models (LLMs) have demonstrated their potential to
revolutionize a wide range of fields [40, 90, 91], such as healthcare [4, 31, 51], robotics [25, 37, 61],
and web services [16, 41, 67, 72]. Notably, frontier models such as OpenAl-03 [49] and DeepSeek-
R1 [6] have proven that Reinforcement Learning with Verifiable Rewards (RLVR) can endow LLMs
with advanced reasoning capabilities [16, 39, 67, 71, 85, 86], enabling significant achievements in
mathematics [6, 76] and programming [21, 26]. A key factor in these developments is the availability
of large-scale supervised datasets [7, 14, 78, 80], which incorporate instructions and corresponding
ground-truth labels for reward computation.

However, in specialized domains such as clinical diagnostics [44, 58, 60] and aerospace engineering [5,
36, 75], collecting such high-quality data and verifiable supervision remains a significant challenge.
This difficulty stems from the fact that acquiring human-labeled data in these areas is particularly labor-
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intensive, often requiring substantial expert knowledge and considerable time investment [55, 59].
Moreover, such human-generated annotations are inherently difficult to scale. As an alternative,
data generated by LLMs offers a more scalable and cost-effective solution [12, 13, 30, 79, 82].
Nevertheless, this approach usually depends on access to highly capable expert-level LLMs, which
may not always be readily available.

To remedy this issue, recent efforts have explored the self-instruction paradigm [11, 27, 63], where
LLMs autonomously generate instructions and corresponding responses. While effective for su-
pervised fine-tuning [10, 17, 88], these methods are not directly applicable to online RL settings,
which pose two critical challenges. First, existing methods typically generate a fixed dataset without
accounting for the evolving capabilities of the LLM during online learning, rendering the static data
progressively less suitable. Second, directly treating model-generated responses as ground-truth
labels often introduces noise or inconsistency, leading to unreliable reward signals for RL.

In this work, we propose Self-play Reinforcement Learning, termed as SeRL, where LLMs bootstrap
training via autonomous instruction generation and reward estimation under limited initial data.
Technically, SeRL consists of two key modules: (1) The self-instruction module iteratively performs
few-shot generation to obtain new instructions based on the initial data, producing instructions at
each training step that align with the current capability of the model. We introduce a robust online
filter that removes low-quality or redundant instructions and enforces difficulty suited to the current
ability of the LLM. (2) The self-rewarding module employs majority voting over sampled responses,
assigning high rewards to those aligning with the consensus. This enables effective reward estimation
without relying on verifiable labels. Based on these two modules, we perform unsupervised RL
training on the generated data. Our key contributions are summarized as follows:

* We explore how to leverage RL to incentivize the reasoning abilities of LLMs in data-scarce
scenarios, a highly practical yet underexplored challenge for the LLM research community.

* We propose the SeRL framework, comprising two core modules: self-instruction, which leverages
few-shot generation to obtain high-quality instructions from limited data, and self-rewarding, which
estimates rewards through majority voting without relying on external supervision.

* Extensive experiments on diverse benchmarks demonstrate that the proposed SeRL, even with lim-
ited initial data, outperforms other advanced self-play counterparts and achieves results comparable
to the baseline trained on full high-quality data with verifiable rewards.

2 Background

Reinforcement Learning for LLMs. We denote the LLM parameterized by 6 as 7y. For language
generation, given an instruction x, the model outputs a sequence y = (y1,...,yr), where y; ~
mo(x,y,) and Yoo = = (yo,...,¥+—1). RL[22, 38, 56] has recently proven effective in improving
the logical reasoning abilities of LLMs. In the RL setting, we additionally require a reward signal. We
denote the reward for a given input-output pair (x, y) as R(x, y). In this work, while our framework
is not tied to any specific RL algorithm, we choose Reinforce++ [20] for its robustness and stable
performance across diverse tasks. The RL training objective is defined as follows:

lyl
o yt|w y<t> P
0 :Emw ~TT —A 3 5
T 0) = Bamys, |3 min (2B Ao

Chp (Wa 1- €, 1 + €> A(Stayt))] )

ﬂ-eold(yt|w7 Y

ey

where D is the dataset of instructions, s; = (x,y_,), € is a clipping hyperparameter introduced in
PPO [53] to stabilize training, and 7y, denotes the model parameters before the most recent update.

Different RL algorithms compute the advantage term fl(st, y¢) in different ways. The details of the
Reinforce++ algorithm are provided in Appendix C.1.

Self-Instruction. We denote the initial dataset as Dgeeq = {wz}iv: 1> where N is small in data-scarce
domains and insufficient for effective RL training. To address this, we generate a new batch of
instructions with a rollout batch size ny, at each training step ¢. The generated batch at step ¢ is

denoted as Béen = {a;}™ . This step-wise generation better matches the evolving capabilities of
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Figure 1: An overview of the proposed SeRL framework, which comprises two core components: (1)
Self-Instruction, where the model generates new instructions from a small initial dataset and applies
a robust online filtering strategy to ensure instruction quality, diversity, and appropriate difficulty. (2)
Self-Rewarding, where the model performs unsupervised RL training using a majority-voting reward
mechanism without relying on verifiable labels.

the model. We define the full generated dataset for iteration n as Dy, = (U, c7n B;en, where 7"
represents the set of all generation steps within iteration n.

3 Self-play Reinforcement Learning

In this work, we introduce SeRL to tackle tasks in data-scarce scenarios. SeRL addresses the challenge
by expanding the limited initial dataset and enabling unsupervised reinforcement learning without
relying on verifiable labels. SeRL comprises two core components: (1) Self-Instruction. Given a
small set of initial data, the model generates additional instructions using few-shot generation. To
ensure high data quality, sufficient diversity, and appropriate difficulty, we employ a robust online
filtering strategy. (2) Self-Rewarding. We design a self-rewarding mechanism based on majority
voting, which allows the model to estimate rewards accurately without the need for verifiable labels,
thus supporting fully unsupervised RL training.

3.1 Self-Instruction

In data-scarce scenarios, we aim to generate additional instructions from the limited available data to
support RL training. To this end, we design the self-instruction mechanism, as illustrated in the blue
region of Fig. 1, which consists of the following two steps.

Instruction Generation. The LLM is prompted in a few-shot manner to generate new instructions.
Each few-shot prompt consists of randomly selected examples from the initial dataset and examples



from the already generated dataset. The reason why we use instructions from the initial dataset
is that we aim to expand the dataset while maintaining the same distribution as the initial one,
enabling the model to effectively learn the distribution of scarce data. The reason we do not rely
solely on the initial dataset as few-shot examples is that, as training progresses, we aim to adapt
the examples to the evolving capabilities of the model. Specifically, we also selectively incorporate
recently generated instructions as few-shot examples for subsequent generation, enabling the model
to produce instructions that better match its current level of competence. The prompt template of
instruction generation is provided in Tab. C.4.

Online Instruction Filter. To ensure the quality, diversity, and moderate difficulty of the generated
instructions, we implement a robust online filtering strategy. Specifically, we discard instructions that
meet any of the following criteria: (1) a ROUGE-L [35] score exceeding a predefined threshold with
existing instructions, to prevent generating semantically similar instructions that reduce diversity;
(2) the presence of specific keywords such as “image”, “graph”, or “picture”, which refer to visual
content that LLMs cannot process; (3) excessively long or short, since long instructions often contain
repetitive phrasing while short ones tend to lack necessary context, both leading to invalid instructions;
(4) having a majority answer ratio outside a specified range, ensuring that the retained instructions
maintains suitable difficulty for training. Formally, we retain only instructions whose average reward
T'mean falls within two tunable bounds, Vgiff < Tmean < Yeasy-

The motivation behind this dual-end clipped difficulty filtering strategy is to avoid scenarios where
the responses are either entirely correct without any information gain or entirely incorrect with
no feasibility for improvement. Such extreme cases result in zero advantage in algorithms like
Reinforce++ [20] and GRPO [54], which can lead to gradient vanishing [65, 42] and consequently
significant model degradation. In the ablation studies presented in Section 4.3, we demonstrate that
removing the difficulty filtering leads to reward hacking.

3.2 Self-Rewarding

In our self-instruction setup, only instructions are generated, and the absence of verifiable labels
presents a key challenge for reward computation. Interestingly, Yue et al. [83] suggests that RL with
verifiable labels can be viewed as converting the Pass@K performance of a model into Pass@1.
Inspired by this insight, we explore whether a similar benefit can be obtained in the absence of
verifiable labels. To achieve this, as illustrated in the green region of Fig. 1, we introduce a majority-
voting self-rewarding that serves two purposes: (1) it improves inference efficiency by enabling the
model to reach Maj@N performance with just a single response (Pass@1) after RL training, (2)
and it offers a straightforward yet effective way to estimate rewards without the need for verifiable
labels. For a given instruction x;, we sample nyq responses, each consisting of a chain-of-thought
reasoning c¥ and a final answer a:

(cF,al) ~mo(z), Vo, €D, ke {1,2,... ,nuore}- )

Since we adopt a majority-voting reward estimation method, we define the majority answer for a
given instruction x; as Maj ({a¥}};"), where {a¥}}*¢ denotes the set of nyoe answers sampled for
;. For each a¥, we compute the corresponding reward R¥ = Verify (al, Maj ({a¥}}5¢)). The
Verify function is defined as:

1 ifal =Maj ({ai—C Zg‘;),
0 otherwise.

Verify (af, Maj ({af}Z;‘i)) = { 3)
As instances with all-correct or all-incorrect responses have already been eliminated by the online
filter, a majority answer can always be identified. If there is a tie among multiple majority answers,
the one with the shortest length is selected, based on the assumption that the shortest response is
typically the most concise and correct. We refer to this self-rewarding strategy as majority-voting
reward. It serves as a replacement for traditional reward computation methods that rely on reward
models or verifiable labels, providing a practical and efficient approach to reward estimation.

3.3 Overall Framework

To enable continual improvement in data-scarce scenarios, we adopt a combination of self-instruction
and self-rewarding. As shown in the yellow region of Fig. 1, the model iteratively generates new



Table 1: Pass@1 comparison across benchmarks between our method and baseline approaches, with
all models evaluated using greedy decoding. Initial refers to the original LLaMA-3.2-3B-Instruct or
Qwen-2.5-7B-Instruct model. Bold indicates the best performance.

. MATH- MATH- . College

Models Iteration Methods 500 Hard ASDiv Math TabMWP
Initial 47.6 22.5 84.6 35.2 46.4

RL-GT 49.7 24.1 88.9 36.4 69.9

SR-DPO 424 20.4 80.9 31.5 42.0

Tterl I-RPO 44.0 17.8 86.1 32.2 58.9

LLaMA-3.2 SeRL 48.6 23.0 87.5 36.7 68.4
-3B-Instruct SR-DPO 38.3 19.4 61.8 27.9 34.1
Tter2 I-RPO 429 18.6 87.8 31.1 58.2

SeRL 50.4 23.6 88.9 38.2 72.3

SR-DPO 32.7 17.6 57.5 23.6 29.5

Iter3 I-RPO 25 18.1 87.6 27.9 52.2

SeRL 52.6 23.7 89.0 37.7 70.6

Initial 74.2 48.8 93.5 54.3 75.5

RL-GT 74.8 50.9 94.3 55.5 72.7

SR-DPO 726 49.2 94.0 54.6 80.7

Iterl I-RPO 71.4 47.6 91.4 53.8 71.6

Qwen-2.5 SeRL 74.2 50.0 94.2 54.3 77.0
-7B-Instruct SR-DPO  73.8 50.0 94.1 55.0 78.7
Iter2 I-RPO 74.0 452 93.9 53.2 73.7

SeRL 74.8 49.7 94.7 55.1 80.1

SR-DPO 716 47.4 92.4 53.0 72.7

Iter3 I-RPO 72.8 46.3 92.5 52.0 71.4

SeRL 75.8 50.4 94.4 55.1 79.4

instructions from limited data and estimates rewards for sampled responses using majority voting.
This process enables sustained reinforcement learning across training iterations. To match the
evolving capability of the model, we generate a batch of instructions at each training step ¢ using
self-instruction. For each instruction in Béen, we sample 71,0t responses and compute the majority-
voting reward. The resulting triplets {(;, y;,7;)}, consisting of the instruction, sampled response,
and computed reward, are used to update the model parameters in one training step. At the next
training step t 4+ 1, we repeat the same process to generate Bé;;l = {x;}™>, followed by one step of
RL training. This cycle repeats across iterations, gradually refining the performance of the model.

4 Experiments

4.1 Experimental Setup

Models and Training Settings. We conducted experiments using two model series: LLaMA-3.2-3B-
Instruct [46] and Qwen-2.5-7B-Instruct [78]. We simulate a data-scarce scenario in the mathematics
domain by limiting the initial dataset to 500 instructions, which are uniformly sampled across all
difficulty levels from the MATH training set [18]. We denote this initial set of 500 instructions
as Dgeeq. For training, we adopt the OpenRLHF [19] framework and employ its Reinforce++ [20]
algorithm for RL. Detailed training hyperparameters are provided in Tab. 6 and Tab. 7.

Baselines. We compare our method against two multi-round iterative training baselines and one RL
baseline with ground-truth rewards (RL-GT): (1) Iterative RPO (I-RPO) [50], which runs for three
iterations. In each iteration, four responses are sampled for each instruction in the MATH training
set. Each response is scored using a rule-based reward, and the highest and lowest are selected as the
chosen and rejected responses for DPO training. Rule-based methods [54, 50] determine correctness



Table 2: Multi-round performance of our proposed SeRL. on MMLU-Pro.

Methods LLaMA-3.2-3B-Instruct Qwen-2.5-7B-Instruct

STEM Humanities Social Other Avg. | STEM Humanities Social Other Avg.
Initial 32.1 26.7 419 343 340 599 40.1 64.1 539 573
RL-GT 34.6 27.6 441 36.0 36.1| 60.0 39.6 639 531 572
SeRL (iterl)  32.6 27.8 415 340 343 600 40.8 642 543 575
SeRL (iter2)  33.8 27.7 419 339 350]| 602 40.0 639 535 573
SeRL (iter3)  33.9 28.1 419 341 351 59.8 40.9 639 541 574

by extracting the answer from the response using regular expressions and comparing it against the
ground-truth answer to assign a reward. (2) Self-Rewarding DPO (SR-DPO) [81], also run for three
iterations. In each iteration, a new dataset Dye, = {xl}fil is synthesized based on Dgeeq using the
same self-instruction approach as ours. For each generated instruction, four responses are sampled,
and model-based rewards are used to construct preference pairs for DPO training. Model-based
methods [81] rely on manually designed principles or scoring rubrics, which the model uses to
evaluate the response and assign a reward. (3) RL-GT is run for a single iteration, using the MATH
training set for RL training. The rewards are computed using a rule-based reward function.

Since the original reward prompts in SR-DPO are intended for general tasks, we modify them to
better fit mathematical scenarios, ensuring a fair comparison (see Tab. C.5). To ensure fairness in
training data scale, we note that RL-GT and I-RPO use 7,500 instructions from the MATH training
set, and SR-DPO generates 7,500 instructions per iteration. For our method, we online-generate
instructions during training, keeping the same number of training gradient steps as other baselines to
ensure the total training data scale remains consistent, thereby guaranteeing a fair comparison.

Evaluation Benchmarks. We evaluate model performance using five math-specific benchmarks and
one general-purpose benchmark. (1) The math benchmarks include MATH-500 [34], which focuses
on medium-difficulty problems; MATH-Hard [18], which contains level-5 competition problems from
AMC and AIME to assess advanced reasoning; ASDiv [47], a dataset of 2,305 diverse elementary-
level math word problems; College Math [57], which covers university-level topics such as algebra
and calculus; and TabMWP [43], consisting of 38,431 problems that combine textual and tabular data
to test multi-step reasoning. (2) To assess general reasoning ability, we include MMLU-Pro [64], an
enhanced version of MMLU covering STEM, humanities, and social sciences. All evaluations are
conducted using greedy decoding with a maximum of 1,024 new tokens.

4.2 [Experimental Results

Our approach matches the performance of the method using extensive data with verifiable
rewards. As shown in Tab. 1, after just the first round of unsupervised RL training on generated data,
our model achieves performance comparable to RL-GT. After the second round, LLaMA-3.2-3B-
Instruct even outperforms RL-GT across nearly all evaluation benchmarks. LLaMA-3.2-3B-Instruct
continues to improve in the third round. After three rounds of iterative training, Qwen-2.5-7B-Instruct
also outperforms RL-GT on the MATH-500, ASDiv, and TabMWP benchmarks. Additional results
of our method for more iterations are provided in Appendix D.2.

Our method outperforms other multi-round iterative approaches. Across all iterations, our
method consistently outperforms both SR-DPO and I-RPO on LLaMA-3.2-3B-Instruct. We observe
that both SR-DPO and I-RPO exhibit noticeable model degradation over multiple iterations. For
SR-DPO, it performs poorly on LLaMA-3.2-3B-Instruct, while showing slightly better results on
Qwen-2.5-7B-Instruct. This suggests that model-based reward mechanisms may depend on model
scale, as larger models are more likely to produce accurate reward estimates. To better understand the
limited effectiveness of SR-DPO, we further analyze its reward estimation accuracy in Section 4.3 (c).
In contrast, [-RPO shows a decline in performance over multiple training rounds on both models.
‘We hypothesize that this degradation results from the inclusion of a negative log-likelihood (NLL)
loss term in its training objective, which may cause the model to overfit the chosen responses. As a
consequence, this overoptimization reduces generalization and ultimately leads to performance drops.

Our method generalizes well to general reasoning tasks. To better evaluate generalization, we
assess our method on the MMLU-Pro benchmark. As shown in Tab. 2, LLaMA-3.2-3B-Instruct
achieves consistent gains over multiple iterations in certain categories, whereas Qwen-2.5-7B-Instruct



Table 3: Pass@1 comparison under the same number of training steps with different filtering strategies
ablated, using LLaMA-3.2-3B-Instruct.

Methods MATH-500 MATH-Hard ASDiv College Math TabMWP
SeRL 52.6 23.7 89.0 37.7 70.6
SeRL w/o Length Filter 47.6 23.2 87.4 36.2 60.1
SeRL w/o Keywords Filter 48.0 22.1 87.4 36.3 62.5
SeRL w/o Similarity Filter 48.8 23.3 87.3 35.6 64.6
SeRL w/o Difficulty Filter 11.6 5.1 1.5 14.0 10.2

shows minimal improvement. We attribute this to Qwen-2.5 already being extensively fine-tuned
on MATH data, as further rule-based RL training on the MATH training set also fails to improve
its MMLU-Pro performance. LLaMA-3.2-3B-Instruct shows consistent improvement in the STEM
category, with additional gains in Humanities, eventually surpassing RL-GT. Performance in the
Social and Other categories remain largely unchanged. This is likely because our training data is
math-focused, enhancing reasoning skills that benefit STEM tasks. The improvement in Humanities
is mainly due to the Law subcategory, where many questions involve logical reasoning. As the
reasoning ability of the model improves, its performance on Law tasks also increases.

4.3 Ablation Study

(a) The dual-end clipped difficulty filtering mechanism effectively prevents reward hacking. As
shown in Fig. 2, when we remove the difficulty filtering, the model exhibits clear signs of reward
hacking: the average reward continues to increase with training steps, but the accuracy on the
MATH-500 test set drops sharply after around 100 steps.

To investigate this issue, we perform a case study 1.0
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samples, leading to unstable or misleading reward Figure 2: Training curve of LLaMA-3.2-3B-
signals. To address this, we introduce a dual-end dif- Instruct with and without the online filter.
ficulty filtering mechanism to filter out instructions with insufficient answer agreement, i.e., those
with 7mean < Yaire- Similarly, overly easy instructions do not contribute meaningfully to learning and
are also filtered by applying the upper threshold ryean > Yeasy- With this dual-end clipped difficulty
filtering mechanism, the reward hacking issue is mitigated in subsequent experiments.

(b) All of our proposed data filtering strategies demonstrate their effectiveness. To demonstrate
the effectiveness of each filtering strategy in the online filtering process, we conducted an ablation
study as shown in Tab. 3. The results show that every filtering strategy contributes to the model’s
performance, as removing any of them leads to a decline in overall results. In particular, omitting the
difficulty filter may cause reward hacking, as illustrated in Fig. 2.

(c) Our method effectively mitigates the bias inherently introduced by self-instruction and
self-rewarding. Our proposed method is specifically designed to minimize this bias as much as
possible, and matches the performance of methods using extensive data with verifiable rewards,
despite the limited amount of seed data used in our method.

For the self-instruction module, we introduce an online filtering strategy that maintains data quality
while promoting diversity in the generated samples. We have provided a comprehensive analysis



Table 4: Comparison of training results between RL-GT and RL-MV (Ours).
MATH- MATH- . College

Models Methods 500 Hard ASDiv Math TabMWP
LLaMA3.2- RL-GT 49.7 24.1 88.9 36.4 69.9
3B-Instruct RL-MYV (Ours) 49.8 24.8 88.6 37.2 72.4
Qwen2.5- RL-GT 74.8 50.9 94.3 55.5 72.7
7B-Instruct RL-MV (Ours) 75.4 51.2 94.4 55.5 74.5

of the generated data in terms of quality, difficulty, and diversity, as detailed in Appendix F. These
results demonstrate the reliability of our self-instruction method for data generation.

For the self-rewarding module, as stated in the related works [81, 87, 92], estimation bias is in-
evitable in self-rewarding settings. Our majority-voting reward method assigns rewards based on
the consistency among multiple sampled responses, offering greater stability than scoring individual
responses. To demonstrate this, we calculate the cosine similarity between the estimated rewards and
the ground-truth rewards, with higher similarity indicating greater accuracy in reward estimation. As
shown in Fig. 3, on both LLaMA-3.2-3B-Instruct and Qwen-2.5-7B-Instruct, the majority-voting
reward demonstrates significantly higher alignment with the rule-based reward, indicating superior
accuracy in reward estimation. In contrast, the low accuracy of the model-based reward on LLaMA-
3.2-3B-Instruct likely accounts for the underperformance of SR-DPO on this model. Additionally, the
model-based reward shows higher consistency with the rule-based reward on Qwen-2.5-7B-Instruct,
which accounts for the relatively better performance of SR-DPO on Qwen-2.5-7B-Instruct. More
comparisons of reward methods and alignment metric results can be found in Appendix E.1.
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Figure 3: Cosine similarity between rule-based reward and majority-voting / model-based reward on
MATH-500. Each point represents the similarity over 16 sampled responses per instruction. "sim(GT,
Model-based)" refers to the cosine similarity between the rule-based reward and the model-based
reward, while "sim(GT, Majority-voting)" refers to the cosine similarity between the rule-based
reward and our majority-voting reward. The dashed lines in the figure indicate the average values.

To further assess the effectiveness of our majority-voting reward, we conduct an ablation study
shown in Tab. 4. In this setting, we remove the self-instruction mechanism and perform one round of
majority-voting reward RL using the full MATH training set, denoted as RL-MV. Results show that
this variant achieves performance comparable to RL-GT across all test datasets. Notably, LLaMA-
3.2-3B-Instruct outperforms RL-GT on MATH-500, MATH-Hard, College Math, and TabMWP,
while Qwen-2.5-7B-Instruct consistently surpasses RL-GT on nearly all benchmarks.

(d) Our method is applicable to different RL algorithms. To verify the robustness of our method
across different RL algorithms, we evaluate it under various RL setups. RLOO [1] and Rein-
force++ [20] use £y KL divergence estimation, while GRPO [54] adopts k3 KL divergence estimation.
The formulations for both k; and ks KL divergence estimations are detailed in Appendix B. Since k;
is integrated into the per-token reward term, we set a smaller KL coefficient for training RLOO and



Table 5: Comparison of SeRL performance under different reinforcement learning algorithms. Bold
indicates the best performance.

. MATH- MATH- . College

Models  Algorithm Methods 500 Hard ASDiv Math TabMWP
SeRL(iterl)  49.1 243 87.7 36.0 62.7
RLOO  SeRL(iter2)  49.2 24.7 88.9 37.7 70.1
SeRL(iter3)  51.7 23.8 89.0 36.7 70.3
LLaMA SeRL(iterl)  50.4 23.4 88.0 36.6 64.8
-3.2-3B GRPO  SeRL(iter2)  49.2 23.2 884 360 67.3
-Instruct SeRL(iter3)  48.6 24.0 88.3 36.1 67.6
SeRL(iterl)  48.6 23.0 875 36.7 68.4
Reinforce++ SeRL(iter2) 50.4 23.6 88.9 38.2 72.3
SeRL(iter3)  52.6 23.7 89.0 37.7 70.6

Reinforce++ to avoid strong KL regularization. All other hyperparameter settings remain the same.
As shown in Tab. 5, all algorithms achieve comparable performance, demonstrating the generality
of our approach. Among them, the Reinforce++ algorithm delivers the best overall results. The
GRPO algorithm achieves relatively strong performance in the first iteration but shows continued im-
provement only on MATH-Hard, ASDiv, and TabMWP in subsequent rounds, while its performance
declines on MATH-500 and College Math. Similarly, RLOO exhibits performance degradation on
MATH-Hard and College Math after the third iteration.

Reinforce++ demonstrates greater robustness compared to GRPO and RLOO due to the following
reasons: (1) GRPO normalizes the estimated advantage over the nyq. responses for each question,
whereas Reinforce++ estimates the advantage over all responses across all questions, resulting in
a larger group and more stable estimation. In addition, GRPO uses an external ks KL estimation,
which involves an exponential term. This may cause large spikes in the gradient, leading to instability
during training. (2) RLOO applies a preprocessing step that subtracts the average reward of other
responses from the reward of each individual response, thereby increasing the reward gap between
different responses. However, since self-rewarding may introduce inaccurate reward estimations, the
amplified reward differences in RLOO could lead to greater bias when the estimation is incorrect. As
a result, its performance tends to be worse than that of Reinforce++.

5 Related Work

Self-Instruction Methods. Recent studies show that RL can significantly enhance the reasoning
abilities of LLMs. However, it depends on high-quality instructions and verifiable labels, which are
scarce in specialized domains such as clinical diagnostics [58, 44, 60] and aerospace engineering [36,
5, 75]. This challenge has spurred interest in synthetic data generation. Previous work has employed
powerful expert models like GPT-4 to generate synthetic data [79, 13, 32, 30, 82], but these methods
are costly and rely on external proprietary systems. To mitigate this dependency, self-instruction
frameworks such as Wang et al. [63] bootstrap data from a small set of seed examples via few-
shot generation and heuristic filtering to ensure quality and diversity. Many other studies [88, 10,
27, 11, 17] have extended the self-instruction framework, focusing on improving data efficiency,
diversity, and quality. Some studies train dedicated models for instruction generation. For instance,
WizardLM [74] evolves instruction data in terms of complexity, diversity, and quality, while TeaMs-
RL [15] extends it by defining prompt-based augmentation actions and training an Instructor LLM
via RL to apply them. In contrast, we find that existing models already possess strong instruction-
generation abilities. Without training a separate model or designing additional augmentation prompts,
our method leverages few-shot generation and an online filtering strategy to produce diverse, high-
quality instructions (see Appendix F). Unlike these offline SFT approaches with fixed data, RL
enables online data generation that adapts to the model’s evolving capability. However, it still requires
verifiable labels and mechanisms to prevent reward hacking.

Self-Rewarding Methods. Recent successes of RL in LLMs largely rely on large-scale instructions
with verifiable rewards [73, 23, 66]. However, labeled data typically requires substantial human
effort and is limited in both efficiency and quality. As a more efficient alternative, self-rewarding



methods that estimate rewards without relying on verifiable labels have gained increasing attention.
Model-based self-rewarding methods like Bai et al. [2] and Yuan et al. [81] use predefined rules
to generate preference pairs for Direct Preference Optimization (DPO) training. Frinken et al. [9]
maximize mutual information between principles and responses, while Zhang et al. [87] is based on
semantic entropy clustering. RLSC [33] optimizes the model by directly maximizing its most probable
response, while our majority-voting method is based on multiple responses, leading to greater stability
and more consistent outputs. TTRL [92], as a concurrent work, also employs a majority-voting
self-rewarding mechanism in an unsupervised reinforcement learning setting. However, our approach
differs in two important aspects: (1) we generate diverse synthetic training instructions from limited
data through self-instruction, unlike test-time training of TTRL on fixed test sets; (2) our method
supports multiple rounds of iterative updates, enabling continual self-improvement and refinement of
the policy, while TTRL only performs a single-round adaptation on a static test set.

6 Discussion

Ceiling of Self-Iteration. We begin by discussing the performance upper bound of LLMs within
a single iteration. When performing RL training using only majority-voting reward, the maximum
achievable Pass@1 on the training set is inherently limited by the Maj@XK before training. If the
LLM has strong generalization capabilities, the Pass@ 1 upper bound on an in-domain test set should
also align with the Maj@N of the model on the test set before training. So, what is the upper bound
of LLM capability across multiple iterations? If the Maj@N of the model continues to improve
after each round of training, then each iteration defines a new, higher ceiling. In this case, the
LLM is capable of approaching increasingly better performance bounds, suggesting the potential for
unbounded, continual improvement through iterative self-training. However, as shown in Fig. 7, the
Maj@16 performance of both LLaMA-3.2-3B-Instruct and Qwen-2.5-7B-Instruct on MATH-500
does not continue to improve with more iterations. This observation aligns with the analysis by Yue
et al. [83], which suggests that RL with verifiable reward primarily transforms Pass @K ability into
Pass@1, while the upper bound of a model is constrained by its underlying capability. Nevertheless,
our method remains valuable, as it enables efficient reasoning in data-scarce scenarios through
unsupervised RL training with data augmentation.

Limitation of Majority-voting Reward. In scenarios where there is no deterministic final answer
such as writing tasks, or where the correctness of the process is more important such as mathematical
proofs, our majority voting strategy may not be applicable. However, for most knowledge-based
scenarios, even when a numeric answer is not required as in mathematical problem solving, the
question can often be reformulated into a multiple-choice format, making our majority voting
approach still applicable. Another limitation is that the reliability of the reward signal in self-rewarding
methods can be compromised for challenging problems, as also discussed in prior work [81, 87, 92].
To mitigate this issue, we have designed a difficulty filtering strategy that removes instructions
for which the model shows uncertainty in generating consistent answers. This acts as a form of
curriculum learning, where the model starts training on simpler problems and gradually moves toward
more complex ones. As a result, the estimation bias induced by unreliable self-rewards is reduced
during training. While this strategy does not completely resolve the issue, we believe it is a promising
direction and worth further exploration in future work.

7 Conclusion

In this work, we introduce SeRL, a framework designed to bootstrap LLM training from limited
initial data. SeRL consists of two key components: a self-instruction module and a self-rewarding
module. The self-instruction module expands the initial data by generating new instructions, with
robust and effective online filtering applied to ensure quality, diversity, and appropriate difficulty. The
self-rewarding module uses a majority-voting strategy to estimate rewards for generated responses,
removing the need for external labels. Based on the generated data, SeRL performs standard RL
training in an iterative, self-improving manner. Extensive experiments across multiple reasoning
benchmarks and LLLM architectures show that SeRL consistently outperforms strong baselines and
matches the performance of methods trained with large-scale, high-quality labeled data.
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A Additional Related Works

Self-Iteration Methods. Multi-round iterative training enables models to reach their performance
upper bound progressively, and self-iteration has been widely explored. Pang et al. [50] constructs
preference pairs using rule-based rewards for DPO training. Chen et al. [3] adopts adversarial
learning based on human-labeled responses, making the method reliant on label quality. Dong et al.
[8] performs DPO-based iteration with a fixed reward model, while Wu et al. [70] formulates training
as a zero-sum game using a learned preference model. Rosset et al. [52] proposes DNO, which uses
an expert model to estimate win rates by regressing internal rewards through batch-policy iteration.
In contrast, we propose a majority-voting reward mechanism that requires no external supervision.
Compared to prior offline approaches [81, 84, 69], our method adopts an online RL framework. We
also address data-scarce scenarios by generating instructions through self-instruction that adapt to the
evolving capabilities of the model, and by using a simple yet effective majority-voting reward for
accurate and efficient self-iteration.

B KL Divergence Estimators

There exist multiple estimators for KL divergence, such as k1, k2, and k3, defined as follows:

7T9(yt|w7y<t)
7Tref(:’Jt|37ay<t)7

ko(t) = 1 <10g To(ye|T, y~4) )2 (5)
2 Tret (Yt [T, Y <) 7

ky(t) = —log 4

kS(t) — _10 Trg(yt|x7y<f)

7Te<ytlwy<t>> -1 (©)
Tret (Yt [T, Y 1)

+ exp <10g
Tret (YT, Y <t)

GRPO uses the k3 estimator as an external loss component, while Reinforce++ and RLOO adopt the
k1 estimator, which is incorporated into the reward as a KL reward.

C Implementation Details

All experiments are run on a cluster with 8x NVIDIA RTX A6000 GPUs, a 96-core Intel Xeon Gold
5318Y CPU, and 512 GB RAM.

C.1 Details of Reinforce++ Algorithm

Assuming a training batch contains ny,s questions and each question is associated with 7,4 sampled
responses, G;(s¢, ;) denotes the return at the ¢-th token of the j-th sampled response for the i-th
question. We compute the mean and standard deviation of the return across the batch as follows:

1 Tlbs  Tlvote 1 Mps  Tvote
mean; = ———— Z ZGij(Smyt), stdy =, | —— ZZ (Gij(st,y¢) — mean;)”.
Thps * Thyote =1 j—1 Tlos * Tlyote i1 j=1
@)
Then, the advantage is computed as:
. G;j(st,yt) — meany
Ai i ) = 1 : 8
J (St yt) std, (8)
We would like to further clarify the computation of Gij(st, y¢) as follows:
T
Gij(st,yt) = Z Rij(sk,yr) — K Lij(k), ©))
k=t

where R;;(sg,yr) denotes the token-level reward at the k-th token of the j-th response to the i-th
question and K L;;(k) denotes the token-level KL divergence at the k-th token between the current
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model and the initial model for the j-th response to the ¢-th question. A negative sign is applied to
serve as a KL penalty. Reinforce++ adopts the &k, estimator.

In practice, the reward is assigned at the response level, consistent with other related works [62, 89, 54].
Therefore, only the last token receives a reward, and the above equation 9 can be simplified as:

T T

Gij(st,yt) = Rij(sr,yr) — Y KLij(k) = R(zi,y;) — > KLij(k). (10)
=t k=t

Here, R(x;,y;) denotes the reward assigned to the j-th response of the i-th question.

C.2 Details on Chain of Thought

During the RL sampling stage, we prompt the model with “think step by step and give the final
answer”, encouraging it to first generate a chain of thought (CoT) and then produce the final answer.

C.3 Details on Filtering Strategies
The proposed online instruction filter consists of four components:

* (1) The similarity filter computes the ROUGE-L score between each newly generated instruction
and all existing instructions in the dataset. If the score exceeds a predefined threshold (set to
0.7 following the prior work [63]), indicating high similarity to existing instructions, the new
instruction is filtered out to encourage diversity.

non

* (2) The keywords filter removes instructions containing specific keywords such as "image", "graph",
"picture", "file", "map", "draw", "plot", or "write a program", as they refer to visual content
or capabilities beyond the model’s scope. In addition, instructions starting with punctuation or

non-English characters are also excluded.

* (3) The length filter removes instructions that are either excessively long or short. Instructions
exceeding 150 words often contain redundant content or even include solutions, while those with
fewer than 3 words typically lack sufficient context for problem solving. This filtering step helps
maintain the overall quality and clarity of the generated instructions.

* (4) The difficulty filter evaluates the proportion of majority answers among the generated responses
for a given instruction. Instructions with excessively high or low majority proportions are filtered
out to ensure that the retained instructions maintains suitable difficulty for model learning. We set
the thresholds as vgirr = 0.2 and 7easy = 0.8, as shown in Tab. 6.

C.4 Details on Instruction Generation

We adapt the instruction generation prompt from prior self-instruction work [63] to better suit the
mathematical domain. The modified prompt template is shown in Tab. C.1. The ng,oc examples used
in the few-shot context are randomly sampled from both the seed data and the generated instructions.
Specifically, one-fourth (ng,o/4) are drawn from the seed data, while the remaining three-fourths
(3nsnot/4) from previously generated instructions.

C.5 SR-DPO Rewarding Prompt
Since the prompt used in the original SR-DPO paper [81] is designed for reward estimation on
general tasks, it performs poorly on mathematical problems. To ensure a fair comparison in our

experiments, we modify the original prompt to better suit the evaluation of mathematical tasks, as
shown in Tab. C.2.

C.6 RL Hyperparameters

The experimental settings [19] for training LLaMA-3.2-3B-Instruct and Qwen-2.5-7B-Instruct using
our SeRL method are shown in Tab. 6 and Tab. 7.
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Table C.1: Few-shot instruction generation prompt

Please act as a professional math teacher.

Your goal is to create high quality math word problems to help students learn
math.

You only need to create the new question. Please DO NOT solve it.

Come up with a series of tasks:

Task 1: {instruction for existing task 1}
Task 2: {instruction for existing task 2}
Task 3: {instruction for existing task 3}
Task 4: {instruction for existing task 4}
Task 5: {instruction for existing task 5}
Task 6: {instruction for existing task 6}
Task 7: {instruction for existing task 7}
Task 8: {instruction for existing task 8}
Task 9:

Table C.2: Reward estimation prompt in mathematical tasks

Review the user’s math question and the corresponding response using the
additive 5-point scoring system described below. Points are accumulated
based on the satisfaction of each criterion:

- Add 1 point if the response understands the problem and introduces at
least one relevant mathematical concept or formula, even if the derivation
is incomplete or has gaps.

- Add another point if the response provides the main idea or a key result
addressing a substantial part of the problem, yet still contains calculation
mistakes, skipped steps, or loose rigor.

- Award a third point if core computations are broadly correct and the logic
is mostly coherent; only minor slips or omissions remain, and the overall
workflow can be followed and reproduced.

- Grant a fourth point if all calculations are accurate and the reasoning is
rigorous, step-by-step, with each step contributing meaningfully to the final
answer and no irrelevant or redundant content.

- Bestow a fifth point if, in addition to the above, the solution is
expertly presented: clearly structured and well-formatted, cites necessary
theorems or justifies key steps, proactively verifies the result (e.g.,
substitution, extrema check), and possibly offers alternative insights or
elegant shortcuts-without extra fluff.

User: <QUESTION>

<response><RESPONSE></response>

After examining the user’s instruction and the response:
- Briefly justify your total score (up to 100 words).
- Conclude with the score using the format: ¢‘Score: <total points>’’.

Remember: assess strictly from a math-correctness perspective; logical
soundness and computational accuracy are paramount, while clarity and expert
insight elevate higher scores.
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Table 6: LLaMA-3.2-3B-Instruct training settings of SeRL.

Method Hyperparameters
Nyote = 16
n_samples_per_prompt = 16
Yaife = 0.2, VYeasy = 0.8
SeRL Temperature = 1.0
RL Algorithm = Reinforce++
Iteration = 3
One iteration is defined as a full pass over 7,500 instructions.
Backbone LLaMA-3.2-3B-Instruct
PPO Trainer Actor Learning Rate = 5 x 107
Critic Learning Rate =9 x 1076
v=1.0, A=1.0
Initial KL Coefficient =1 x 10~*
Batch Sizes train_batch_size = 16
rollout_batch_size = 16
micro_train_batch_size =2
micro_rollout_batch_size = 16
Lengths Prompt Max Length = 1024
Generate Max Length = 1024
Optimizations bf16, adam_offload, gradient_checkpointing,
packing_samples, flash_attn, enforce_eager
Training Schedule Epochs =1
Table 7: Qwen-2.5-7B-Instruct training settings of SeRL.
Method Hyperparameters
Nyore = 16
n_samples_per_prompt = 16
Ydiff = 027 Yeasy = 0.8
SeRL Temperature = 1.0
RL Algorithm = Reinforce++
Iteration = 3
One iteration is defined as a full pass over 7,500 instructions.
Backbone Qwen-2.5-7B-Instruct
PPO Trainer Actor Learning Rate =5 x 107
Critic Learning Rate = 9 x 1076
v=1.0, A=1.0
Initial KL Coefficient =1 x 10™%
Batch Sizes train_batch_size = 16
rollout_batch_size = 16
micro_train_batch_size = 1
micro_rollout_batch_size = 4
Lengths Prompt Max Length = 1024
Generate Max Length = 1024
Optimizations bf16, adam_offload, gradient_checkpointing,

packing_samples, flash_attn, enforce_eager

Training Schedule

Epochs =1
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D Additional Experiments

D.1 SFT Baselines

We conducted this experiment and compared SFT using the sampled truly correct responses of the
model. As shown in Tab. 8, we observe a consistent drop in performance. This may be due to
the limited quality of self-sampled responses or the model’s existing proficiency on those samples,
resulting in minimal gains from further fine-tuning. To validate our findings, we additionally conduct
SFT using data distilled from Qwen2.5-Math-7B-Instruct, and as we hypothesized, fine-tuning with
higher-quality data is indeed necessary to enhance the capabilities of the model.

Table 8: Pass@1 comparison of different SFT strategies on LLaMA-3.2-3B-Instruct.

Methods MATH-500 MATH-Hard ASDiv College Math TabMWP
Initial 47.6 22.5 84.6 35.2 46.4
SFT on Majority responses 44.6 20.2 83.1 30.5 48.2
SFT on Correct responses 44.6 20.7 83.9 33.0 50.6
SFT on Distilled responses 49.0 23.6 87.1 36.4 66.1

D.2 Results of More Iterations

We additionally report results for 4 to 6 rounds in Tab. 9, where we observe that the performance of
the model gradually converges. As discussed in Section 6, we believe this convergence behavior is
largely due to the limited capacity of the underlying foundation model. This observation aligns with
findings from EMPO [87], which suggests that pre-trained language models already possess strong
reasoning capabilities. In this context, RL post-training may primarily help activate latent reasoning
patterns learned during pretraining, rather than introduce new ones.

It is worth emphasizing that our goal is not to achieve unlimited iterative improvement through
self-play, which is currently an unrealistic expectation and an unsolved problem across the field. As
stated in the introduction, our work focuses on combining self-instruction and self-rewarding methods
to incentivize the reasoning abilities of LLMs in data-scarce settings, aiming to achieve performance
comparable to training on full high-quality data with verifiable rewards.

Table 9: Pass@1 results over additional iterations on mathematical benchmarks.

MATH- MATH-

College

Models Methods 500 Hard ASDiv Math TabMWP
SeRL (iter4) 52.7 24.1 88.8 38.0 71.1
LLaMA-3.2-3B-Instruct  SeRL (iter5) 52.1 23.9 88.9 37.9 71.5
SeRL (iter6) 52.0 24.2 89.1 37.9 70.9
SeRL (iter4) 75.4 50.6 94.4 55.2 79.7
Qwen-2.5-7B-Instruct ~ SeRL (iter5) 76.0 50.1 94.6 55.3 80.2
SeRL (iter6) 76.1 49.8 94.6 553 80.4

D.3 Additional Results in the Medical Domain

To demonstrate that our method can be applied to other domains with limited data, we also conducted
experiments in the medical domain. Specifically, we used 500 randomly selected instructions from
the MedQA [48] training set as the seed data for our method and compared it with a supervised
reinforcement learning baseline trained on the full 10.2k dataset (RL-GT). We evaluated both models
on three medical benchmarks: MedQA, PubMedQA [24], and NephSAP [68]. All evaluations are
conducted using greedy decoding with a maximum of 1,024 new tokens. As shown in Tab. 10, our
SeRL achieves performance comparable to the RL-GT baseline, demonstrating its effectiveness.
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Table 10: Pass@1 performance comparison between our method and other baselines on the medical
benchmark.

Models Methods MedQA PubMedQA NephSAP
Initial 53.4 54.4 24.2
LLaMA-3.2-3B-Instruct RL-GT 57.2 55.0 26.1
SeRL (Ours) 56.9 55.3 27.5
Initial 58.2 32.1 29.5
Qwen-2.5-7B-Instruct RL-GT 59.4 33.1 31.2
SeRL (Ours) 59.1 34.8 30.9

Table 11: Similarity between different self-rewards and the ground-truth rewards on MATH500 using
LLaMA3.2-3B-Instruct.

Methods Cosine (1) MAE () MSE(])
Majority-vote-based reward (Ours) 0.75 0.30 0.60
Model-based reward 0.17 0.89 1.2
Entropy-based reward 0.65 0.45 0.65
CAI reward 0.01 1.0 1.41

E Additional Reward Analysis

E.1 Comparison with Alternative Rewarding Methods

Self-rewarding methods are fundamentally designed to approximate the true reward. Their effective-
ness can be evaluated by measuring how closely the estimated rewards align with the ground-truth
rewards, as greater agreement indicates more accurate reward estimation. To quantify this, we calcu-
late multiple metrics including cosine similarity, mean squared error (MSE), and mean absolute error
(MAE) between the estimated rewards and the ground-truth rewards, where higher similarity and
lower error indicate greater accuracy in reward estimation. In our evaluation, we treat the rule-based
reward as the ground-truth reward and measure the alignment of the majority-voting, model-based,
entropy-based [87], and CAI reward with it. CAI reward is the reward model we train based on the
work of Bai et al. [2]. As shown in Tab 11, our method achieves the highest accuracy among all
compared approaches.

E.2 Reward Hacking

As evidenced by the learning curves presented in Section 4.3, we observe that the training process
becomes prone to reward hacking without the dual-end clipped difficulty filtering strategy. To further
investigate the nature of this reward hacking behavior, we conduct a case study, as shown in Tab. E.1.
Notably, we find that although the model correctly derives the answer (3, g) during the Chain-of-

Thought (CoT) reasoning, it still outputs “The final answer is: @” at the end. We also provide a
detailed explanation in Section 4.3 of how the dual-end clipped difficulty filtering strategy helps
prevent reward hacking by design.

To more clearly present the impact of the difficulty filtering strategy on generated instructions, we
analyze the difficulty and diversity of the first-round dataset generated by LLaMA-3.2-3B-Instruct
before and after the difficulty filtering strategy. We denote the generated dataset from iteration n as
Dgen = Usern Béen, where 7" represents the set of all generation steps in iteration n. Accordingly,

the first-round generated dataset is denoted as Dglen. We hypothesize that more difficult instructions
require more complex CoT reasoning, which tends to result in longer responses. Qwen-3-32B [77],
with its strong overall performance, can correctly answer most questions in the dataset, making it
a reliable proxy for assessing instruction difficulty. Therefore, we use Qwen-3-32B to answer the
instructions in Déen and compare response length distributions as a proxy for difficulty. As shown
in Fig. 4a and Fig. 4b, applying the difficulty filtering leads to a reduction in both extremely short
and excessively long responses, aligning with our design goal of removing overly easy and overly
difficult instructions. To assess data diversity, we compute the ROUGE-L similarity between each
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Table E.1: Case study of LLaMA-3.2-3B-Instruct outputs after reward hacking.

Convert the point (0, 3) in rectangular coordinates to polar coordinates. Enter your answer in
the form (r, #), where r > 0 and 0 < 0 < 2.

## Step 1: Recall the conversion formulas from rectangular to polar coordinates.
The conversion from rectangular coordinates (z,y) to polar coordinates (7, §) can be done

using the formulas: r = \/m and f = tan~! (%)
## Step 2: Substitute the given coordinates.
Given the point (0, 3), substitute z = 0 and y = 3: r = /02 + 32 = 3, and 0 = tan™" (3).

## Step 3: Evaluate the angle.
Since tan~1(3/0) is undefined, note that the point lies on the positive y-axis, which corre-

s

sponds to 0 = 7.
## Step 4: Write the final answer.

. T
The polar coordinates are: | (3, 5) |
The final answer is:
& J
S 800 S500
L
5400 +200
c 200 £100
# 075 500 1000 1500 2000 # 0 500 1000 1500 2000
Response Length (tokens) Response Length (tokens)
(a) Response length distribution of D;en before (b) Response length distribution of Dglen after diffi-
difficulty filtering. culty filtering.
C C
5500 51000
S 400 $ 800
3300 2 600
+3 200 £ 400
£ 100 £ 200
* Qo 0.2 0.4 0.6 0.8 1.0 # 90 0.2 0.4 0.6 0.8 1.0
ROUGE-L ROUGE-L
(c) Distribution of ROUGE-L scores between Dglen (d) Distribution of ROUGE-L scores between Déen
and Dyceq before difficulty filtering. and Diceq after difficulty filtering.

Figure 4: Comparison of difficulty and diversity of Dglen before and after applying the difficulty
filtering. The y-axis label # Instructions represents the number of instructions.

generated instruction x; € D;en and the Dgeq. For each x;, we define:

®(x;, Dseed) := max ROUGE-L(z;, s;). (11)
8 €Dseed
We visualize the distributions of Dglen and Dgeeq based on @ (x;, Dyeed). As shown in Fig. 4¢c and
Fig. 4d, the ROUGE-L distributions before and after filtering indicate that the diversity of D;en is
largely preserved, suggesting that the dual-end clipped difficulty filtering strategy effectively controls
for difficulty without influencing instructions diversity.

F Additional Generated Instructions Analysis

To validate the reliability of the data generated by our self-instruction method, we conduct a compar-
ison against both the seed dataset Dgeeq and the full MATH training set in terms of length, quality,
difficulty, and diversity. The dataset Dgeeq consists of 500 examples uniformly sampled from different
difficulty levels within the MATH training set and serves as the few-shot context for all subsequent
data generated through our self-instruction method. Specifically, Déen, Dgen, and Dgen respectively
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Table F.1: Instruction quality evaluation prompt

You are an expert evaluator of math problems. Please evaluate the overall
quality of the following math problem.

Math Problem:
<INSTRUCTION>

First, analyze this problem in detail, considering all aspects including
clarity, educational value, appropriateness, and whether it tests meaningful
mathematical concepts.

After your analysis, provide your rating on a scale from O to 5, where:
0 = Extremely poor quality mathematical problem
5 = Excellent quality mathematical problem

Your response should include your detailed analysis followed by your rating.
Make sure to include your final rating in this exact format at the END of
your response:

FINAL RATING: [0-5]

Remember to use only whole numbers (integers) from O to 5 for your rating,
not decimals or fractioms.

Table 12: Comparison of instruction length and quality across Dye,, Daen» Diens Disced and MATH
train set. # Inst. refers to the number of instructions, Inst. Len indicates the statistical summary of
instruction lengths, and Quality Rate represents the statistical summary of the scores assigned by

Qwen-3-32B when evaluating the instructions.

Dataset #Inst. Inst. Len. Quality Rate
MATH train 7500 75 +93 38+1.5

Dycea 500 78+£106 3.7+16
DL, 7500 57427  36+15
DL 7500 60+36 3.5+ 1.6
D’ 7500 59432 35415

gen

denote the data collections cumulatively generated by LLaMA-3.2-3B-Instruct during the first, second,
and third iterations of training.

F.1 Length and Quality

We compare the length and quality score of the datasets Dyey, Daens Diens Dieed> and the MATH
training set. The length is measured by the number of tokens obtained using the Qwen-3-32B
tokenizer, where a longer instruction typically indicates higher complexity. Invalid long instructions
composed of repetitive sentences have already been removed by our online filtering strategy. Among
the remaining instructions, a greater average length suggests higher semantic and structural complexity.
The quality score is computed by prompting Qwen-3-32B to evaluate each instruction based on
criteria such as completeness of the instruction description, clarity, and overall usefulness or relevance.

The evaluation prompt is provided in Tab. F.1.

As shown in Tab. 12, the results reveal that both the instruction lengths and quality scores of the
generated instructions are comparable to those of Ds..q and the MATH training set. This suggests
that the instructions produced by our method not only maintain sufficient complexity comparable
to that of the original datasets but also achieve a similar level of semantic quality, as assessed by
the evaluation model. These findings indicate that our self-instruction strategy yields high-quality
instructions, despite being carried out in a data-scarce setting.
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Figure 5: Analysis of generated instructions difficulty and diversity.
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F.2 Difficulty

To assess the difficulty level of each dataset, we employ Qwen-3-32B to generate responses for all
instructions. We then compare the average response lengths across datasets, based on the assumption
that more challenging instructions generally elicit longer reasoning chains from LLMs, thereby
leading to longer responses. As shown in Fig. 5a, the average response lengths for the generated
datasets are close to those of the MATH training set. This suggests that the generated data exhibits a
comparable level of difficulty to the original dataset.

F.3 Diversity

Verb-Noun Structures. We analyze the verb—noun structures of instructions in DJ,,. Specifically, we
employ the Berkeley Neural Parser [28, 29] to extract the main verbs nearest to the root and their first
direct noun objects from each instruction. Fig. 5b shows the top 20 verbs with their top 4 associated
nouns, revealing diverse and syntactically rich verb—noun constructions in the generated instructions.
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ROUGE-L Distribution. We compute the ROUGE-L score between each instruction in Déen and
Dseed- The ROUGE-L distribution is shown in Fig. 4c. As observed, most generated instructions
exhibit low ROUGE-L similarity with Ds4. This indicates that the model does not merely mimic
Dseea but instead generates diverse and novel instructions.

UMAP Projection. We project the BERT features of the instructions in D;en using UMAP [45], as
shown in Fig. 6. The visualization shows that the generated instruction points are not tightly clustered
but instead exhibit a wide distribution similar to that of the MATH training set. This phenomenon

further demonstrates the diversity of the generated dataset.

G Additional Analysis of the Self-Iteration Upper Bound

As shown in Fig. 7, we observe that after multiple
iterations, the Maj@ 16 performance of the model

does not exhibit a consistent upward trend. Since 8 80

Maj@ 16 serves as an empirical upper bound for 35

Pass@ 1 under our framework, the lack of improve- g

ment in Maj@ 16 suggests that the performance g 70

ceiling of the model remains unchanged. This ob- ;‘

servation is consistent with the conclusion of Yue Q65 Qwen-2.5-7B-Instruct
et al. [83], which states that reinforcement learning E LLaMA-3.2-3B-Instruct
with verifiable rewards primarily converts Pass@K < 60

performance into Pass@1 without fundamentally

improving the capacity of the model. Although 33 tero iterl iter2 iter3
our method does not lead to incremental improve- Iteration

ments in Maj @K, it still achieves substantial gains Figure 7: The performance curves of Maj@16
in Pass@1 performance in data-scarce scenar- ©on MATH-500 for Qwen-2.5-7B-Instruct and
ios through unsupervised reinforcement learning. LLaMA-3.2-3B-Instruct trained with our method
These results highlight the practical utility of our ~Over multiple iterations.

approach, particularly in specialized, data-scarce domains where labeled data is limited.

H Broader Impact

This work explores reinforcement learning for enhancing the reasoning capabilities of LLMs in data-
scarce scenarios, which has the potential to significantly broaden the accessibility and applicability
of advanced Al systems. By reducing reliance on large-scale, high-quality labeled datasets, our
method could enable the development of performant LLMs in data-scarce domains such as clinical
diagnostics [58, 44, 60] and aerospace engineering [36, 5, 75], where expert-annotated data is often
expensive or impractical to obtain. However, the ability to generate and reinforce synthetic data
also introduces potential risks. Without careful oversight, unsupervised self-improvement loops may
propagate or even amplify biases present in the initial seed data. Additionally, models trained in
data-scarce settings may exhibit spurious generalization patterns, especially in high-stakes domains
like clinical decision-making or aerospace control. To mitigate these risks, we incorporate a robust
online filtering mechanism to enforce baseline quality and control difficulty during data generation.
Nevertheless, domain-specific filtering and safety measures will be essential in future deployments,
especially when adapting the framework to sensitive or high-impact application areas.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The main claims clearly delineate the contributions and scope of this work.
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section 6 provides a comprehensive discussion of the limitations of this work.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: This work does not include theory assumptions or proofs.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Appendix C provides detailed experimental information to ensure the high
reproducibility of this work.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: The data is publicly available with appropriate references provided in the main
text, and the code is accessible via a github link with sufficient instructions.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Appendix C outlines all training and testing details necessary for understanding
the results.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Training Large Language Models with Reinforcement Learning requires
substantial computational resources and time. Therefore, we report the experimental results
using a fixed random seed for reproducibility in Section 4.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Appendix C provides a detailed description of the computer resources utilized
in this work.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The work adheres fully to the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Appendix H provides a detailed discussion of the potential societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This work does not involve risks for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The assets utilized in this paper are appropriately referenced and accessible to
the public.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

31



13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Our code is publicly available via a github link and includes detailed instruc-
tions for use.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This work does not involve Crowdsourcing or research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This work does not involve research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: This work involves a Reinforcement Learning method for training Large
Language Models, which is comprehensively illustrated in the main text.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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