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Abstract

Hypothetical induction is recognized as the001
main reasoning type when scientists make ob-002
servations about the world and try to propose003
hypotheses to explain those observations. Past004
research on hypothetical induction is under a005
constrained setting: (1) the observation annota-006
tions in the dataset are carefully manually hand-007
picked sentences (resulting in a close-domain008
setting); and (2) the ground truth hypotheses009
are mostly commonsense knowledge, making010
the task less challenging. In this work, we011
tackle these problems by proposing the first012
NLP dataset for social science academic hy-013
potheses discovery, consisting of 50 recent top014
social science publications; and a raw web cor-015
pus that contains enough information to make016
it possible to develop all the research hypothe-017
ses in the 50 papers. The final goal is to cre-018
ate systems that automatically generate valid,019
novel, and helpful scientific hypotheses, given020
only a pile of raw web corpus. Different from021
the previous settings, the new dataset requires022
(1) using open-domain data (raw web corpus)023
as observations; and (2) proposing hypothe-024
ses even new to humanity. A multi-module025
framework is developed for the task, as well as026
three different feedback mechanisms that em-027
pirically show performance gain over the base028
framework. Finally, our framework exhibits029
superior performance in terms of both GPT-4030
based evaluation and expert-based evaluation.031

1 Introduction032

Logical reasoning is central to human cogni-033

tion (Goel et al., 2017). It is widely recognized034

as consisting of three components, which are de-035

ductive, inductive, and abductive reasoning (Yang036

et al., 2023b). Hypothetical induction is considered037

to be an important sub-type of inductive reason-038

ing (Norton, 2003). It is recognized as the main039

reasoning type when scientists make observations040

about the world and try to propose hypotheses to041

explain the observations. For example, the proposal042
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Figure 1: Overview of the new task setting of hypotheti-
cal induction and the role of the MOOSE framework.

of Geocentrism, Heliocentrism, and Newton’s law 043

of universal gravitation based on the observations 044

of the motion of (celestial) objects can be seen as 045

a result of hypothetical induction. Hypothetical 046

induction is a process of knowledge exploration 047

from observations to hypotheses: it is challenging 048

because it involves the exploration of knowledge 049

that is even new to humanity. 050

The latest research on hypothetical induc- 051

tion (Yang et al., 2022b) has two main limitations. 052

Firstly, the observations in their dataset have al- 053

ready been manually selected from the raw web 054

corpus, resulting in a close-domain setting. As a 055

result, a developed system for this dataset relies on 056

already manually selected observations, and cannot 057

utilize the vast raw web corpus to propose hypothe- 058

ses. Secondly, the ground truth hypotheses are 059

mostly commonsense knowledge (e.g., Newton’s 060

law), making the task less challenging since LLMs 061

might have already seen them during pretraining. 062

To this end, we propose a new task setting of 063

hypothetical induction, which is to generate novel 064

and valid research hypotheses targeting being help- 065

ful to researchers while only given (vast) raw web 066

corpus (Figure 1)1. This hypothesis formation 067

process is seen as the first step for scientific dis- 068

covery (Wang et al., 2023a). We call this task 069

as “auTOmated open-doMAin hypoThetical in- 070

ductiOn (TOMATO)”. It is “automated” since a 071

method for this task should automatically propose 072

1Dataset and Code available at https://anonymous.
4open.science/r/TOMATO/.
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hypotheses with few human efforts; It is open-073

domain since it is not restricted by any manually074

collected data. For the TOMATO task, we con-075

structed a dataset consisting of 50 recent social076

science papers published after January 2023 in top077

social science journals. For each paper, social sci-078

ence experts collect its main hypothesis, identify079

its background and inspirations, find semantically080

similar contents for its background and inspirations081

from the web corpus, collect the full passage for082

each matched content, and use all collected web083

passages as raw web corpus. Although the new084

dataset involves many manual selection processes,085

the manually selected contents are used more as086

benchmarking human performance for comparison.087

In the TOMATO task, a method is required to only088

utilize the raw web corpus in the dataset to pro-089

pose hypotheses. In addition, the raw web corpus090

is mostly from common news, Wikipedia, and busi-091

ness reviews, which means it can easily expand in092

scale without much human involvement.093

To tackle the TOMATO task, we develop a multi-094

module framework called MOOSE based on large095

language model (LLM) prompting (Figure 4). To096

further improve the quality of the generated hy-097

potheses, we also propose three different feedback098

mechanisms (present-feedback, past-feedback, and099

future-feedback) to use LLMs to retrospect and100

improve the LLM-generated hypotheses for better101

quality. For present-feedback, the intuition is that,102

for some modules, their generation can be evalu-103

ated by other LLMs and be provided with feedback,104

which can be utilized by the modules to refine their105

generation by taking the feedback and previous106

generation as input and generating again. Some107

modules can have feedback instantly after their108

generation to improve themselves. But just like109

the reward mechanism in reinforcement learning,110

some rewards (feedback) might be hard to obtain111

instantly, but need to wait for feedback for a fu-112

ture module. Similarly, we develop past-feedback113

where a module can benefit from the feedback for114

a future module. The last one is future-feedback,115

where a current module can provide justifications116

for the current module’s generation to help a future117

module’s generation, or can provide some initial118

suggestions which a future module can build upon119

to further provide more in-depth generation.120

For both GPT-4 (OpenAI, 2023) evaluation and121

social science expert evaluation, our experiment122

indicates that our framework performs better than123

an LLM (Ouyang et al., 2022) based baseline, and 124

each of the three feedback mechanisms can progres- 125

sively improve the base framework. During human 126

analysis, many hypotheses generated by our frame- 127

work are recognized by social science researchers 128

to be valid, novel, and helpful in the same time. 129

2 Related Work 130

2.1 NLP Methods for Scientific Discovery 131

Zhong et al. (2023) propose a dataset where each 132

data consists of a research goal, a corpus pair, and 133

a language-described discovery. However, (1) their 134

task needs a human-provided research goal and 135

a pairwise corpus for discovery, which is not an 136

automated setting and has a limited application 137

scope; (2) the ground truth discovery is not from 138

recent publications. Wang et al. (2023b) propose 139

an automatic method to collect NLP publications 140

to construct a dataset, and a method to propose 141

hypotheses in the NLP domain. However, (1) 142

their task needs human-provided input, while our 143

task/method support both human-provided input 144

and automatically searched input; (2) their dataset 145

is not manually collected, and their background 146

text and seed terms are collected in the same paper 147

which proposes the ground truth hypothesis, which 148

might cause data contamination problem; (3) their 149

dataset is composed of ACL anthology papers be- 150

fore 2021, so the papers in the dataset are likely to 151

appear in the training corpus of ChatGPT as well 152

as LLaMA-based models (Touvron et al., 2023); 153

(4) their method does not leverage feedback mech- 154

anism and is not specifically designed to propose 155

novel hypotheses. Bran et al. (2023) focuses on 156

integrating computational tools in the chemistry do- 157

main, but not on providing novel chemistry findings 158

or hypotheses. Boiko et al. (2023) focuses on using 159

LLMs to design, plan, and execution of scientific 160

experiments, but not on finding novel hypotheses. 161

2.2 LLM-based Self Feedback 162

Self-refine (Madaan et al., 2023) investigates feed- 163

back but it only focuses on present-feedback (our 164

framework also proposes past-feedback and future- 165

feedback), and it is not specially designed for in- 166

ductive reasoning tasks. Other similar works to 167

self-refine (Press et al., 2022; Peng et al., 2023; 168

Yang et al., 2022a; Shinn et al., 2023) also only fo- 169

cus on present-feedback, and their feedback is not 170

multi-aspect nor iterative compared to ours. Our 171

present-feedback is developed upon a multi-aspect 172
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ease of use (Venkatesh et al. 2003) and the adoption 
and use of technology (Venkatesh 2000). That is, social 
presence may cause privacy concerns and then nega-
tively affect an individual’s adoption and use of tech-
nology. For example, using in-store surveillance data, 
Zhang et al. (2014) show that consumer density around 
the target consumer reduces their probability of touch-
ing and purchasing a product, especially when the 
product in question is an accessory, suggesting that cus-
tomers may require more privacy, particularly when 
buying accessories.

In our setting, when customers step up to a self- 
checkout POS machine in surroundings in which stran-
gers may be watching, they are impacted by this social 
presence. When they only need to scan a QR code on 
their mobile phones, they do not need to perform in 
front of a webcam as they would need to do when 
using FR payment technology, thereby experiencing 
less technology anxiety caused by social presence when 
strangers are around. Consumers may also be con-
cerned about their privacy when their actions of taking 
a photo and, sometimes, doing additional body move-
ment for a liveness test, are recorded and shared by 
those strangers around them. The effect of social pres-
ence on the user’s technology anxiety and privacy con-
cerns should increase with the number of customers 
waiting in line behind the focal customer and watching. 
Therefore, we expect that customers would experience 
greater technology anxiety and privacy concerns caused 
by social presence using FR payment technology than 
using QR payment technology when more people are 
waiting in line behind them. Hence, we develop the fol-
lowing hypothesis.

Hypothesis 1. Customers are less likely to use FR payment 
technology than QR payment technology for their transac-
tions when they have more people in line behind them.

2.2. Herding Effect
A customer’s decision on payment technology use may 
be affected by the preceding customers before him or 
her as well. Unlike the customers behind him or her, 
the focal customer can observe the payment choice of 
the preceding customers. Such observation may influ-
ence the choice of payment technology for the focal 
customer.

Herding theory argues that people tend to herd be-
cause they believe the choice of the majority is the best, 
thus reducing the uncertainty of their own choice (Bane-
rjee 1992, Sunder et al. 2019). In the process of herding, 
an individual’s own belief regarding the quality of dif-
ferent choices is discounted or even ignored (Banerjee 
1992). Herding behaviors have been widely documented 
in various settings in prior literature on information 
systems (IS), for example, in crowdfunding (Zhang and 
Liu 2012), crowdsourcing (Chen et al. 2020), and online 

auctions (Simonsohn and Ariely 2008). In particular, 
Sun (2013) proposes a conceptual model of herding 
behavior in the adoption and continued use of technol-
ogy. Duan et al. (2009) investigate software adoption 
using the information cascades framework and find that 
decision makers ignore private information when fol-
lowing the crowd for popular products but not when 
they adopt less popular products.

In our setting, when a customer watches his or her 
preceding customers use FR payment technology to 
check out, his or her own belief regarding the quality of 
FR and QR payment technologies may be discounted. 
When a customer steps up to the self-checkout POS 
machine next, he or she is more likely to follow the pre-
ceding customers and choose FR payment technology. 
Hence, we develop the following hypothesis.

Hypothesis 2. Customers whose preceding customers use 
FR payment technology are more likely to use FR payment 
technology than those whose preceding customers do not 
use FR payment technology.

2.3. The Moderating Effect of Experience on the 
Social Presence Effect

The social presence effect, as we hypothesized in 
Hypothesis 1, may be moderated by an individual’s 
experience. When an individual’s experience in using 
the technology grows, that individual has more confi-
dence and less anxiety when using the technology. 
The evidence for such moderation has been documen-
ted in the performing arts (e.g., Steptoe and Fidler 
1987) and education (e.g., Meijer and Oostdam 2007). 
In the retail setting, Dahl et al. (2001) find that famil-
iarity with purchasing embarrassing products reduces 
the embarrassment caused by the social presence in both 
the selection and commitment stages of the purchase 
process. The literature suggests that experience in using 
a technology can also increase self-efficacy (Crossler and 
Bélanger 2019) and thus increase perceived control over 
the technology (Hui and Bateson 1991), which then 
reduces users’ privacy concerns over using the technol-
ogy. In our case, by accumulating more experience in 
using FR in front of other customers, the focal customer’s 
technology anxiety and privacy concern caused by the 
social presence effect is expected to decrease, which is 
similar to the findings of studies of music performers, 
test takers, retail shoppers, mobile app users in the lit-
erature, whose performance anxiety/privacy concern 
reduced as their experience increased. This means that 
the experience of customers in using FR payment tech-
nology negatively moderates their social presence effects. 
Hence, we have the following hypothesis:

Hypothesis 3. Customers with more experience in using 
FR payment technology have less social presence effect 
when using this technology than those with less experience 
in using FR payment technology.

Yao et al.: Facial Recognition Payment Technology in Retail 
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Figure 2: A selected hypothesis in a social science pub-
lication collected in our dataset.

payment technologies is that they must go through dif-
ferent steps during the payment process.

For FR payments, customers do not need to use their 
phones at all; instead, they stand in front of a built-in 
webcam on the self-checkout POS machine that verifies 
their identity. After the consumer chooses the FR option 
on the self-checkout POS machine, a frame located at the 
center of the screen of the self-checkout machine will be 
prompted. The customer needs to position his or her 
face in the frame for the built-in camera to scan. This pro-
cess is similar to taking a selfie that requires the custo-
mers to position themselves so that their faces are within 
the frame for the identification process to proceed. In 
addition, customers may need to perform certain live-
ness test gestures sometimes, such as slightly shaking 
their head or winking,3 so that the FR payment technol-
ogy can determine that it is a live person and not a 
photo. The alignment and liveness test gestures required 
for the customers can be a performance-like action. A 
complex yet fast identification process runs in the back-
end using algorithms to match the person in front of the 
machine with the photo on the ID card in the database. 
The transaction is authorized once there is a match.

Both QR and FR require sensitive private information 
from the user and need to be executed in public spaces 
in our setting. According to the literature, privacy con-
cerns arise from “access management,” including access 
to information (informational privacy) or access to inter-
action (physical privacy) (Laufer and Wolfe 1977). In 
our context, privacy concerns may be related to both 
access to information and access to interaction. The enti-
ties involved are the payment platform, the retail stores, 
and other (not focal) customers.

Based on the privacy literature and the specific con-
text of our research, we summarize the three sources 
from which privacy concerns for the focal customer 
who uses self-checkout POS machines may emanate.4
First, a customer may be concerned about his or her 
personal information that is captured and stored in the 
account, as literature shows that users oftentimes do 
not want to adopt a new technology because of the per-
sonal information collected to set up the technology 
(Angst and Agarwal 2009, Tsai et al. 2011). Second, a 
customer may be concerned about his or her digital 
facial data that are captured when the customer uses FR 
to pay. Users’ privacy concerns may rise from their per-
ception of how private information is collected, con-
trolled, and protected (Malhotra et al. 2004) since how 
the facial data collected will be used (or not used) is 
uncertain to the users. Third, a customer may be con-
cerned about the customers behind him or her watching 
and even recording while he or she is using the FR pay-
ment technology. Consumers may consider the actions 
of taking a photo and doing additional body movement 
for a liveness test as private behaviors and view the dis-
play of such behaviors to other stranger shoppers around 

as a violation of physical privacy (Laufer and Wolfe 1977), 
and they may consider the videos recorded and shared 
by those strangers around them as a violation of informa-
tional privacy (Choi et al. 2015). The first privacy concern 
is common to both QR and FR, whereas the last two apply 
to FR only. We discuss how we deal with these privacy 
concerns in Online Appendix A3.

2. Hypothesis Development
In this section, we develop hypotheses associated with 
FR payment usage. A literature review is included in 
Online Appendix A1.

2.1. Social Presence Effect
Based on the social impact theory, an individual’s behav-
ior is impacted by real, implied, or even imagined social 
presence, and the magnitude of the impact is determined 
by social size, immediacy, and social source strength. The 
amount of social presence is a multiplicative function of 
the strength, immediacy, and number of people who eval-
uate an individual’s performance as a member of an audi-
ence (Latané 1981). This theory is tested and supported by 
empirical evidence in the field of psychology (e.g., Jackson 
and Latané 1981) and is expanded in other fields. Along a 
similar line, when social impact exists, the social cognitive 
theory argues that an individual’s self-efficacy and emo-
tions, such as technology affect and technology anxiety, 
play an important role in the individual’s decision on 
technology use.

In retail, a public setting, social presence exists and can 
create a feeling of embarrassment for customers (Dahl 
et al. 2001). Using several laboratory experiments, Dahl 
et al. (2001) find that awareness of social presence during 
purchase selection and commitment increases a subject’s 
self-reported sense of embarrassment in both labora-
tory settings and in field studies. Argo et al. (2005) inves-
tigate the impact of two social forces—social size and 
proximity—on customer emotions and self-presentation 
behaviors in two field experiments, finding that cus-
tomer emotion and behavior (e.g., brand choice) can be 
negatively affected by the presence of others in the sur-
roundings during a shopping session. Using a laboratory 
experiment, Dabholkar and Bagozzi (2002) document 
that social anxiety resulting from imagined social pres-
ence negatively affects customer attitudes toward and 
intention to use self-service technology.

Customers may have privacy concerns because of 
the social presence too. Some studies in the literature 
have found that social presence is a factor that could 
prevent individuals from using a certain technology. 
They show that social presence negatively affects cus-
tomers’ perceived control (Hui and Bateson 1991), 
which is a factor for privacy concerns (Schmidt and 
Keating 1979). The customer’s perceived control is 
positively associated with the customer’s perceived 

Yao et al.: Facial Recognition Payment Technology in Retail 
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ease of use (Venkatesh et al. 2003) and the adoption 
and use of technology (Venkatesh 2000). That is, social 
presence may cause privacy concerns and then nega-
tively affect an individual’s adoption and use of tech-
nology. For example, using in-store surveillance data, 
Zhang et al. (2014) show that consumer density around 
the target consumer reduces their probability of touch-
ing and purchasing a product, especially when the 
product in question is an accessory, suggesting that cus-
tomers may require more privacy, particularly when 
buying accessories.

In our setting, when customers step up to a self- 
checkout POS machine in surroundings in which stran-
gers may be watching, they are impacted by this social 
presence. When they only need to scan a QR code on 
their mobile phones, they do not need to perform in 
front of a webcam as they would need to do when 
using FR payment technology, thereby experiencing 
less technology anxiety caused by social presence when 
strangers are around. Consumers may also be con-
cerned about their privacy when their actions of taking 
a photo and, sometimes, doing additional body move-
ment for a liveness test, are recorded and shared by 
those strangers around them. The effect of social pres-
ence on the user’s technology anxiety and privacy con-
cerns should increase with the number of customers 
waiting in line behind the focal customer and watching. 
Therefore, we expect that customers would experience 
greater technology anxiety and privacy concerns caused 
by social presence using FR payment technology than 
using QR payment technology when more people are 
waiting in line behind them. Hence, we develop the fol-
lowing hypothesis.

Hypothesis 1. Customers are less likely to use FR payment 
technology than QR payment technology for their transac-
tions when they have more people in line behind them.

2.2. Herding Effect
A customer’s decision on payment technology use may 
be affected by the preceding customers before him or 
her as well. Unlike the customers behind him or her, 
the focal customer can observe the payment choice of 
the preceding customers. Such observation may influ-
ence the choice of payment technology for the focal 
customer.

Herding theory argues that people tend to herd be-
cause they believe the choice of the majority is the best, 
thus reducing the uncertainty of their own choice (Bane-
rjee 1992, Sunder et al. 2019). In the process of herding, 
an individual’s own belief regarding the quality of dif-
ferent choices is discounted or even ignored (Banerjee 
1992). Herding behaviors have been widely documented 
in various settings in prior literature on information 
systems (IS), for example, in crowdfunding (Zhang and 
Liu 2012), crowdsourcing (Chen et al. 2020), and online 

auctions (Simonsohn and Ariely 2008). In particular, 
Sun (2013) proposes a conceptual model of herding 
behavior in the adoption and continued use of technol-
ogy. Duan et al. (2009) investigate software adoption 
using the information cascades framework and find that 
decision makers ignore private information when fol-
lowing the crowd for popular products but not when 
they adopt less popular products.

In our setting, when a customer watches his or her 
preceding customers use FR payment technology to 
check out, his or her own belief regarding the quality of 
FR and QR payment technologies may be discounted. 
When a customer steps up to the self-checkout POS 
machine next, he or she is more likely to follow the pre-
ceding customers and choose FR payment technology. 
Hence, we develop the following hypothesis.

Hypothesis 2. Customers whose preceding customers use 
FR payment technology are more likely to use FR payment 
technology than those whose preceding customers do not 
use FR payment technology.

2.3. The Moderating Effect of Experience on the 
Social Presence Effect

The social presence effect, as we hypothesized in 
Hypothesis 1, may be moderated by an individual’s 
experience. When an individual’s experience in using 
the technology grows, that individual has more confi-
dence and less anxiety when using the technology. 
The evidence for such moderation has been documen-
ted in the performing arts (e.g., Steptoe and Fidler 
1987) and education (e.g., Meijer and Oostdam 2007). 
In the retail setting, Dahl et al. (2001) find that famil-
iarity with purchasing embarrassing products reduces 
the embarrassment caused by the social presence in both 
the selection and commitment stages of the purchase 
process. The literature suggests that experience in using 
a technology can also increase self-efficacy (Crossler and 
Bélanger 2019) and thus increase perceived control over 
the technology (Hui and Bateson 1991), which then 
reduces users’ privacy concerns over using the technol-
ogy. In our case, by accumulating more experience in 
using FR in front of other customers, the focal customer’s 
technology anxiety and privacy concern caused by the 
social presence effect is expected to decrease, which is 
similar to the findings of studies of music performers, 
test takers, retail shoppers, mobile app users in the lit-
erature, whose performance anxiety/privacy concern 
reduced as their experience increased. This means that 
the experience of customers in using FR payment tech-
nology negatively moderates their social presence effects. 
Hence, we have the following hypothesis:

Hypothesis 3. Customers with more experience in using 
FR payment technology have less social presence effect 
when using this technology than those with less experience 
in using FR payment technology.

Yao et al.: Facial Recognition Payment Technology in Retail 
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Figure 3: Hypothetical development section and a par-
ticular theory subsection for developing hypotheses.

over-generate-then-filter mechanism (Yang et al.,173

2022b). However, they only utilize LLMs to “filter”174

but not to provide feedback.175

3 Dataset Collection176

In this section, we take one publication (Gao et al.,177

2023) in our dataset as an example to illustrate178

the dataset collection process. In total, there are179

50 papers published after January 2023. Table 1180

shows the statistics of the subject distribution.181

Most social science publications highlight their182

hypotheses. Figure 2 shows our selected main hy-183

pothesis in the example publication. The research184

backgrounds are given in the introduction section.185

In this example paper, the background is about186

facial recognition payment technology’s usage in187

society. Most social science publications also have188

a “Hypothesis Development” section (some may189

call it by other names, e.g., “Theoretical Develop-190

ment”). For example, the left part (“Hypothesis191

Development”) in Figure 3 shows the title of this192

section in the example paper. In this section, sev-193

eral theories used to develop the main hypothesis194

are separately introduced. Usually, each theory195

takes one subsection. For example, the right part196

(“Herding Effect”) in Figure 3 shows the title of a197

subsection, which is a particular theory being used198

as an inspiration, which with the background can199

develop the hypothesis in Figure 2.200

For each publication in our dataset, we identify201

its main hypothesis, research background, and in-202

spirations, where the background and inspirations203

Social Science

Communication 5
Psychology 7
Human Resource Management 8
Information System 8
International Business 5
Management 6
Marketing 11

Table 1: Statistics of subject distribution of the dataset.

together provide enough information to be possible 204

to develop the hypothesis. We also abstract the rea- 205

soning process from background and inspirations 206

to hypothesis and note it down for each publication 207

in our dataset. In this selected example, the rea- 208

soning process is easy, but it has medium difficulty 209

for researchers to associate the inspiration (herding 210

effect) to the background. For each publication, 211

we include an expert-evaluated complexity for both 212

the reasoning process and the association of the 213

inspiration to the background (details in §A.3). 214

Instead of directly copying the background and 215

inspirations from the paper to construct the dataset, 216

we try to find semantically similar text contents 217

from the web corpus as a substitution to avoid data 218

contamination and fit the requirement of TOMATO 219

task that a system should propose novel and valid 220

research hypotheses only given raw web corpus. 221

In the example paper, we find news sentences re- 222

porting the usage of facial recognition payment as 223

ground truth background and a Wikipedia descrip- 224

tion of the herding effect as ground truth inspiration. 225

We also collect the web link and the full text of the 226

manually selected web passages for backgrounds 227

and inspirations to be used as raw web corpus. 228

In addition, we collect the link and the publi- 229

cation date for all fifty papers. We also collected 230

fourteen survey papers in related fields that might 231

help check the novelty of the hypotheses. The 232

dataset is fully constructed by a social science PhD 233

student. We illustrate why the dataset shouldn’t be 234

collected by automatic methods in §A.4. 235

4 Methodology 236

In general, our method consists of a base multi- 237

module framework and three feedback mecha- 238

nisms (past-feedback, present-feedback, and future- 239

feedback). We call the full framework as Multi- 240

mOdule framewOrk with paSt present future 241

feEdback (MOOSE). The base framework with- 242

out any feedback is called MOOSE-base. MOOSE 243

is described in Figure 4 and Algorithm 1. 244

4.1 Base Framework 245

The base framework is developed based on the 246

intuitive understanding of how social science re- 247

searchers propose an initial research hypothesis. 248

Firstly, a researcher needs to find a suitable re- 249

search background, e.g., facial recognition pay- 250

ment system’s impact. This background should be 251

proposed with a deep understanding of the soci- 252
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Figure 4: MOOSE: Our multi-module framework for TOMATO task. The black part is the base framework; orange
part represents past-feedback.; green part represents present-feedback; blue part represents future-feedback. Each
capitalized letter represents the generation of one of the modules. The same capitalized letter represents the same
regardless of its color. If a module has an input arrow pointing in with a capitalized letter, it represents that this
module utilizes one of its previous modules’ generation (which has the same letter pointing out) as input.

etal world. Accordingly, we develop a background253

finder module, which reads through raw web cor-254

pus to find reasonable research backgrounds.255

Secondly, since the proposed hypothesis should256

be novel, directly copying from raw web corpus257

usually is not enough. A good social science hy-258

pothesis should contain an independent variable259

and a dependent variable, and describe how the260

independent variable can influence the dependent261

variable. Therefore, building connections between262

two variables that have not been known for estab-263

lished connections contributes to a novel hypothe-264

sis. We hypothesize that proper inspiration can help265

this connection-building process, since it might266

serve as one of the variables itself, or might help267

to find such variables. However, it could consume268

lots of computing resources and even be practi-269

cally impossible if the framework searches over270

the full web corpus for every found background.271

Nevertheless, it could be much more viable if only272

searching over the titles of the corpus, and then273

only finding inspirational sentences in the passages274

which match the selected titles. Accordingly, we275

develop an inspiration title finder module and an276

inspiration finder module, together to find proper277

inspirations given a background.278

Lastly, a hypothesis proposer module can utilize279

backgrounds and inspirations for hypotheses.280

In general, MOOSE-base consists of a list of281

serializable generation modules M0,M1, ...,Mn282

that function sequentially. The input of a module283

Mi is from the output of previous modules Mj,j<i284

and a raw web corpus C (and optionally a related285

survey corpus). Mi’s output is represented as oi.286

4.2 Present-Feedback 287

LLMs are not perfect and can lead to flaws in the 288

generation, especially for those modules that under- 289

take a difficult task. Previous work on hypothetical 290

induction (Yang et al., 2022b) tackles this problem 291

by leveraging LLMs to identify flaws in the genera- 292

tion and filters those with huge flaws. Here we take 293

a step further that instead of filtering, LLMs are 294

leveraged to provide feedback, so that a generation 295

can be improved rather than just filtered. 296

Accordingly, we define present-feedback as 297

when an output oi can be directly evaluated and 298

provided feedback fi (by LLMs or experts, here 299

we use LLMs) in terms of some aspects, oi and fi 300

are used as additional inputs to Mi, so that Mi can 301

regenerate oi to refine the previous one with fi. 302

We implement present-feedback on the Hypothe- 303

ses Proposer module, since it is a key module 304

that undertakes a very difficult task. In terms of 305

what aspects should the feedback focus on, Yang 306

et al. (2022b) propose four aspects according to 307

the philosophical definition and requirement for 308

hypothetical induction (Norton, 2003). The aspects 309

are whether the hypothesis (1) is consistent with 310

observations; (2) reflects reality; (3) generalizes 311

over the observations; (4) is clear and meaningful. 312

In MOOSE, we basically adopt the four aspects 313

but reframe them to better fit the current task. 314

Specifically, aspect (2) contains aspect (1) most 315

of the time (unless the observations are wrongly 316

described). To save computing power, we adopt 317

aspect (2) but not aspect (1). In addition, we re- 318

frame aspect (3) as whether the hypothesis is novel, 319

and reframe aspect (4) as whether the hypothesis is 320
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clear and provides enough details. Accordingly, we321

develop a reality checker module, a novelty checker322

module, and a clarity checker module in Figure 4.323

4.3 Past-Feedback324

Just like the reward mechanism in reinforcement325

learning, some modules’ generation can only be326

evaluated at a future time point. For instance, it327

is hard to give feedback on the selected inspira-328

tions unless we know what hypotheses these in-329

spirations could lead to. Accordingly, we develop330

past-feedback as when it is hard to directly evaluate331

oi, the framework continues to run until generating332

oj,j>i, where oj is highly influenced by oi and can333

be directly evaluated to obtain present-feedback fj .334

Then an additional module utilizes oi, oj , and fj335

to provide past-feedback fi to Mi, so that Mi can336

regenerate oi with fi to refine the previous oi.337

We implement past-feedback on the Inspiration338

Title Finder module. The intuition is that improper339

inspirations can lead to low-quality hypotheses, and340

it is hard to directly evaluate inspirations.341

4.4 Future-Feedback342

We also develop future-feedback, targeting at pro-343

viding additional useful information for a future344

module Mj to generate oj in better quality. Specif-345

ically, we develop future-feedback-1 (FF1) and346

future-feedback-2 (FF2). FF1 is that in addition to347

oi, justifications (reasons) of oi are also provided348

to Mj,j>i so that Mj can better leverage oi; FF2 is349

that for a key module Mj that handles a very com-350

plex task, an additional module Mj−0.5 is being351

placed before Mj , so that Mj−0.5 can undertake352

some of the reasoning burdens of Mj to improve353

the quality of oj . For example, in MOOSE, Mj−0.5354

is to provide preliminary suggestions for Mj .355

Specifically in the MOOSE framework, for FF1,356

no additional modules are needed. Instead, we357

modify the prompt to require Mi to not only gen-358

erate oi but also provide the justification of oi. We359

implement it on the Background Finder and the360

Inspiration Title Finder modules. The intuition361

is that it could be helpful if the Inspiration Title362

Finder module knows not only the background but363

also what possible research topics could be con-364

ducted for this background so as to select suitable365

titles; it could be also helpful for the Inspiration366

Finder module to know why this background was367

selected and what potentially helpful inspirations368

could be found from the passage with the corre-369

sponding selected titles. For FF2, we implement it370

on the Hypothesis Proposer module, since propos- 371

ing hypotheses is a very important and complex 372

task. Accordingly, we develop a Hypothesis Sug- 373

gestor module (as Mj−0.5) to provide some initial 374

suggestions on how to utilize the inspirations and 375

background first, and then Hypothesis Proposer (as 376

Mj) can build upon the suggestions to generate 377

more novel and more complicated hypotheses. 378

5 Experiments 379

5.1 Evaluation Metrics & Details 380

We conduct both automatic evaluation and human 381

evaluation for the experiments. 382

For automatic evaluation, we adopt validness, 383

novelty, and helpfulness as three aspects for GPT- 384

4 to evaluate. We choose validness and novelty 385

because they are the two basic requirements for 386

hypothetical induction illustrated in philosophical 387

literature (Norton, 2003; Yang et al., 2022b). In 388

addition, these two scores also highly resemble the 389

current ACL review form, which requires reviewers 390

to score submitted papers on soundness and excite- 391

ment aspects. We choose helpfulness because the 392

final goal of the TOMATO task is to provide help 393

and assistance for human scientists. 394

In §A.5 we illustrate why we don’t adopt evalua- 395

tion metrics such as (1) relevance and significance, 396

and (2) BLEU (Papineni et al., 2002), ROUGE (Lin, 397

2004), or METEOR (Banerjee and Lavie, 2005). 398

For human (expert) evaluation, evaluation met- 399

rics are the same. Three experts (social science 400

PhD students) take charge of the expert evaluation. 401

They evaluate on 400 randomly selected hypothe- 402

ses from the baseline and variants of the MOOSE 403

framework. To avoid any bias, they are not told 404

which methods we are comparing; the order of gen- 405

erated hypotheses to compare is also randomized. 406

We introduce how the 400 hypotheses are selected 407

in §A.6, and the high expert agreement in §A.7. 408

Each metric is on a 5-point scale. Both ex- 409

perts and GPT-4 are given the same description 410

of the scale and evaluation standard of the three 411

aspects (listed in §A.9). 412

Out of the metrics, we consider the novelty met- 413

ric to be relatively more important than the valid- 414

ness metric. Because the goal of the TOMATO 415

task is to assist human researchers, but not to di- 416

rectly add the machine-proposed hypotheses to the 417

literature. If the hypotheses are fully valid but not 418

novel, then they are not helpful at all; but if the 419

hypotheses are novel but not valid, then they can 420
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Validness Novelty Helpfulness

Baseline 3.954 2.483 3.489

MOOSE-base 3.907 3.081 3.859
w/ future-feedback 3.955 3.226 3.953
w/ future- and past-feedback 3.916 3.390† 3.931†

Table 2: Effect of MOOSE-base, future-feedback and
past-feedback (evaluated by GPT-4). MOOSE-related
results are averaged over iterations of present-feedback.
Results with † mean the difference compared to the
baseline is statistically significant (p < 0.01) using
Bootstrap method (Berg-Kirkpatrick et al., 2012).

Validness Novelty Helpfulness

MOOSE (w/o present-feedback) 3.823 3.114 3.809
w/ 1 iteration of present-feedback 3.918 3.199 3.900
w/ 2 iterations of present-feedback 3.951 3.293 3.956
w/ 3 iterations of present-feedback 3.969 3.270 3.962
w/ 4 iterations of present-feedback 3.970† 3.329† 3.951†

Table 3: Effect of present-feedback (evaluated by GPT-
4). Results with † mean the difference compared to
MOOSE w/o present-feedback is significant (p < 0.01).

still be possible to inspire human researchers to421

develop novel and valid hypotheses. Helpfulness is422

also an important metric since it could be seen as423

an overall evaluation of a hypothesis.424

In §A.8, we introduce the surprisingly high con-425

sistency between expert evaluation and GPT4 eval-426

uation, indicating that GPT-4 might be able to pro-427

vide a relatively reliable evaluation for machine-428

generated social science hypotheses.429

5.2 Baselines & Base Model Selection430

Since the TOMATO task is to propose hypotheses431

given only corpus, a natural baseline is to use a cor-432

pus chunk as input, and directly output hypotheses.433

We use gpt-3.5-turbo for each module in434

MOOSE. To be fair, the baseline is also instan-435

tiated with gpt-3.5-turbo. The training data of436

the model checkpoint is up to September 2021,437

while all papers in our dataset are published after438

January 2023, so the model has not seen any of the439

collected papers in the dataset.440

5.3 Main Results441

In this subsection, we compare MOOSE-base with442

the baseline and examine the effect of each of the443

three feedback mechanisms to MOOSE-base.444

We first introduce the number of generated hy-445

potheses being evaluated in §5.3 and §6. For ex-446

periments evaluated with GPT-4, fifty backgrounds447

are selected for each method. For MOOSE-related448

methods, for each background, on average around449

Validness Novelty Helpfulness

Baseline 3.579 2.276 2.632

MOOSE-base 3.500 2.855 3.026
w/ future-feedback 3.645 3.105 3.303
w/ future- and past-feedback 3.750 3.197 3.368

Table 4: Effect of MOOSE-base, future-feedback and
past-feedback (evaluated by experts). MOOSE results
are selected from the 5th iteration of present-feedback.

6 inspirations are extracted, resulting in 4 different 450

hypotheses. Each hypothesis leads to another 4 451

more refined ones with present-feedback. There- 452

fore on average for each MOOSE-related method in 453

GPT-4 evaluation tables, around 50*4*5=1000 hy- 454

potheses are evaluated. For experiments evaluated 455

with expert evaluation, in general, we randomly 456

select one hypothesis for each background, result- 457

ing in 50 hypotheses evaluated for each line of the 458

method in expert evaluation tables. 459

Table 2 shows GPT-4’s evaluation targeting at 460

comparing MOOSE-base and the baseline and 461

shows the effect of future-feedback and past- 462

feedback. In this table, MOOSE-related results 463

are averaged over iterations of present-feedback to 464

not be influenced by present-feedback. MOOSE- 465

base largely outperforms the baseline in terms of 466

both novelty and helpfulness, but slightly lower in 467

terms of validness. As illustrated in §5.1, since 468

the purpose of the TOMATO task is to inspire 469

and help human researchers, novelty and helpful- 470

ness metrics should be more important. In prac- 471

tice, we find many hypotheses from baseline al- 472

most only rephrasing some sentences in the input 473

corpus, adding little novelty content. MOOSE- 474

base with future-feedback comprehensively out- 475

performs MOOSE-base in terms of all three met- 476

rics. MOOSE-base with both future and past- 477

feedback largely outperforms MOOSE-base with 478

future-feedback in novelty and performs slightly 479

lower in validness and helpfulness metrics. One 480

of the reasons is that the past-feedback may focus 481

more on the novelty aspect because the novelty 482

checker module provides more negative present- 483

feedback than the reality checker module. 484

Table 3 shows the effect of present-feedback 485

with GPT-4 evaluation. In this table, the results are 486

averaged over three experiments: MOOSE-base, 487

MOOSE-base with future-feedback, and MOOSE- 488

base with both future and past-feedback to focus on 489

present-feedback. It shows that as more iterations 490

of present-feedback are conducted, validness and 491
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Validness Novelty Helpfulness

MOOSE-base (w/o present-feedback) 3.342 2.382 2.500
w/ 2 iterations of present-feedback 3.539 2.803 2.934
w/ 4 iterations of present-feedback 3.500 2.855 3.026

MOOSE (w/o present-feedback) 3.224 2.737 2.855
w/ 2 iterations of present-feedback 3.579 3.250 3.342
w/ 4 iterations of present-feedback 3.750 3.197 3.368

Table 5: Effect of present-feedback (eval. by experts).

Validness Novelty Helpfulness

Rand background 3.954 2.483 3.489
Rand background and rand inspirations 3.773 2.957 3.643
Rand background and BM25 inspirations 3.585 3.364 3.670
GPT-3.5 picked background and inspirations 3.812 2.818 3.733

Groundtruth background and inspirations 3.876 3.000 3.806
Groundtruth hypotheses 3.700 3.380 3.880

Table 6: Analysis of retrieval’s effect on generated hy-
potheses (evaluated by GPT-4). No methods here utilize
any feedback mechanisms. Every method here uses the
same ChatGPT-based hypothesis proposer module.

novelty steadily go up; helpfulness also steadily492

goes up but reaches the best performance with 3493

iterations of present-feedback.494

Table 4 shows expert evaluation results on the495

comparison between MOOSE-base and the base-496

line, and the effect of future-feedback and past-497

feedback. MOOSE-related results are selected498

from the 5th iteration of present-feedback. Sim-499

ilar to GPT-4 evaluation, MOOSE-base largely500

outperforms the baseline in terms of Novelty and501

Helpfulness; MOOSE-base with future-feedback502

comprehensively outperforms MOOSE-base. Dif-503

ferent from GPT-4 evaluation, MOOSE-base with504

future and past-feedback also comprehensively out-505

performs MOOSE-base with future-feedback. We506

think one of the reasons could be that GPT-4 might507

grade validness based on how frequently it has seen508

relevant texts, but not true understanding of the509

world. Therefore a more novel hypothesis might510

tend to have a relatively lower score in validness511

and helpfulness under GPT-4 evaluation.512

Table 5 shows the expert evaluation of present-513

feedback. MOOSE-base and MOOSE are both514

evaluated. Overall performance generally goes up515

with more iterations of present-feedback, but there516

might be an optimal number of iterations.517

6 Analysis518

6.1 Background and Inspirations519

Here we try to answer “Is ChatGPT necessary for520

background and inspiration selection?”.521

Table 6 shows various methods for background522

and inspiration selection. In general, there might523

Validness Novelty Helpfulness

MOOSE 3.916 3.390 3.931
w/o future-feedback-2 3.895 3.281 3.918
w/o future-feedback-1 3.882 3.355 3.935
w/o access to related survey 3.889 3.431 3.886
w/ randomized corpus 3.941 3.227 3.955

Table 7: More ablation study (evaluated by GPT-4).
Results are averaged over iterations of present-feedback.

be a validness-novelty trade-off that if a method 524

reaches a high novelty score, then it is usually 525

hard for it to reach a high validness score. It is 526

surprising that a randomly selected background 527

and randomly selected inspirations can lead to hy- 528

potheses with relatively comparable validness and 529

novelty to ChatGPT-picked background and inspi- 530

rations. Empirically we hypothesize the reason 531

is that randomly picked inspirations are mostly 532

not related to the background, resulting in a high 533

novelty (but less validness and helpfulness). In 534

addition, BM25 (Robertson et al., 2009) picked 535

background and inspirations reach a much higher 536

novelty score compared to ChatGPT-picked ones. 537

Empirically we do not find BM25 retrieved inspi- 538

rations to be similar to the background, but they 539

are usually with more concrete contents compared 540

with random inspirations. Not surprisingly, Chat- 541

GPT picked background and inspirations reach the 542

highest helpfulness score among those without any 543

ground-truth annotations. Lastly, ground-truth hy- 544

potheses reach the highest novelty and helpfulness. 545

6.2 More Ablation Studies 546

Table 7 shows ablation studies on future-feedback, 547

access to surveys, and the selection of corpus. 548

Firstly, for future-feedback, we separately test 549

the effect of FF1 and FF2. Without FF2, perfor- 550

mance comprehensively drops; without FF1, per- 551

formance drops on validness and novelty, with 552

helpfulness remaining comparable. It seems that 553

FF2 is more significant than FF1. However, the 554

fact that FF1 works on inspiration title finder and 555

inspiration finer modules does not mean that it 556

works on all modules. Empirically we find that 557

adding the reasons (or prospects) for background 558

and inspirations to the hypothesis proposer mod- 559

ule will cause a more valid but much less novel 560

generation of hypotheses. The reason is that the 561

hypothesis proposer module tends to simply fol- 562

low the prospects, which do not have a global view 563

of both background and all inspirations, but only 564

focus on one background or one inspiration. In- 565
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stead, FF2 (the hypothesis suggestor module) has566

the global view and only provides soft initial sug-567

gestions on how to combine the background and568

inspirations together. With the hypotheses sug-569

gestor module, the hypotheses proposer module is570

prompted to further combine the initial suggestions571

and other inspirations to propose hypotheses. To be572

fair, MOOSE-base, which is not equipped with the573

hypothesis suggestor module, has the same prompt574

to combine the inspirations together (just without575

suggestions) to propose hypotheses.576

Secondly, we cut the access of novelty detector577

to related surveys to check the effect of related sur-578

veys. As a result, novelty largely goes up (0.04),579

and validness goes down to around 0.26. Empiri-580

cally one of the main reasons is that BM25 hardly581

retrieves enough similar survey chunks, so that ac-582

cess to the survey leads novelty detector to tend583

to reply the hypotheses are novel since it is not584

mentioned in the related survey. Without present-585

feedback, MOOSE and MOOSE w/o access to sur-586

vey perform quite comparably.587

Lastly, the raw corpus in the dataset is from two588

sources: passages that contain the ground truth589

backgrounds and passages that contain the ground590

truth inspirations. In all of the previous experi-591

ments, backgrounds are extracted from the back-592

ground passages, and inspirations are extracted593

from the inspirations passages. To see whether the594

passages are only restricted to their designed role,595

in MOOSE w/ randomized corpus experiment, we596

use inspiration corpus for background extraction597

and use both inspiration and background corpus598

for inspiration extraction. As a result, validness599

goes up by about 0.025, while novelty goes down600

by about 0.16. We think one of the reasons is that,601

in this setting, after selecting a background from602

an inspiration passage, MOOSE tends to retrieve603

the same inspiration passage to find inspirations,604

which leads to less novel results.605

6.3 Qualitative Analysis606

The following box shows one generated counter-607

intuitive hypothesis (expert evaluation appended).608

In collectivist cultures, individuals engage
in more conspicuous consumption behaviors
compared to individualistic cultures. (Valid-
ness: 3.3; Novelty: 4.0; Helpfulness: 4.0)

Here is the assessment from one of the experts:609

The main reason I give a high mark for both 610

three dimensions of this hypothesis is because: 611

(1) For validness, this hypothesis is based on 612

existing cultural theories and empirical evidence 613

that suggests cultural values significantly impact 614

consumer behavior. It aligns with established con- 615

cepts like collectivism and individualism that have 616

been widely studied in cross-cultural psychology. 617

(2) For novelty, this hypothesis is counter- 618

intuitive to some extent. Prior research has shown 619

that collectivist cultures often prioritize group har- 620

mony, cooperation, and social cohesion over indi- 621

vidual desires. This emphasis on collective well- 622

being might suggest a reduced inclination toward 623

overt displays of personal wealth or status through 624

conspicuous consumption. However, this hypothe- 625

sis suggests the opposite that collectivist culture’s 626

members engage in more conspicuous consumption, 627

which is more commonly linked to individualistic 628

societies in popular perceptions. This challenges 629

the notion that members of collectivist cultures 630

avoid conspicuous consumption behaviors. 631

(3) For helpfulness, if this hypothesis is con- 632

firmed, it could have significant practical impli- 633

cations. Understanding the impact of cultural val- 634

ues on conspicuous consumption can assist busi- 635

nesses and marketers in crafting more effective 636

cross-cultural marketing strategies. It could also 637

aid policymakers in addressing societal issues re- 638

lated to consumerism. 639

More analyses are in §A.11 (hypotheses com- 640

parison), §A.12 (high expert evaluation examples), 641

and §A.13 (factors for good hypotheses). 642

7 Conclusion 643

In this paper, we propose a new task, automated 644

open-domain hypothetical induction (TOMATO), 645

which is the first task in NLP to focus on social sci- 646

ence research hypotheses discovery. Along with the 647

task, we construct a dataset consisting of 50 recent 648

social science papers published in top academic 649

journals. We also developed a multi-module frame- 650

work MOOSE for the TOMATO task, which con- 651

tains a base framework and three novel feedback 652

mechanisms. Experiments indicate that MOOSE- 653

base outperforms an LLM-based baseline, and the 654

three feedback mechanisms can progressively fur- 655

ther improve over MOOSE-base. Surprisingly, 656

evaluated by PhD students, MOOSE is able to pro- 657

duce many novel (“not existing in the literature”) 658

and valid high-quality research hypotheses. 659
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Limitations660

From the first look, it might seem that the proposed661

dataset consists of only 50 recent papers. However,662

they are all manually collected by experts (PhD stu-663

dents), and are annotated with lots of details (e.g.,664

identifying background and inspirations, finding665

relevant raw web passages for background and in-666

spirations, reasoning process, complexity level). In667

addition, each paper has been published in a top668

social science journal, representing the pinnacle of669

human intelligence. This means it would be incred-670

ibly exciting if LLMs could propose a hypothesis671

from even a single one of these recent papers.672

It might also seem that it is not clear whether673

the design of the framework can apply to other dis-674

ciplines. However, to the best of our knowledge,675

this is the first paper using LLMs that can propose676

novel scientific hypotheses that are new to human-677

ity. We choose social science as the breakthrough678

point since the main data format of social science679

is language. Table 1 shows that the dataset covers680

7 different disciplines (e.g., Psychology, Manage-681

ment, Marketing). It would be nearly impossible682

for the first few works to develop a general method683

to propose novel hypotheses for all disciplines.684

This paper concentrates on an automated task set-685

ting in which a system is designed to formulate sci-686

entific hypotheses independently, without requiring687

human intervention. In some scenarios, scientists688

may prefer to use their own background and inspi-689

rations as input for controllable hypotheses genera-690

tion. It might seem that the automated setting and691

the controllable setting are in conflict. However,692

we contend that the automated setting make a step693

further than the controllable setting, since a system694

developed for an automated setting would inher-695

ently support controllable generation by simply696

substituting the automatically searched inputs (e.g.,697

background and inspirations) with those that are698

manually crafted.699

Societal Impact: Expert evaluation shows that700

MOOSE, an LLM-based system, might already be701

able to serve as a copilot for researchers across702

various social science disciplines. Particularly, as703

depicted in Figure 1, it can assist researchers in704

the hypothesis formation process, which is the first705

step for scientific discovery (Wang et al., 2023a).706

This capability signifies a step towards enhancing707

the efficiency of scientific exploration by acceler-708

ating the formation and development of innovative709

and credible research hypotheses, thereby boosting710

researchers’ productivity. To maximize its impact 711

and ensure equitable access, it is imperative to advo- 712

cate for the open-sourcing of such systems, thereby 713

democratizing access for the global scientific com- 714

munity. 715

Ethics Statement 716

This article follows the ACL Code of Ethics. To 717

our knowledge, there are no foreseeable potential 718

risks to use the dataset and methods in this paper. 719
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A Appendix875

A.1 Hyper-parameters, Anonymous Github876

Link, and Full Prompts877

All experiments are conducted with878

gpt-3.5-turbo, with 0.9 temperature and879

0.9 top_p.880

The hyperparameters for GPT-4 evaluation are881

0.0 temperature to ensure the evaluation scores are882

stable, and 0.9 top_p.883

The dataset and code of this submission884

are already public on GitHub. An anony-885

mous version can be found at: https:886

//anonymous.4open.science/r/TOMATO/.887

Particularly, the dataset can be found at888

https://anonymous.4open.science/r/889

TOMATO/Data/business_research.xlsx.890

The full prompts for MOOSE framework is891

shown in prompts_for_tomato_modules() function892

in utils.py.893

A.2 More Related Works on Reasoning and894

Scientific Discovery895

This paper is a successive work in inductive rea-896

soning and is different from commonsense reason-897

ing (Bosselut et al., 2019; Yang et al., 2020) in that898

the novel social science hypotheses do not belong899

to commonsense.900

Case-based reasoning (Das et al., 2021; Yang901

et al., 2023a) also falls in the domain of inductive902

reasoning, but case-based reasoning is more about903

high-level guidance on methodology design (case904

retrieve, reuse, revise, and retain), which is not905

involved in this paper.906

Qi et al. (2023) work on zero-shot hypothesis907

proposing, which is a concurrent work to our pa-908

per. They don’t focus on social science and busi-909

ness disciplines, and mostly adopt a single LLM as910

method (prompting, finetuning).911

A.3 Dataset Complexity Distribution912

Table 8 illustrates the complexity distribution of913

the proposed dataset from both reasoning and asso-914

ciation perspectives. “Easy” in the table means it915

is relatively easy compared to other publications in916

Reasoning Complexity Association Complexity

Easy 24 12
Medium 17 25
Hard 9 13

Table 8: Statistics of the complexity of the dataset.

the dataset, but does not mean it is actually easy to 917

induce the hypotheses. 918

A.4 Why the Tomato Dataset Shouldn’t Be 919

Collected by Automatic Methods 920

Firstly, there are many hypotheses in a social 921

science publication, which might need an expert 922

to identify which hypothesis is suitable for this 923

task (e.g., whether it is a main hypothesis, whether 924

the background and inspirations are properly intro- 925

duced). 926

Secondly, the background and inspirations scat- 927

ter in a publication. It needs a deep domain un- 928

derstanding of the hypothesis, related background, 929

and inspirations to select the background and inspi- 930

rations out to form a complete reasoning chain to 931

conclude the hypothesis. 932

Thirdly, it needs enough domain knowledge 933

to find semantically similar texts (similar to the 934

groundtruth selected background and inspirations) 935

from the web, where the texts should contain 936

enough details to help elicit the hypothesis. 937

A.5 Why Not Using Other Evaluation Metrics 938

Other relevant aspects from related literature in- 939

clude relevance (Wang et al., 2023b) and signifi- 940

cance (Zhong et al., 2023). 941

We do not adopt relevance because our task set- 942

ting is the automated and open domain, without 943

a manually given background; neither for signifi- 944

cance because social science is different from engi- 945

neering subjects — (1) every hypothesis is to reflect 946

the reality of the world, and as long as it reflects the 947

world, it is significant. Therefore it is hard to tell 948

which one is more significant even by experts; (2) 949

the evaluation standard of significance varies from 950

time to time. For example, in the 60s, conducting 951

research on how to improve the assembly line’s 952

efficiency as much as possible was seen as very 953

significant. However, in recent decades, how to 954

alleviate the psychological depression of assembly 955

line workers is seen as more significant. 956

We do not adopt BLEU (Papineni et al., 2002), 957

ROUGE (Lin, 2004), or METEOR (Banerjee and 958

Lavie, 2005) as evaluation metric to compare the 959

proposed hypothesis and the ground truth hypothe- 960

sis since (1) proposing novel research hypotheses 961

is an open problem, and (2) TOMATO has an auto- 962

mated open domain setting, which means the auto- 963

matically selected background and inspirations are 964

hardly the same as a few given ground truth ones (if 965

background and inspirations are not the same, then 966
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it is meaningless to compare the hypothesis). Liu967

et al. (2016) have conducted a comprehensive anal-968

ysis that they also reached a similar conclusion that969

BLEU, METEOR, or ROUGE is not suitable for970

an open-ended task (such as a dialogue system).971

A.6 Hypotheses Selection for Expert972

Evaluation973

In total, we randomly selected 400 hypotheses to974

be evaluated by experts. Specifically, for each back-975

ground passage in the dataset (out of 50), we use 4976

methods (which are to be compared) to collect in977

total 8 hypotheses.978

The 8 hypotheses are from (1) the baseline;979

(2) the MOOSE-base framework; (3) MOOSE-980

base + future-feedback; (4) MOOSE-base + future-981

feedback + past-feedback. For (2) and (4), we col-982

lect three hypotheses, which are (a) without present-983

feedback; (b) after 2 iterations of present-feedback;984

and (c) after 4 iterations of present-feedback. For985

(1) and (3), we only collect one hypothesis, which986

is without present-feedback.987

With these collections, we can evaluate the effect988

of both the MOOSE-base framework and the three989

feedback methods, leading to results in Table 4 and990

Table 5.991

Out of the three experts, one expert evaluates992

the full 400 hypotheses, and the other two each993

evaluate 104 hypotheses (the first and second 104994

hypotheses out of 400). The reason we choose995

the number “104” is that (1) social science PhD996

students are quite busy and two of them can only997

have time to evaluate around 100 hypotheses; (2)998

the number should be dividable by 8 (since every 8999

hypotheses form a group for comparison).1000

The results of the expert evaluation are averaged1001

over the three experts. Specifically, expert evalua-1002

tion essentially compares the 8 hypotheses within1003

a group. The 400, 104, and 104 hypotheses eval-1004

uation scores can be written as arrays of [50, 8],1005

[13, 8], and [13, 8]. We concatenate them to [76,1006

8], and average them across the first dimension.1007

The payment for expert evaluation is $1 per hy-1008

pothesis.1009

A.7 Expert Qualification and Expert1010

Agreement1011

The constructed dataset covers many subjects, but1012

every collected publication is somewhat related1013

to Marketing, which is a big topic in Business re-1014

search. It is common in social science to conduct1015

Validness Novelty Helpfulness

Hard Consistency 0.298 0.337 0.361
Soft Consistency 0.755 0.793 0.791

Table 9: Hard and soft consistency scores between eval-
uation from different experts in terms of Validness, Nov-
elty, and Helpfulness metrics.

Validness Novelty Helpfulness

Hard Consistency 0.485 0.392 0.321
Soft Consistency 0.850 0.823 0.773

Table 10: Hard and soft consistency scores between ex-
pert evaluation and GPT-4 evaluation in terms of Valid-
ness, Novelty, and Helpfulness metrics.

research that connects with other social science do- 1016

mains. The experts for expert evaluation are three 1017

PhD students majoring in Marketing. Therefore the 1018

experts are qualified enough to provide assessment 1019

for machine-generated hypotheses in the domain. 1020

The consistency scores between experts are 1021

shown in Table 9. The soft consistency and hard 1022

consistency are defined in §A.8. All soft consis- 1023

tency scores are above 0.75 means, and the average 1024

difference between experts in terms of each metric 1025

is less than 1 (out of a 5-point scale), exhibiting 1026

high expert evaluation agreement. 1027

A.8 Consistency Between Expert Evaluation 1028

and GPT-4 Evaluation 1029

To check the consistency between expert evaluation 1030

and GPT-4 evaluation, we use the expert evaluation 1031

results and find the corresponding GPT-4 evalu- 1032

ation results. In total, there are 400 hypotheses 1033

evaluated by experts, so the sample we use to cal- 1034

culate the consistency score is 400. 1035

Specifically, similar to Pan et al. (2011), for 1036

soft consistency, if the absolute difference between 1037

expert evaluation and GPT-4 evaluation (both are 1038

on a 5-point scale) is 0/1/2/3/4, then we assign a 1039

consistency score of 1.00/0.75/0.50/0.25/0.00; for 1040

hard consistency, if only the difference is 0, can the 1041

consistency score be 1.00, otherwise consistency 1042

score is 0.00. The hard and soft consistency scores 1043

shown in Table 10 are averaged for each metric. 1044

The consistency scores are surprisingly high. All 1045

soft consistency scores are above 0.75 means, and 1046

the average difference between expert and GPT- 1047

4 evaluation in terms of each metric is less than 1048

1 (out of a 5-point scale). The results indicate that 1049

GPT-4 might be able to provide a relatively reliable 1050

12



evaluation for machine-generated hypotheses.1051

A.9 Evaluation Aspects Description1052

Aspect 1: Validness.1053

5 points: the hypothesis completely reflects the re-1054

ality;1055

4 points: the hypothesis almost completely reflects1056

the reality, but has only one or two minor conflic-1057

tions that can be easily modified;1058

3 points: the hypothesis has at least one moderate1059

conflict or several minor conflicts;1060

2 points: the hypothesis has at least one major con-1061

fliction with the reality or only establishes in very1062

rare circumstances that are not mentioned in this1063

hypothesis;1064

1 point: the hypothesis completely violates the re-1065

ality.1066

Aspect 2: Novelty.1067

5 points: the hypothesis is completely novel and1068

has not been proposed by any existing literature;1069

4 points: the main argument or several sub-1070

arguments of the hypothesis are novel;1071

3 points: the main argument is not novel, only one1072

or two sub-arguments appear to be novel;1073

2 points: the full hypothesis is not novel, but the1074

way it combines the topics can be inspiring for hu-1075

man researchers;1076

1 point: the hypothesis is not novel at all and not1077

inspiring for human researchers.1078

Aspect 3: Helpfulness.1079

5 points: the hypothesis is novel, valid, clear, and1080

specific enough that it is itself a mature research hy-1081

pothesis, and human researchers can directly adopt1082

it for publication with no modifications needed;1083

4 points: the hypothesis is novel enough and can1084

be directly adopted by human researchers for pub-1085

lication after minor modifications;1086

3 points: the hypothesis should be largely modified1087

or reconstructed by human researchers to adopt it;1088

2 points: modifying this hypothesis might not de-1089

serve the efforts, but a small part of this hypothesis1090

is inspiring for human researchers to develop a new1091

hypothesis;1092

1 point: the hypothesis is not helpful and not inspir-1093

ing at all.1094

A.10 More Details About Past-Feedback1095

Design1096

In practice, we find that ChatGPT is not capa-1097

ble enough to generate past-feedback with enough1098

good quality for the Inspiration Feedback module.1099

Instead, it tends to provide feedback as “the pre-1100

vious inspiration titles are not very relevant to the 1101

hypotheses or the background”. As a result, the 1102

ChatGPT Inspiration Title Finder module tends to 1103

select inspiration titles that are very related to the 1104

background, resulting in a less novel hypotheses 1105

generation. 1106

Therefore instead of instantiating with ChatGPT 1107

for the Inspiration Feedback module, we experi- 1108

ment with leveraging human heuristics. The heuris- 1109

tics are “if the inspiration titles are less related to 1110

the background, then more novel hypotheses are 1111

likely to be proposed.”. With this heuristics-based 1112

past-feedback, MOOSE does perform better (as 1113

shown in the tables in §5 and §6). 1114

This heuristics-based feedback is possible to be 1115

obtained by a language model since it has access to 1116

the novelty feedback of each hypothesis as well as 1117

the inspiration titles the hypothesis leveraged. Here 1118

our contribution is to propose a useful framework 1119

for the TOMATO task, which is not limited by any 1120

LLMs for any module in the framework. In the fu- 1121

ture, it is possible for more powerful LLMs to find 1122

better inspiration feedback than human heuristics. 1123

A.11 Qualitative Analysis on Hypotheses 1124

Generated From Different Methods 1125

We analyze four hypotheses from the base- 1126

line, MOOSE-base, MOOSE-base w/ future- 1127

feedback, and MOOSE-base w/ future and past- 1128

feedback (MOOSE), where the four methods use 1129

the same passage to extract background. 1130

• Hypothesis from the baseline: Companies that 1131

prioritize customer understanding will have 1132

higher profitability than companies that do 1133

not prioritize customer understanding. (Evalu- 1134

ated by the expert, Validness: 4; Novelty: 1.5; 1135

Helpfulness: 2) 1136

• Hypothesis from MOOSE-base: The level of 1137

empathy displayed by leaders in a startup en- 1138

vironment influences employees’ job satisfac- 1139

tion and organizational success through the 1140

mediation of employees’ perceived likelihood 1141

of negative outcomes and expectation of enjoy- 1142

ment, as well as their propensity toward risky 1143

choices. (Evaluated by the expert, Validness: 1144

3.5; Novelty: 3; Helpfulness: 3) 1145

• Hypothesis from MOOSE-base w/ future- 1146

feedback: Female CMOs in startups, lever- 1147

aging their higher levels of empathy, are more 1148

likely to prioritize customer satisfaction by 1149
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actively listening to customer feedback, in-1150

corporating customer insights into decision-1151

making processes, and providing personalized1152

customer experiences. This employee priori-1153

tization of customer satisfaction is positively1154

associated with higher levels of customer en-1155

gagement, increased customer loyalty, and1156

improved brand recall, as measured by objec-1157

tive metrics such as sales figures, customer1158

retention rates, and brand recognition in the1159

market. The influence of female CMOs on em-1160

ployee behavior is mediated by their ability1161

to foster a caring relationship with customers,1162

as supported by empirical data and statistical1163

analysis. (Evaluated by the expert, Validness:1164

3.5; Novelty: 3.5; Helpfulness: 3.5)1165

• Hypothesis from MOOSE-base w/ future and1166

past-feedback (MOOSE): Female CMOs’ em-1167

pathy advantage influences their considera-1168

tion of negative consequences of CSR initia-1169

tives, specifically in terms of employee well-1170

being and job security. This relationship is1171

moderated by individual differences in emo-1172

tional intelligence. Additionally, the organi-1173

zational culture and industry context will fur-1174

ther influence the relationship between em-1175

pathy advantage and consideration of nega-1176

tive consequences. The hypothesis will investi-1177

gate whether female CMOs with higher levels1178

of empathy are more likely to prioritize em-1179

ployee well-being and job security in the im-1180

plementation of CSR initiatives, and whether1181

this relationship is stronger in industries with1182

a stronger emphasis on employee well-being1183

and job security. It will also explore the me-1184

diating role of organizational culture and the1185

moderating role of emotional intelligence in1186

shaping the relationship between empathy ad-1187

vantage and consideration of negative conse-1188

quences. (Evaluated by the expert, Validness:1189

4.5; Novelty: 4; Helpfulness: 4)1190

Analysis from the expert:1191

• H1 falls short of challenging established as-1192

sumptions or introducing a novel perspective1193

beyond the widely accepted link between cus-1194

tomer understanding and profitability.1195

• Both H2 & H3 center around a specific sce-1196

nario involving female CMOs in startups and1197

delve into their influence on customer satisfac-1198

tion, employee behavior, and overall business1199

results. From a research standpoint, this more 1200

focused approach points to a potential gap 1201

in the existing body of knowledge. Moreover, 1202

these two hypotheses surpass conventional un- 1203

derstanding by considering how the empathy 1204

of female CMOs impacts employee behavior 1205

and business outcomes. They put forth a fresh 1206

viewpoint, suggesting that cultivating a com- 1207

passionate rapport with customers, fostered 1208

by female CMOs, could positively affect cus- 1209

tomer engagement, loyalty, and brand recogni- 1210

tion. These two hypotheses zoom in on a more 1211

specific context, introduce an innovative per- 1212

spective, and probe a potential void in current 1213

research. They are anchored in the dynamic 1214

world of innovative business settings and pro- 1215

pose a more nuanced and all-encompassing 1216

connection between variables. 1217

• H4 retains its relevance within a modern busi- 1218

ness landscape by scrutinizing the intersection 1219

of empathy, CSR initiatives, and the dynam- 1220

ics of organizations. This syncs seamlessly 1221

with the criterion of being rooted in an in- 1222

novative business environment. Moreover, it 1223

shakes up established assumptions by consid- 1224

ering the potential adverse outcomes of CSR 1225

initiatives and the role empathy plays in shap- 1226

ing decision-making within this context. This 1227

hypothesis delves into a more intricate and 1228

thorough exploration, examining a broader 1229

spectrum of factors and interactions within 1230

a specific context. Additionally, it imparts 1231

a deeper comprehension of the interplay be- 1232

tween empathy, business choices, and orga- 1233

nizational results. It grapples with a more 1234

complex and distinctive scenario, unearths 1235

possible gaps in the existing literature, and 1236

introduces a new angle on the role of empathy 1237

in the realm of business decisions. 1238

A.12 Qualitative Analysis on Two 1239

MOOSE-Generated Hypotheses With 1240

High Expert Evaluation Scores 1241

In the following two grey boxes are two generated 1242

hypotheses from MOOSE with high expert evalu- 1243

ation scores (appended to each hypothesis). The 1244

expert’s assessment of the two hypotheses is: 1245

These two hypotheses both present a comprehen- 1246

sive view of the research narrative. It encompasses 1247

multiple hypotheses, including the primary one, as 1248

well as the mediation effect, which serves to elu- 1249
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Hypothesis 1: The level of personalization in
crowdfunding campaign storytelling, the influ-
ence of social media influencers who align with
the campaign, the presence of trust indicators,
and the emotional appeal of the campaign will
positively impact potential donors’ likelihood
of making a donation. Additionally, the tim-
ing of donation requests and the type of social
media influencers (e.g., celebrities vs. micro-
influencers) will moderate this relationship.
The perceived risk associated with the crowd-
funding campaign will negatively moderate
the relationship between the emotional appeal
and donation likelihood. (Validness: 4.5; Nov-
elty: 4.5; Helpfulness: 4.5)

Hypothesis 2: Limited financial resources and
limited access to networks and markets of
women entrepreneurs in the manufacturing
sector in developing countries may negatively
impact their investment in corporate social
responsibility (CSR) initiatives that promote
gender equality in host countries. This relation-
ship is further influenced by the intersection-
ality of gender and race, with women of color
facing additional challenges. Additionally, the
hypothesis considers the role of institutional
factors, such as legal frameworks and policies,
and the influence of patriarchal structures on
women entrepreneurs’ ability to invest in CSR
initiatives. (Validness: 3.5; Novelty: 4; Helpful-
ness: 4)

cidate the causal connection between the indepen-1250

dent and dependent variables. Concurrently, both1251

hypotheses outline the range of the effect — namely,1252

the circumstances in which this effect is applicable,1253

under which scenarios where it might be weakened,1254

and under which situation it could potentially be1255

inverted.1256

In terms of novelty: 1. Limited prior research1257

or a gap in the existing literature. This means1258

that there is a dearth of studies or information1259

available on the subject, making it an unexplored1260

area. 2. Based on a new business setting. It is1261

grounded in an innovative business environment,1262

characterized by novel technologies, contemporary1263

themes, and evolving business requirements. 3.1264

The topic offers a fresh and unique perspective1265

that goes beyond conventional understanding. It1266

might challenge existing assumptions, propose new1267

theories, or present an unconventional approach. 1268

A.13 Essential Factors for Good Social 1269

Science (and Business) Hypotheses 1270

According to social science PhD students, counter- 1271

intuitive and novel hypotheses are the mostly 1272

favoured (by top social science and business jour- 1273

nals). Intuitive and novel hypotheses are also good 1274

but not as good as the counter-intuitive ones. Here 1275

“novel” refers to “not pointed out by existing litera- 1276

tures”. 1277

Empirically they think of all the hypotheses on 1278

top social science journals, around 20% are counter- 1279

intuitive, leaving the remaining 80% intuitive. 1280

Counter-intuitive hypotheses tend to receive a 1281

lower validness evaluation compared to intuitive 1282

ones. For this reason, we highlight the counter- 1283

intuitive hypothesis in §6.3, even if it receives a 1284

lower score in validness than hypotheses in §A.12. 1285

A.14 Prompts for Each Modules in MOOSE 1286

This section illustrates the prompt MOOSE adopts. 1287

Background Finder: In the provided passage, 1288

likely from a business-related report, try to col- 1289

lect the best paragraph (or sentence) in the reports 1290

that could serve as suitable academic background 1291

for social science research. The chosen academic 1292

background in business should encompass research 1293

topics that can be further developed into hypothe- 1294

ses for social science research. The passage is: 1295

passage. Please give a response to the initial ques- 1296

tion of exactly extracting the best business aca- 1297

demic background paragraph (or sentence) from 1298

the given passage, and also provide an evaluation 1299

of the selected background in terms of what are 1300

possible social science research directions given 1301

the background (response format: ’Background: 1302

Evaluation: ...’). 1303

Inspiration Title Finder: Given an academic 1304

background in social science research and titles 1305

of business-related reports, which titles (and their 1306

corresponding business reports) could contain re- 1307

search inspirations which combined with the back- 1308

ground could lead to non-trivial hypotheses in 1309

social science research? The academic back- 1310

ground is background. The title collections are 1311

title_collections. Please give a response to the 1312

initial question of extracting three titles that most 1313

probably contain suitable research inspirations 1314

given the social science research background, and 1315

also evaluate the selected titles in terms of how it 1316
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could potentially help social science research hy-1317

pothesis developing (response format: ’Title: Eval-1318

uation: Title: Evaluation: ...’).1319

Inspiration Finder: Given an academic back-1320

ground in social science research and a business-1321

related report, try to collect the best one sentence1322

or one paragraph in the report that possibly con-1323

tain an inspiration, which could be used together1324

with the given background to further develop a1325

hypothesis in social science research (usually a1326

hypothesis is more novel if its inspiration is less1327

directly related to the given background). The aca-1328

demic background is background. The business1329

report is: report. Previous feedback on how this1330

passage could possibly contribute to a hypothesis1331

by only seeing the title of this inspiration passage:1332

feedback. Please give a response to the initial1333

question of exactly extracting the best one sentence1334

or one paragraph from the business-related report1335

(but not from background or evaluation of titles)1336

as a possible inspiration, and also evaluate the ex-1337

tracted inspiration in terms of its own quality, how1338

it can potentially help social science research hy-1339

pothesis developing, and how is it related to given1340

background (response format: ’Inspiration: Evalu-1341

ation: ’).1342

Inspiration Feedback: Given an academic back-1343

ground in social science research, previously se-1344

lected titles of business-related reports, previously1345

generated social science research hypothesis using1346

the academic background and some inspirations1347

from the selected reports (according to selected1348

titles for reports), and evaluation of previously1349

generated hypothesis, try to understand potential1350

problems of previously generated social science1351

research hypothesis that might be caused by im-1352

proper selection of business reports, and identify1353

potential problems of report selection. The aca-1354

demic background is background. The previously1355

selected titles are: titles. The previously generated1356

hypotheses and their evaluation are: hypotheses1357

and feedback. Please give a response to the initial1358

question of identifying and elaborating problems1359

of the previously selected report titles that might1360

cause negative effect on generating the given spe-1361

cific hypothesis.1362

Hypotheses Suggestor: Given an academic back-1363

ground in social science research and some possible1364

inspirations which combined with the background1365

could lead to meaningful social science research1366

hypothesis, please try to give some suggestions 1367

on how these inspirations could be combined to 1368

be potentially helpful to propose novel social sci- 1369

ence research hypotheses. Multiple inspirations 1370

are encouraged to be used together to generate 1371

new hypotheses. Inspirations which seem to be 1372

less connected to the background could probably 1373

contribute more to a novel hypothesis. A good 1374

business hypothesis should be novel and not intu- 1375

itive, should has never been formally proposed in 1376

the social science research fields ever before. The 1377

background is: background. The possible inspi- 1378

rations are: inpirations. Please give a response 1379

to the initial question of generating suggestions 1380

on how the background and inspirations could be 1381

combined to generate novel social science research 1382

hypotheses. Each suggestion should leverage more 1383

than two inspirations (response format: ’Sugges- 1384

tion 1: Suggestion 2: ...’) 1385

Hypotheses Proposer: Given an academic back- 1386

ground in social science research, some possible 1387

inspirations which combined with the background 1388

could lead to meaningful social science research 1389

hypothesis, and some initial suggestions on how to 1390

leverage these inspirations to build hypotheses, try 1391

to give unique hypotheses based on the background, 1392

inspirations, and the initial suggestions. Multiple 1393

inspirations and suggestions are encouraged to be 1394

used together to generate new hypotheses. Inspira- 1395

tions which seem to be less connected to the back- 1396

ground could probably contribute more to a novel 1397

hypothesis. A good business hypothesis should (1) 1398

contain an independent variable and a dependent 1399

variable, and describe how the independent variable 1400

can influence the dependent variable, and (2) be 1401

novel and not intuitive, should has never been for- 1402

mally proposed in the social science research fields 1403

ever before. The background is: background. The 1404

possible inspirations are: inspirations. The sug- 1405

gestions are: suggestions. Please give a response 1406

to the initial question of generating unique mean- 1407

ingful social science research hypotheses given the 1408

background, inspirations, and suggestions. Each 1409

hypothesis should leverage more than two sugges- 1410

tions or inspirations. For each hypothesis, please 1411

give the reasoning processing first, and then give 1412

the hypothesis. (response format: ’Reasoning pro- 1413

cess: Hypothesis: Reasoning process: Hypothesis: 1414

...’). 1415

Reality Checker: Given a research hypothesis in 1416
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social science research, try to give some feedback1417

on whether the hypothesis by any chance does not1418

reflects the reality. Please directly answer this ques-1419

tion. The hypothesis is: hypothesis. Please give a1420

response to the initial question of providing feed-1421

back on whether the research hypothesis reflects1422

the reality.1423

Novelty Checker: Given a research hypothesis in1424

social science research, some inspirations used for1425

developing the hypothesis, and a possibly related1426

paragraph from a relevant social science research1427

survey, try to give some feedback on whether the1428

hypothesis is by any chance not novel (the reason1429

is that the hypothesis is used for social science1430

research, where novel and not ever proposed hy-1431

potheses are preferred). To be novel, the hypoth-1432

esis should at least not be semantically a direct1433

copy of any inspiration or any arguments in ex-1434

isting business literature (including literature that1435

are not provided as input), but could be a conclu-1436

sion from multiple reasoning steps using the inspi-1437

rations, and probably then with (slightly / some)1438

deviations from the conclusion. The hypothesis is:1439

hypothesis. The inspirations used for developing1440

the hypothesis are: inspirations. One of the most1441

similar existing business literature paragraph is:1442

paragraph. Please give a responses to the initial1443

question of providing detailed feedback on whether1444

the research hypothesis is by any chance not novel1445

(not a semantically direct copy of any inspiration1446

or any argument in existing business literature).1447

Clarity Checker: Given a research hypothesis1448

in social science research, try to give some feed-1449

back on whether the hypothesis is clear and spe-1450

cific enough. By specific, it means a hypothesis1451

should not only indicate two elements are related,1452

but also how they are related, to what extent they1453

are related, why they are related, and which specific1454

sub-elements of the two elements are related. The1455

hypothesis is: hypothesis. Please give a response1456

to the initial question on whether the hypothesis is1457

clear and specific enough.1458

A.15 Full Algorithm for the Proposed1459

Multi-Module Framework1460

Algorithm 1 shows the full algorithm of the pro-1461

posed framework.1462

A.16 Future Directions1463

This work discovered the possibility of LLMs to1464

propose novel research hypotheses. But it mainly1465

focuses on the social science and business disci- 1466

plines. It would be very interesting to investigate 1467

how LLMs can induce novel hypotheses for other 1468

disciplines (especially nature science domains). 1469

In addition, the MOOSE framework could be fur- 1470

ther improved to induce more valid and novel hy- 1471

potheses for social science and business domains. 1472

From the aspect of human-AI interaction, it 1473

would be also interesting to see how MOOSE can 1474

act as an AI Copilot to assist scientists in hypothe- 1475

sis discovery. 1476

A.17 Dataset Split of TOMATO 1477

The full dataset is used only as test set. 1478

A.18 License of the New Dataset (TOMATO) 1479

The license is CC-BY 4.0. 1480

A.19 Method for Prevention of Personal 1481

Information 1482

During the dataset collection process, we make 1483

sure that the dataset is constructed only with public 1484

information (published papers, Wikipedia, business 1485

review, and news). 1486
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Algorithm 1 Algorithm for MOOSE
Input: Raw web corpus C, related surveys S
Parameter: Total iterations for past-feedback M ,
total iterations for present-feedback N
Output: A list of hypotheses H

1: for c in C do
2: b, b_reason = Background_Finder(c)
3: if b == None then
4: continue
5: end if
6: for iteration k ∈ 0...M do
7: if k ! = 0 then
8: past_f = Inspiration_Feedback(t, h,

present_f )
9: else

10: past_f = None
11: end if
12: t, t_reason =

Inspiration_Title_Finder(C, b, b_reason,
past_f )

13: p = find_passage_by_title(t, C)
14: i = Inspiration_Finder(b, b_reason, p,

t_reason)
15: s = Hypothesis_Suggestor(b, i)
16: h = Hypothesis_Proposer(b, i, s)
17: for iteration t ∈ 0...N do
18: cf , rf , nf = Clarity_Checker(h),

Reality_Checker(h),
Novelty_Checker(h, S)

19: present_f = [cf , rf , nf ]
20: h = Hypothesis_Proposer(b, i, s, h,

present_f )
21: end for
22: H .append(h)
23: end for
24: end for
25: return H
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