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Abstract
In argumentation theory, argument schemes001
provide a foundation that offers a character-002
isation of stereotypical patterns of inference.003
There has been little work done in provid-004
ing computational approaches to identify these005
schemes in natural language. Moreover, ad-006
vancements in recognizing textual entailment007
lack a standardized definition, which makes008
it challenging to compare methods trained on009
different datasets. In this work, we propose a010
rigorous approach to align entailment recog-011
nition with argumentation theory. Wagemans’012
Periodic Table of Arguments (PTA), a taxon-013
omy of argument schemes, provides the ap-014
propriate framework to unify these two fields.015
To operationalise the theoretical model, we in-016
troduce a tool to assist humans in annotating017
arguments according to the PTA. Beyond pro-018
viding insights into non-expert annotator train-019
ing, we present Kialo-PTA24, the first multi-020
topic dataset for the PTA. We benchmark the021
performance of pre-trained language models022
on various aspects of argument analysis. Our023
experiments show that the task of argument024
canonicalisation poses a significant challenge025
for state-of-the-art models, suggesting an in-026
ability to represent argumentative reasoning027
and a direction for future investigation.028

1 Introduction029

When engaging in critical discussion, people often030

employ prototypical rules of inference to justify031

their claims. One of the main areas of study in032

argumentation theory is categorising these rules as033

templates to capture stereotypical patterns of rea-034

soning. To this end, various taxonomies have been035

proposed, the most prevalent being Walton’s Ar-036

gumentation Schemes (Walton et al., 2008). Wal-037

ton’s schemes are conceived of as templates for038

constructing arguments, with each scheme consist-039

ing of a list of (major and minor) premises that040

support a conclusion. Alongside the premises, ar-041

gument schemes are associated with several critical042

questions that serve to test the validity of the ar- 043

gument and identify fallacious reasoning (Walton 044

and Godden, 2005). While Walton conceived of his 045

taxonomy as essential to computational argumen- 046

tation, little work has been done on the automatic 047

classification of argument schemes given a natural 048

language text. In other words, most of the exist- 049

ing research starts with the assumption that the 050

premises and conclusions are known a priori. 051

Similarly, researchers in natural language infer- 052

ence (NLI) have made advances in the task of recog- 053

nising textual entailment (RTE). Various models 054

appear to achieve remarkable success in captur- 055

ing textual entailment relationships. Despite these 056

strides, the absence of a standardized definition of 057

entailment hampers the comparability and inter- 058

pretability of models across different RTE datasets 059

and evaluation metrics (Poliak, 2020). Datasets 060

designed for recognising textual entailment often 061

imply some notion of defeasibility: “. . . in princi- 062

ple, the hypothesis must be fully entailed by the 063

text. Judgment would be False if the hypothesis 064

includes parts that cannot be inferred from the text. 065

However, cases in which inference is very proba- 066

ble (but not completely certain) are still considered 067

true.” (Dagan et al., 2006). Yet in the works we 068

have surveyed, this notion remains to be ill-defined. 069

This ambiguity in defining entailment not only im- 070

pedes progress, but also raises questions about the 071

reliability and generalisability of the models devel- 072

oped for these tasks. 073

Entailment in natural language involves defeasi- 074

ble inferences that draw on normative and common- 075

sense knowledge. The validation and classification 076

of which is one of the central aspects of argumen- 077

tation theory. We posit that recognising entailment 078

in natural language text can be more rigorously for- 079

mulated as the identification of the scheme of infer- 080

ence being employed, and determining whether the 081

hypothesis faithfully applies the scheme to justify 082

the conclusion. In argumentation theoretic terms, 083
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recognising entailment involves classifying the ar-084

gument scheme and then applying the appropriate085

critical questions to test the argument’s validity.086

This goes beyond simple entailment and provides087

a measure of the extent to which one statement088

entails another.089

In an attempt to operationalise argumentation090

theoretic notions of natural language inference, we091

draw from Wagemans (2016) which describes a092

taxonomy of argument types named the Periodic093

Table of Arguments (PTA). Accordingly, we make094

the following contributions:095

1. We conduct an annotation study to rephrase natu-096

ral language arguments into structured templates097

and provide insights into how to train non-expert098

annotators to perform argumentative analysis.099

2. We introduce ArgNotator, which is a tool that as-100

sists humans in annotating arguments according101

to the PTA.102

3. We construct Kialo-PTA24 - the first multi-topic103

dataset of argument types annotated on the basis104

of the PTA.105

4. We compare the performance of the state-of-106

the-art models for two annotation subtasks. For107

the substance classification task, we benchmark108

the performance of a number of BERT-based109

models. For the argument canonicalisation task,110

we evaluate the performance of two large lan-111

guage models (FLAN-T5, LLAMA2) in both112

pre-trained and few-shot settings.113

2 Background: Structuring Arguments114

The theory of argumentation seeks to provide sys-115

tematic methods for the analysis, reconstruction,116

and evaluation of arguments. Philosophers through-117

out history have developed many models of ar-118

gumentation emphasizing different hermeneutical119

frameworks. The atomic construct studied by all120

these theories is the argument, which is often de-121

fined as an inference in which a conclusion is sup-122

ported by a set of, possibly implicit, premises (Wal-123

ton et al., 2008).124

2.1 Argument Schemes125

Building off Aristotle’s theory of Topoi (Braet,126

2005), Walton’s taxonomy of argument schemes127

(Walton et al., 2008) seeks to identify and cod-128

ify the structures of inference that exist in various129

forms of argumentative discourse. This taxonomy130

describes “stereotypical patterns of reasoning with 131

a corresponding set of critical questions, namely 132

defeasibility conditions.” (Walton and Godden, 133

2005). Walton’s schemes are the most prevalent 134

and widely used framework for argument analysis 135

due to their breadth and range of application and 136

have been particularly useful in computational ap- 137

plications of argumentation (Al-Khatib et al., 2020; 138

Kökciyan et al., 2021). Determining the argument 139

scheme used in this taxonomy often requires the 140

argumentation theorist to be familiar with the var- 141

ious possible schemes and be able to distinguish 142

between major and minor premises. 143

2.2 Periodic Table of Arguments (PTA) 144

In contrast to the previous taxonomies, the peri- 145

odic table of arguments (PTA) (Wagemans, 2016), 146

follows a top-down approach, using high-level cri- 147

teria to reduce the space of possible schemes an 148

argument could belong to. The periodic table as- 149

serts that most arguments belong to one of four 150

‘canonical forms’ (alpha, beta, gamma, delta). The 151

premise and conclusion of the argument are then 152

identified to belong to one of three ‘substances’: 153

‘Fact’ (F), ‘Value’ (V), or ‘Policy’ (P) which along- 154

side the argument form gives the argument type. 155

Each argument type is then associated with a small 156

number of ‘concrete levers’ which describe a con- 157

crete description of the inference structure em- 158

ployed by the argument. The periodic table not 159

only seeks to provide a theoretically grounded clas- 160

sification of argument schemes but to develop a 161

classification procedure that can be applied algo- 162

rithmically with a view towards the automatic clas- 163

sification of argument schemes. A few examples 164

of applying the Argument Type Identification Pro- 165

cedure for the PTA are given in Figure 1. 166

To classify the argument type, one must first 167

identify the canonical form of the argument and 168

then classify the substances of both the premise and 169

the conclusion in the rewritten argument. Recall 170

that the substance of the statement is a classification 171

of the type of statements in an argument. There are 172

three substances posited by the PTA1: 173

• Fact: “a description of a particular state of af- 174

fairs that is or can be empirically observed in 175

reality or can be imagined to exist in a particular 176

universe of discourse or level of abstraction.” 177

• Value: “an evaluative judgment about something 178

based on a definition or assessment criteria” 179

1Definitions are taken directly from Wagemans (2021)
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The car must have been speeding
since it left tire marks on the road.

Vampires are sentient and intelligent,
which makes harming them immoral.

People who respect the norms of
society deserve to be treated equally.
It is immoral to base our treatment
of others on physical characteristics.

According to Einstein, we
only use 10% of our brains.

The car must have been speed-
ing (F), because the car left
tire marks on the road (F).

Killing vampires is immoral
(V), because killing sentient and

intelligent creatures is immoral (V).

Treating people who respect
the norms of society equally is
good (V) because, basing our

treatment of others on physical
characteristics is immoral (V).

We only use 10% of our
brains [is True] (V), because

“we only use 10% of our
brains” was said by Einstein (F).

Leaving tire marks on the
road [is a sign of] Speeding.

Vampires [are a particular instance
of] Sentient and intelligent creatures.

Treating people who respect
the norms of society equally :
Basing our treatment of others
on physical characteristics & Is

good : Is immoral [are opposites]

Being said by Einsten
[is authoritatively] True.

α-FF (Argument from Sign)

β-VV (Argument a Maiore)

γ-VV (Argument from Opposites)

δ-VF (Argument from Authority)

a is X, because a is Y X : Y

a is X, because b is X a : b

a is X, because b is Y a : b & X : Y

q [is True], because q is R R : True

Figure 1: Example of arguments analysed for each form. The first step is to rewrite the arguments in canonical form,
followed by the identification of the lever (the inference that connects the non-identical aspects of the canonicalised
argument). By identifying the lever we obtain the name of the argument from the periodic table.

• Policy: “a directive or hortative statement that180

expresses advice to do something”181

Wagemans defines argument canonicalisation as182

the process of rewriting an argument in one of four183

standard forms (Wagemans, 2021). Each canonical184

form can be represented as ‘Conclusion because185

Premise’ as shown in Table 1. Therefore, we ex-186

periment with automated argument canonicalisa-187

tion by framing the problem as a text generation188

task similar to paraphrasing. In our specific task,189

we require that the paraphrased argument adheres190

to the structure of the canonical form.191

Alpha: a is X , because a is Y
Beta: a is X, because b is X
Gamma: a is X , because b is Y
Delta: q [is True] because q is R

Table 1: Representation for the four canonical forms

In Table 1, a and b refer to the argument’s sub-192

ject(s) while X and Y refer to the predicate be-193

ing applied to the subject. Examples of canonical194

forms in natural language are given in Figure 1.195

The delta quadrant is unique in that it conveys ar-196

guments that seek to justify the truth of a statement197

based on some quality of the statement itself e.g.198

‘q [is True], because everyone says so’ or ‘¬q [is199

True], because the person who said it is known to 200

be a liar’. 201

3 Related Work 202

Annotating argument schemes Experimental 203

work on classifying argument schemes is ex- 204

tremely limited and highly understudied. Walton 205

and Macagno (2015) and Eemeren and Kruiger 206

(2011) both describe classification procedures for 207

identifying schemes; however, few works sys- 208

tematically apply these procedures to real world 209

data. The periodic table’s type identification proce- 210

dure (ATIP) (Wagemans, 2021) has gone through 211

several iterations of refinement, with an earlier ver- 212

sion being compared alongside Walton schemes to 213

measure the ability of annotators to agree on the 214

classification of arguments according to each tax- 215

onomy respectively. Visser et al. (2021) annotate 216

a set of US presidential debates from 2016 with 217

argument schemes, both from Walton’s taxonomy 218

as well as the periodic table. However, they fail 219

to provide the intermediary steps that are required 220

by the PTA and only give the final classification. 221

Feng and Hirst (2011) use a small dataset of anno- 222

tated arguments to train a decision tree to classify 223

arguments in one of five Walton schemes with mod- 224

erate results. The dataset they used is no longer 225

accessible. 226
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Defeasible Textual Entailment Rudinger et al.227

(2020) recognise the fact that the majority of natu-228

ral language inference is defeasible and construct a229

defeasible NLI dataset of defeasible inferences in230

English across a range of everyday topics. Their fo-231

cus, however, is on generating defeasible hypothe-232

ses based on a premise rather than seeking to deter-233

mine the nature of the defeasible inference as we234

focus on here.235

Identifying Enthymemes Arguments in which236

the inference relies on implicit premises are known237

as enthymemes. The identification and disambigua-238

tion of enthymemes is quite closely related to that239

of classifying argument schemes, since the argu-240

ment scheme determines the auxiliary premises241

that are required for the argument to work. Haber-242

nal et al. (2018) make progress towards auto-243

matic reconstruction of implicit warrants by train-244

ing a model to choose the correct warrant from245

a list of confounding options. Beyond classifica-246

tion, Chakrabarty et al. (2021) generate implicit247

premises that support a given conclusion, while248

Saadat-Yazdi et al. (2023) generate sequences of249

commonsense reasoning that connect the premises250

to the conclusion. We believe that the automatic251

classification of arguments will help researchers to252

achieve better results in this task, since identify-253

ing the structure of an argument automatically can254

assist models in discovering implicit premises.255

4 Data256

There are no publicly available datasets that re-257

searchers could benefit from to work on the au-258

tomatic classification of arguments schemes (Sec-259

tion 3), including Walton’s argumentation schemes260

and the PTA argument types. To construct a new261

dataset, we began with the annotated data from Jo262

et al. (2021). This dataset consists of a scrape from263

Kialo2. Kialo is a structured debating website that264

allows users to provide pro and con claims for vari-265

ous topics. Each topic has a main claim for which266

pros and cons can be provided. Each pro and con267

is then viewed as a new claim which can have its268

own sub-pros and sub-cons. This creates a tree-like269

debate structure for each topic as in Figure 2.270

We chose this dataset due to its structured na-271

ture, allowing us to consider claims as conclusions272

with pros as premises. Additionally, each claim in273

Kialo is relatively self-contained and can usually274

2https://kialo.com

Figure 2: Example of a partially expanded Kialo debate
tree. The blue node is the topic of the debate, with pros
and cons shown in red and green, respectively.

be understood without taking into consideration the 275

rest of the discussion. This allows us to focus our 276

study on inferential structures that are explicitly 277

present in the text rather than being implied by con- 278

text. A datasheet according to Gebru et al. (2018) 279

is provided in Appendix B. 280

4.1 Dataset Creation 281

To construct our dataset we began with a sample 282

of 760 topics from the dataset presented in Jo et al. 283

(2021). From each topic, we sampled one pair of 284

supporting claims (i.e., a claim and a pro). Each 285

pair of claims was then annotated for the following 286

features: (i) The canonical form of the argument, 287

(ii) The premise and conclusion rewritten to match 288

the structure of the canonical form, (iii) The sub- 289

stances of rewritten premise and conclusion, (iv) 290

The lever used by the argument in canonical form, 291

and (v) Whether the annotator considers the lever 292

to be valid. 293

Experts in computational argumentation are rare, 294

particularly those who are knowledgeable about the 295

periodic table of arguments. This rarity raises the 296

cost of paying annotators making the construction 297

of such corpora difficult. To make the construction 298

of argument type corpora more accessible there is 299

a need for annotation tools that simplify argument 300

type identification and training materials that elabo- 301

rated on the existing Argument Type Identification 302

Procedure (Wagemans, 2021). To address this, we 303

designed a specially tailored web-based annotation 304

tool called ArgNotator3 and have made it publicly 305

available for use on other domains. In Figure 3, 306

we show an example annotation using ArgNotator. 307

The tool streamlines the process of applying the 308

periodic table and breaks down the process of de- 309

termining argument types into several subtasks to 310

simplify the annotation procedure for non-experts. 311

3Link to repository will be made available upon acceptance
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Figure 3: Screenshot of the ArgNotator Interface

4.2 Annotator Training312

We received an Ethics approval for our annotation313

study from our research institution. The lead au-314

thor is the expert annotator, and we recruited three315

non-expert annotators from within our institution316

for this task. Our selection criteria included the317

following: (i) being fluent in English, (ii) having318

some familiarity with Western culture and current319

affairs, since the dataset included a range of topics.320

The expert annotator provided training in argu-321

mentation theory and the application of the PTA322

for argument analysis to the non-expert annotators4.323

The training of annotators involved pre-reading a324

set of prepared and pre-existing material as well325

as a two-hour in-person seminar. The seminar was326

designed such that for each of the subtasks that327

the annotators were required to perform, they were328

provided with several worked examples that demon-329

strated how they should deal with ambiguous cases330

and a problem sheet. After filling in each problem331

sheet annotators were then asked to discuss their332

solutions, and seek to agree on an answer before333

moving on to ensure good agreement when finally334

performing the annotation.335

After the training session, each annotator was336

given the same 10 examples to work through in-337

dependently. After annotating these 10, Cohen’s338

Kappa (κ) (McHugh, 2012) was checked between339

each non-expert annotator and the expert annotator.340

If the agreement between the non-experts and the341

expert fell below κ = 0.75 the annotators were342

invited to discuss their answers, and resolve dis-343

4Training materials will be shared online upon acceptance

agreement and given another 10 examples to work 344

through. This was repeated until the required agree- 345

ment was achieved. In the case of our study, this 346

took two rounds. After training and preliminary an- 347

notations, each annotator was given 250 examples 348

to work from, 100 of these being shared across all 349

annotators and 150 being unique. 350

4.3 Dataset Distribution 351

The analysis of Table 2 reveals valuable insights 352

into the distribution and characteristics of argu- 353

ment forms in Kialo. The alpha section emerges 354

as the most prevalent, with a total of 331 occur- 355

rences, emphasizing its significance in the dataset. 356

Within the alpha section, alpha-vf stands out as 357

the most frequent subcategory, demonstrating the 358

diversity of lever types employed in constructing 359

arguments. In contrast, the beta section has a lower 360

total occurrence (42), indicating a lesser prevalence 361

of beta-type arguments, with beta-ff being the dom- 362

inant subcategory. The gamma section showcases a 363

substantial number of occurrences (105), reflecting 364

the varied nature of gamma-type arguments, with 365

gamma-pf being the most prevalent subcategory. 366

The delta section, with a total of 8 occurrences, sug- 367

gests that delta-type arguments are less common in 368

the dataset, and delta-ff is the primary subcategory 369

within this section. The presence of “N/A” entries 370

in the lever column indicates instances where the 371

argument did not fit into one of the existing types of 372

the periodic table, there are a total of 74 arguments 373

for which a lever was not found. 374

We construct a gold standard test set from the 375

data from the 73 arguments annotated by all an- 376

notators. We use the expert annotator’s labels to 377

define the labels of this set. The distribution of the 378

data across the training and testing split is shown in 379

Table 3. We note that the training and test sets ex- 380

hibit similar distributions for all classes, suggesting 381

that the test set accurately represents the data. 382

4.4 Agreement statistics 383

Even after training and ensuring high agreement, 384

our annotators still experienced an agreement drift 385

as they proceeded with the annotation. Due to the 386

high disagreement with other annotators, we chose 387

to omit the annotations of one annotator from our 388

dataset. In other words, we used the annotations 389

from one expert and two non-expert annotators. 390

Of the remaining arguments 550, 54 could not be 391

labeled because they did not contain obvious argu- 392

ments. What remains is a set of 486 arguments, 73 393
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Form Type Lever #

alpha alpha-ff sign 60
cause 57
correlation 24
effect 22
N/A 11

alpha-fp N/A 1
alpha-fv N/A 3
alpha-pf pragmatic 63

N/A 3
alpha-pp evaluation 1

N/A 1
alpha-pv evaluation 7

deontic 4
alpha-vf criterion 67

N/A 3
alpha-vp N/A 1
alpha-vv axiological 2

N/A 1
total 331

beta beta-ff example 25
genus 5
similarity 4
N/A 1

beta-pp comparison 3
beta-vv a maiore 2

parallel 1
a minore 1

total 42

Form Type Lever #

gamma gamma-ff N/A 15
petitio principii 11
opposites 5
disjunctives 2

gamma-fv petitio principii 2
N/A 1
disjunctives 1

gamma-pf consistency 19
N/A 9

gamma-pp N/A 1
gamma-pv N/A 5
gamma-vf N/A 13

tradition 9
gamma-vv N/A 4

opposites 4
disjunctives 2
petitio principii 2

total 105

delta delta-ff N/A 5
delta-vf authority 2

ad populum 1
total 8

Table 2: Distribution of argument types within the dataset.

Substance Form

Split F V P α β γ δ

Train 215 96 102 275 37 95 6
Test 40 19 14 56 5 10 2

Table 3: Distribution of substance and form classes
for train (413 instances) and test sets (73 instances).
Argument forms belong to one of four classes: α, β, γ,
and δ. The three substances are either (F)act, (V)alue or
(P)olicy (see Section 2.2).

of which were labelled by all annotators.394

Due to the imbalance of classes, we must be395

careful to choose an agreement statistic that al-396

lows for multiple annotators and does not overly397

penalize mistakes, a result of the Cohen’s Kappa398

Paradox (Zec et al., 2017). For this reason we use399

Gwet’s AC1 (Gwet, 2014) which is more stable 400

than alternative measures to class imbalances. The 401

agreement results are shown in Table 4, we see 402

that for most tasks, we achieve fair to moderate 403

agreement.5 404

It is interesting to note that even the classifi- 405

cation of argument form appears to be very chal- 406

lenging, with annotators achieving only moderate 407

agreement. From our analysis of the data, we ob- 408

serve that discrepancies in argument form mainly 409

appear between annotators disagreeing between the 410

gamma form and alpha/beta. This is often due to 411

annotators disagreeing on whether anaphora be- 412

tween subjects or predicates (a, b or X, Y in Figure 413

5While we used Cohen’s Kappa to measure agreement
during training, we were only measuring agreement between
two annotators, the non-experts and the expert. Additionally,
we were not aware of the class imbalance as the data had not
been annotated yet, hence the change of agreement statistic.
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1) can be resolved. This suggests the need to refine414

what is meant by anaphora in this context.415

Feature Agreement Valuation

Form 58.28 Moderate
Conc. Subs. 74.34 Substantial
Prem. Subs. 75.10 Substantial
Type 24.71 Fair
Validity 50.1 Moderate
Conc. Rewrite* 79.93 -
Prem. Rewrite* 70.36 -

Table 4: Gwet’s AC1 agrement statistic for classifica-
tion tasks. We also provide Landis and Koch (1977)’s
interpretations of these values. (*) For rewriting tasks,
we use the average Rouge-1 score to measure agreement
between authors.

5 Experiments416

In this section, we will evaluate various approaches417

to learning the steps in the annotation process. In418

doing so, we wish to obtain a set of benchmarks419

that characterise the difficulty of the various tasks.6420

5.1 Detecting the substance421

We benchmark the performance of pretrained lan-422

guage models (PLMs) on detecting argument sub-423

stance by combining the rewritten premises and424

conclusions along with their respective substance425

annotations into a single dataset. We randomly426

sampled 10% of the training data to use for model427

validation and trained each model for 10 epochs.428

Model P R F1 Acc.

Human* 81.9 76.0 78.6 84.0

BERT-Large 76.7 78.6 75.1 84.9
Roberta-Large 78.7 86.9 81.1 88.5
DeBERTa-V3-Large 48.7 65.7 56.4 88.4

Table 5: Macro averaged F1, Precision, Recall and Ac-
curacy of PLMs on the substance classification subtask.
(*) Human performance is given by measuring the best
performance of the non-expert annotators against the
gold standard expert annotations.

Table 5 summarizes supervised classification429

results for substance classification in an argu-430

mentation dataset. Human annotators achieve F1431

6The code base to reproduce the experiments will be re-
leased upon the acceptance of this paper.

score 78.6% and Accuracy 84.0%. Among mod- 432

els, RoBERTa-Large performs best with an F1 433

score of 81.1%, and Accuracy 88.5%. BERT also 434

shows strong performance, while DeBERTa-V3- 435

Large lags behind in Precision (48.7%), Recall 436

(65.7%), F1 score (56.4%), with comparable Accu- 437

racy (88.4%). This highlights RoBERTa’s effective- 438

ness in capturing argument substance, surpassing 439

both non-expert annotators and other pretrained 440

language models in this classification task. These 441

results reflect the high annotator agreement sug- 442

gesting that argument substance is easy to classify. 443

5.2 Canonicalising arguments 444

We now investigate the performance of PLMs on ar- 445

gument canonicalisation with further experiments. 446

Argument canonicalisation is the task of rewriting 447

an argument in one of the four standard argument 448

forms: alpha, beta, gamma or delta (Wagemans, 449

2021). Due to the lack of examples in the beta, 450

gamma, and delta forms, we focus our study in this 451

paper on the alpha quadrant (a is X, because a is Y) 452

to demonstrate the feasibility of this task. Consider 453

the following argument from our dataset: 454

Claim: All humans should be vegan. 455

Pro: Veganism reduces both human and animal 456

suffering. 457

This argument is canonicalised as: Veganism 458

should be upheld by all humans, because veganism 459

reduces both human and animal suffering. This 460

task poses several interesting challenges, one needs 461

to first identify the main subject of the argument 462

(a), identify all the terms that refer to the subject 463

(“veganism”, “vegans”), identify the argument pred- 464

icates (X and Y ), and finally modify the voice of 465

the text to match the structure of the argument (al- 466

pha). 467

In order to ensure that our models generate ar- 468

guments that match the form, we found that re- 469

quiring the model’s output to conform to a list of 470

assignments works relatively well. In other words, 471

instead of generating the canonical argument in 472

free-form, we provide examples that represent the 473

canonical form as a JSON object such as “{‘a’: 474

Veganism, ‘X’: should be practised by 475

all humans, ‘Y’: reduces both human and 476

animal suffering}”. In our experiments, we 477

compare two open-source large language models 478

(FLAN-T5 & LLAMA2) (Raffel et al., 2023; Tou- 479

vron et al., 2023) in both pre-trained and few-shot 480

scenarios. For the few-shot setting, we randomly 481

sample 5, 10 & 15 training examples and embed 482
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Rouge-1 Rouge-2 RougeL

Model P R F1 P R F1 P R F1

Human* 81.3 78.2 78.6 68.9 66.5 66.8 75.8 73.3 73.6

FlanT5-large (fine-tuned) 74.4 73.3 72.1 60.1 60.0 59.5 58.6 68.4 67.6
Llama2-7b (fine-tuned) 42.15 46.41 41.93 22.72 23.98 22.15 31.88 34.31 31.37

FlanT5-large (5-shot) 77.23 50.10 56.80 57.89 36.19 41.64 66.65 41.30 47.77
Llama2-13b (5-shot) 56.90 72.98 56.87 36.96 51.11 39.12 44.52 57.64 44.97

FlanT5-large (10-shot) 77.08 50.09 56.76 57.80 36.19 41.50 66.87 41.39 48.05
Llama2-13b (10-shot) 57.09 72.90 57.06 37.15 51.44 39.32 44.44 57.66 44.85

FlanT5-large (15-shot) 76.98 50.14 56.80 57.68 36.13 41.37 66.77 41.31 47.97
Llama2-13b (15-shot) 56.98 72.52 56.72 36.85 50.80 39.07 44.57 57.58 44.98

Table 6: Performance comparison of models on alpha argument canonicalization showing performance for both
supervised fine-tuning and few shot approaches. (*) Human performance is given by measuring the best performance
of the non-expert annotators against the gold standard expert annotations.

them in an appropriate prompt (see Appendix A).483

For fine-tuning both models were trained for eight484

epochs. The model with the best validation Rouge-485

1 was chosen for evaluation on the test set. Due to486

the computational costs of training and inference487

of LLMs, we only report results for a single run.488

The results in Table 6 suggest that pre-trained489

LLMs are not able to model argument canonicali-490

sation well. Fine-tuning appears to be necessary to491

achieve meaningful performance. Even with fine-492

tuning Llama2’s outputs performing the worst of493

all the models, an analysis of generated outputs494

shows that the fine-tuned Llama2 is prone to gen-495

erating nonsensical phrases while conforming to496

the required output structure. The number of exam-497

ples given to the few-shot prompted models also498

seems to have little impact on the result. The re-499

sults of fine-tuned Flan-T5, however, suggest that500

an encoder-decoder framework may be the most501

suitable for this task and provides a promising di-502

rection for future research. Generation outputs of503

the models are shown in the Appendix C.504

6 Conclusion505

We constructed the first multi-topic dataset of ar-506

gument types by using the theory of the periodic507

table of arguments. This dataset was created as a508

result of an annotation study, in which the anno-509

tators used our developed tool (ArgNotator). The510

focus of our experiments was on the canonical rep-511

resentation and classification of argument forms512

and substances. We showed that substance classifi-513

cation can be done effectively using BERT-based 514

models, while fine-tuned LLMs provide a promis- 515

ing approach to argument canonicalisation. 516

The next steps involve detecting and classifying 517

the argument lever, considering both its form and 518

substance, to contribute to a more nuanced machine 519

understanding of different argument types. The re- 520

search also aims to include a critical evaluation of 521

argument quality by posing relevant critical ques- 522

tions that assess the robustness and coherence of 523

identified arguments. Having a means to measure 524

the quality of an argument systematically opens 525

the doors to automatically constructing Weighted 526

Argumentation Frameworks (Amgoud and Ben- 527

Naim, 2018) that allow computational methods to 528

be used to evaluate the strength of arguments within 529

the context of a discourse/debate. This work pro- 530

vides some initial steps towards bridging the gap 531

between natural language inference and symbolic 532

approaches to computational argumentation. 533

Limitations 534

The dataset we have constructed is only based on 535

Kialo which encourages users to be more thought- 536

ful about their arguments. This means that the 537

distribution of the dataset is not representative of 538

online argumentation in general where we would 539

expect to see more delta arguments, which are 540

stereotypically viewed as fallacious. Additionally, 541

while we would like to encourage accessibility of 542

verifying our results, we found that we were not 543

able to train effective models for argument canon- 544
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icalisation using smaller language models. This545

meant that we had to focus our canonicalisation546

experiments on large language models. Due to the547

distribution of argument forms in our dataset, we548

are also unable to present a full table of results549

for the canonicalisation of beta, gamma and delta550

forms. We have also omitted discussions on lever551

detection, as we believe that this requires substan-552

tial additional work and goes beyond the scope of553

this current study.554

Ethics555

Our dataset is built from the publicly available cor-556

pus provided by Jo et al. (2021). For the annotation557

work, ethics approval was obtained from our in-558

stitution, and annotators were paid a standard rate559

of £16/hr for their time. This time includes both560

annotation time and training.561
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A Prompt Template for Few-Shot 706

Training 707

For reproducibility, we provide the prompt tem- 708

plate used for our few-shot experiments. Text in 709

bold indicates values to be filled in during prepro- 710

cessing. 711

### Rewrite the following argument in canonical 712

form a is X because a is Y, give your answer in 713

JSON format {\’a\’: a, \’y\’: y, \’x’\’: x } 714

Here are a few examples: 715

Conclusion: EXAMPLE1_CLAIM 716

Premise: EXAMPLE1_PRO 717

Answer: EXAMPLE1_GOLD 718

Conclusion: EXAMPLE2_CLAIM 719

Premise: EXAMPLE2_PRO 720

Answer: EXAMPLE2_GOLD 721

. . . 722

Conclusion: CLAIM 723

Premise: PRO 724

### Answer: 725

B Datasheet for Kialo-PTA24 726

MOTIVATION

For what purpose was the dataset created? 727

Was there a specific task in mind? Was there 728

a specific gap that needed to be filled? Please 729

provide a description. 730

There is currently a lack of multi-topic datasets 731

that assign argument schemes to arguments found 732

online. Of the datasets that exist, very few apply 733

Wagemann’s Periodic Table of Arguments as the 734

taxonomy of choice and, to our knowledge, none 735

provide intermediate annotations of canonical 736

forms that aid the identification of the argument 737

scheme. 738

739

Who created this dataset (e.g., which team, 740

research group) and on behalf of which entity 741

(e.g., company, institution, organization)? 742

Anonymous 743

744

What support was needed to make this 745

dataset? (e.g.who funded the creation of the 746

dataset? If there is an associated grant, provide 747

the name of the grantor and the grant name and 748

number, or if it was supported by a company or 749

government agency, give those details.) 750

Anonymous 751

752
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Any other comments?753

N/A754

755

COMPOSITION

What do the instances that comprise the756

dataset represent (e.g., documents, photos,757

people, countries)? Are there multiple types of758

instances (e.g., movies, users, and ratings; people759

and interactions between them; nodes and edges)?760

Please provide a description.761

The dataset is comprised of pairs of claims from762

Kialo.com.763

764

How many instances are there in total (of765

each type, if appropriate)?766

The dataset consists of 497 pairs of claims with767

corresponding annotations.768

769

Does the dataset contain all possible instances770

or is it a sample (not necessarily random) of771

instances from a larger set? If the dataset is a772

sample, then what is the larger set? Is the sample773

representative of the larger set (e.g., geographic774

coverage)? If so, please describe how this775

representativeness was validated/verified. If it is776

not representative of the larger set, please describe777

why not (e.g., to cover a more diverse range of778

instances, because instances were withheld or779

unavailable).780

The dataset consists of a sample of the claims781

present on Kialo. The data was sampled randomly782

from a scrape of Kialo performed by (Jo et al.,783

2021). The data is representative in the cases784

where arguments were found since we sampled785

from the total set of arguments, however, a sizeable786

portion of the data was not possible to annotate due787

to the lack of a clear argument. These instances788

were omitted as they were not relevant to our study.789

790

What data does each instance consist of?791

“Raw” data (e.g., unprocessed text or images)792

or features? In either case, please provide a793

description.794

Claims are given in raw markdown as given by Jo795

et al. (2021).796

797

Is there a label or target associated with each798

instance? If so, please provide a description.799

Each instance contains the following annotations:800

(i) Canonical form [one of four classes] (ii)801

Original text rephrased into the canonical form 802

(iii) Premise and conclusion after canonicalisation 803

(iv) Substance of premise after canonicalization 804

[one of three classes] (v) Substance of conclusion 805

after canonicalization [one of three classes] (vi) 806

Type of argument based on the Periodic Table of 807

Arguments [one of 36 possible classes] (v) Va- 808

lidity of the argument lever [either true, false or n/a] 809

810

Is any information missing from individual 811

instances? If so, please provide a description, 812

explaining why this information is missing (e.g., 813

because it was unavailable). This does not include 814

intentionally removed information, but might 815

include, e.g., redacted text. 816

No. 817

818

Are relationships between individual in- 819

stances made explicit (e.g., users’ movie ratings, 820

social network links)? If so, please describe how 821

these relationships are made explicit. 822

Individual instances are taken from separate 823

discussions and so are unrelated. 824

825

Are there recommended data splits (e.g., 826

training, development/validation, testing)? If 827

so, please provide a description of these splits, 828

explaining the rationale behind them. 829

We provide a recommended training and testing 830

split. The testing split is the gold standard defined 831

by an expert annotator and has been validating 832

by measuring agreement with the non-expert 833

annotators. 834

835

Are there any errors, sources of noise, or 836

redundancies in the dataset? If so, please 837

provide a description. 838

Two of three annotators were exposed to the 839

annotation scheme for the first time, there is a 840

possibility for misinterpretation of certain class 841

definitions and mistakes in canonicalization. These 842

were mitigated by performing a prior training but 843

may naturally be present regardless. 844

845

Is the dataset self-contained, or does it link 846

to or otherwise rely on external resources (e.g., 847

websites, tweets, other datasets)? If it links to or 848

relies on external resources, a) are there guarantees 849

that they will exist, and remain constant, over 850

time; b) are there official archival versions of 851

the complete dataset (i.e., including the external 852

resources as they existed at the time the dataset 853
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was created); c) are there any restrictions (e.g.,854

licenses, fees) associated with any of the external855

resources that might apply to a future user? Please856

provide descriptions of all external resources and857

any restrictions associated with them, as well as858

links or other access points, as appropriate.859

The dataset is self-contained.860

861

Does the dataset contain data that might862

be considered confidential (e.g., data that is863

protected by legal privilege or by doctor-patient864

confidentiality, data that includes the content of865

individuals’ non-public communications)? If866

so, please provide a description.867

No.868

869

Does the dataset contain data that, if870

viewed directly, might be offensive, insulting,871

threatening, or might otherwise cause anxiety?872

If so, please describe why.873

Yes, the arguments were obtained from a debating874

website where many controversial topics are875

discussed. These are representative of the kinds of876

discussion that appear on the web and are therefore877

essential to the study of online argumentation.878

879

Does the dataset relate to people? If not, you880

may skip the remaining questions in this section.881

Yes.882

883

Does the dataset identify any subpopulations884

(e.g., by age, gender)? If so, please describe how885

these subpopulations are identified and provide a886

description of their respective distributions within887

the dataset.888

No.889

890

Is it possible to identify individuals (i.e., one891

or more natural persons), either directly or892

indirectly (i.e., in combination with other data)893

from the dataset? If so, please describe how.894

It is possible to identify the original user who895

posted a claim by cross-referencing the dataset896

with Kialo.897

898

Does the dataset contain data that might899

be considered sensitive in any way (e.g., data900

that reveals racial or ethnic origins, sexual901

orientations, religious beliefs, political opinions902

or union memberships, or locations; financial903

or health data; biometric or genetic data; forms904

of government identification, such as social905

security numbers; criminal history)? If so, 906

please provide a description. 907

The dataset reveals beliefs and personal opinions 908

that people have made public on Kialo, however, 909

these can only be linked to a user’s ID and not 910

necessarily their actual name. 911

912

Any other comments? 913

N/A 914

915

COLLECTION

How was the data associated with each 916

instance acquired? Was the data directly 917

observable (e.g., raw text, movie ratings), re- 918

ported by subjects (e.g., survey responses), or 919

indirectly inferred/derived from other data (e.g., 920

part-of-speech tags, model-based guesses for age 921

or language)? If data was reported by subjects or 922

indirectly inferred/derived from other data, was the 923

data validated/verified? If so, please describe how. 924

The data was directly observed. 925

926

Over what timeframe was the data collected? 927

Does this timeframe match the creation timeframe 928

of the data associated with the instances (e.g., 929

recent crawl of old news articles)? If not, please 930

describe the timeframe in which the data associated 931

with the instances was created. Finally, list when 932

the dataset was first published. 933

The original data was crawled in 2020 by Jo et al. 934

(2021). The annotation was performed between 935

November and December of 2023. 936

937

What mechanisms or procedures were used 938

to collect the data (e.g., hardware apparatus 939

or sensor, manual human curation, software 940

program, software API)? How were these 941

mechanisms or procedures validated? 942

N/A. 943

944

What was the resource cost of collecting the 945

data? (e.g. what were the required computational 946

resources, and the associated financial costs, 947

and energy consumption - estimate the carbon 948

footprint. See Strubell et al.(Strubell et al., 2019) 949

for approaches in this area.) 950

Approx. $1200 for annotator compensation. 951

952

If the dataset is a sample from a larger set, 953

what was the sampling strategy (e.g., deter- 954
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ministic, probabilistic with specific sampling955

probabilities)?956

We first sampled a pair of claims from each957

discussion with uniform probability. This resulted958

in a set of roughly 1700 arguments, this was then959

downsized to a set of 650 arguments by random960

uniform sampling.961

962

Who was involved in the data collection963

process (e.g., students, crowdworkers, contrac-964

tors) and how were they compensated (e.g., how965

much were crowdworkers paid)?966

Three PhD students in computer science were967

recruited from within our institution, in addition to968

the main author who acted as the expert annotator.969

The three students were paid £16/hr for 20 hours970

of work.971

972

Were any ethical review processes conducted973

(e.g., by an institutional review board)? If974

so, please provide a description of these review975

processes, including the outcomes, as well as976

a link or other access point to any supporting977

documentation.978

Yes, we completed an ethics request form within979

our institution which was approved by a panel980

of experts. The link to the form will be made981

available.982

983

Does the dataset relate to people? If not, you984

may skip the remainder of the questions in this985

section.986

Yes.987

988

Did you collect the data from the individuals989

in question directly, or obtain it via third parties990

or other sources (e.g., websites)?991

Data was obtained via third parties, namely Jo992

et al. (2021) who scraped the data from the Kialo993

website.994

995

Were the individuals in question notified996

about the data collection? If so, please describe997

(or show with screenshots or other information)998

how notice was provided, and provide a link or999

other access point to, or otherwise reproduce, the1000

exact language of the notification itself.1001

No.1002

1003

Did the individuals in question consent to1004

the collection and use of their data? If so,1005

please describe (or show with screenshots or other1006

information) how consent was requested and 1007

provided, and provide a link or other access point 1008

to, or otherwise reproduce, the exact language to 1009

which the individuals consented. 1010

The individual posters did not consent to their 1011

data being used. However, the annotators for our 1012

dataset were given consent forms and a participant 1013

information sheet which they were asked to read 1014

and sign. 1015

1016

If consent was obtained, were the consenting 1017

individuals provided with a mechanism to 1018

revoke their consent in the future or for certain 1019

uses? If so, please provide a description, as well 1020

as a link or other access point to the mechanism (if 1021

appropriate) 1022

N/A 1023

1024

Has an analysis of the potential impact of the 1025

dataset and its use on data subjects (e.g., a data 1026

protection impact analysis)been conducted? If 1027

so, please provide a description of this analysis, 1028

including the outcomes, as well as a link or other 1029

access point to any supporting documentation. 1030

No. 1031

1032

Any other comments? 1033

N/A 1034

1035

PREPROCESSING / CLEANING /
LABELING

Was any preprocessing/cleaning/labeling of 1036

the data done(e.g.,discretization or bucketing, 1037

tokenization, part-of-speech tagging, SIFT 1038

feature extraction, removal of instances, pro- 1039

cessing of missing values)? If so, please provide 1040

a description. If not, you may skip the remainder 1041

of the questions in this section. 1042

The data was labelled for argumentative features 1043

by annotators as detailed in previous sections. 1044

Instances were removed based on there being no 1045

relevant argument to analyse. 1046

1047

Was the “raw” data saved in addition to 1048

the preprocessed/cleaned/labeled data (e.g., 1049

to support unanticipated future uses)? If so, 1050

please provide a link or other access point to the 1051

“raw” data. 1052

Yes. Link pending. 1053

1054
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Is the software used to preprocess/clean/label1055

the instances available? If so, please provide a1056

link or other access point.1057

Our tool ArgNotator was used for labelling. Link1058

pending.1059

1060

Any other comments?1061

N/A1062

1063

USES

Has the dataset been used for any tasks1064

already? If so, please provide a description.1065

Those listed in the paper.1066

1067

Is there a repository that links to any or all1068

papers or systems that use the dataset? If so,1069

please provide a link or other access point.1070

No.1071

1072

What (other) tasks could the dataset be used1073

for?1074

Argument identification, generation and evaluation.1075

1076

Is there anything about the composition1077

of the dataset or the way it was collected and1078

preprocessed/cleaned/labeled that might impact1079

future uses? For example, is there anything that a1080

future user might need to know to avoid uses that1081

could result in unfair treatment of individuals or1082

groups (e.g., stereotyping, quality of service issues)1083

or other undesirable harms (e.g., financial harms,1084

legal risks) If so, please provide a description. Is1085

there anything a future user could do to mitigate1086

these undesirable harms?1087

No.1088

1089

Are there tasks for which the dataset should1090

not be used? If so, please provide a description.1091

This dataset should not be used for de-1092

anonymisation tasks that seek to reveal the1093

identify of Kialo users.1094

1095

Any other comments?1096

N/A1097

1098

DISTRIBUTION

Will the dataset be distributed to third1099

parties outside of the entity (e.g., company,1100

institution, organization) on behalf of which 1101

the dataset was created? If so, please provide a 1102

description. 1103

Yes, the dataset will be maintained on an internally 1104

hosted GitLab instance. 1105

1106

How will the dataset will be distributed (e.g., 1107

tarball on website, API, GitHub)? Does the 1108

dataset have a digital object identifier (DOI)? 1109

Yes, pending paper acceptance. 1110

1111

When will the dataset be distributed? 1112

Upon the approval of the paper. 1113

1114

Will the dataset be distributed under a 1115

copyright or other intellectual property (IP) 1116

license, and/or under applicable terms of use 1117

(ToU)? If so, please describe this license and/or 1118

ToU, and provide a link or other access point to, or 1119

otherwise reproduce, any relevant licensing terms 1120

or ToU, as well as any fees associated with these 1121

restrictions. 1122

We aim to publish under an Attribution CC-BY 1123

licence. 1124

1125

Have any third parties imposed IP-based 1126

or other restrictions on the data associated 1127

with the instances? If so, please describe these 1128

restrictions, and provide a link or other access 1129

point to, or otherwise reproduce, any relevant 1130

licensing terms, as well as any fees associated with 1131

these restrictions. 1132

No. 1133

1134

Do any export controls or other regulatory 1135

restrictions apply to the dataset or to individual 1136

instances? If so, please describe these restrictions, 1137

and provide a link or other access point to, or oth- 1138

erwise reproduce, any supporting documentation. 1139

No. 1140

1141

Any other comments? 1142

N/A 1143

1144

MAINTENANCE

Who is supporting/hosting/maintaining the 1145

dataset? 1146

Main author of the paper. 1147

1148
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How can the owner/curator/manager of the1149

dataset be contacted (e.g., email address)?1150

Main author email will be made available.1151

1152

Is there an erratum? If so, please provide a1153

link or other access point.1154

No.1155

1156

Will the dataset be updated (e.g., to correct1157

labeling errors, add new instances, delete1158

instances)? If so, please describe how often, by1159

whom, and how updates will be communicated to1160

users (e.g., mailing list, GitHub)?1161

We may provide extensions to the dataset and1162

publicise improvements in peer-reviewed venues.1163

1164

If the dataset relates to people, are there1165

applicable limits on the retention of the data1166

associated with the instances (e.g., were indi-1167

viduals in question told that their data would1168

be retained for a fixed period of time and then1169

deleted)? If so, please describe these limits and1170

explain how they will be enforced.1171

No.1172

1173

Will older versions of the dataset continue1174

to be supported/hosted/maintained? If so,1175

please describe how. If not, please describe how its1176

obsolescence will be communicated to users.1177

Yes, all versions of the dataset will be maintained1178

in parallel.1179

1180

If others want to extend/augment/build1181

on/contribute to the dataset, is there a mech-1182

anism for them to do so? If so, please1183

provide a description. Will these contributions1184

be validated/verified? If so, please describe1185

how. If not, why not? Is there a process for1186

communicating/distributing these contributions to1187

other users? If so, please provide a description.1188

Others may extend the dataset or continue work on1189

it and publish their results independently.1190

1191

Any other comments?1192

N/A1193

C Examples1194

The examples in Table 7 demonstrate the behaviour1195

of the various models on argument canonicalisa-1196

tion. FlanT5 appears to consistently produce text1197

in the correct format, and Llama2 with prompting1198

similarly. FlanT5 with prompting however, consis- 1199

tently fails to produce text in the correct structure. 1200

However, we see that with finetuning there is a 1201

drastic shift, the model consistently generates the 1202

output in the correct format while also providing 1203

meaningful canonicalisation. 1204
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Source Text

Claim Student fees are already too expensive and saddle people with a lifetime of debt.
Pro The average student in the UK will owe 50,000 GBP when graduating.

FlanT5-large
(finetuned)

’a’: ’Student fees’, ’y’: ’are already too expensive and saddle people with a lifetime
of debt’, ’x’: ’are already too expensive and saddle people with a lifetime of debt’

Llama2-7b-hf
(finetuned)

’a’: ’students fees’, ’b’: None, ’x’: ’are already too expensive and snake people with
a life of debate.’, ’y’: ’will have 10,0% of alternate student in the UK when you are
able to be able%%%%%%%% of student unions.

FlanT5-large
(5-shot)

’The average student in the UK will owe 50,000 GBP when graduating’

Llama2-7b-hf
(5-shot)

’a’: ’Student fees are already too expensive and saddle people with a lifetime of
debt.’, ’y’: ’The average student in the UK will owe 50,000 GBP when graduating.’ ,
’x’: ’Student fees are already too expensive’

Claim Russia is directly interfering with the governance of other countries through assassi-
nation, coup d’etats and intimidation.

Pro In 2016, Russian intelligence operatives plotted to overthrow the democratically
elected government of Montenegro and murder its prime minister.

FlanT5-large
(finetuned)

’a’: ’Russia’, ’y’: ’plotted to overthrow the democratically elected government of
Montenegro and murder its prime minister’, ’x’: ’is directly interfering with the
governance of other countries through assassination, coup d’etats and intimidation’

Llama2-7b-hf
(finetuned)

2016% of Russian intelligence operation and anxietyiety’, ’b’: None, ’x’: ’is directly
interfering with the governance of other countries through the Taliban party and
anxiety

FlanT5-large
(5-shot)

"Russia is directly interfering with the governance of other countries through assassi-
nation, coup d’etats and intimidation."

Llama2-7b-hf
(5-shot)

’a’: ’Russia is directly interfering with the governance of other countries through
assassination, coup d’etats and intimidation.’, ’y’: ’In 2016’

Claim Firebase has good security.
Pro If the website itself gets breached, they wont be able to access the sensitive informa-

tion.

FlanT5-large
(finetuned)

’a’: ’Firebase’, ’y’: ’has good security’, ’x’: ’is not vulnerable to breaches’

Llama2-7b-hf
(finetuned)

’a’: 19% of alternate reality games’, ’b’: None, ’x’: ’has good security’, ’y’: ’has
good security

FlanT5-large
(5-shot)

’Firebase has good security. If the website itself gets breached, they wont be able to
access the sensitive information.’

Llama2-13b-hf
(5-shot)

’a’: ’Firebase has good security’, ’y’: ’the website itself gets breached’, ’x’: ’they
wont be able to access the sensitive information’

Table 7: Random sample of generations from the various models in our experiments.
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