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Abstract
In large language model (LLM), the challenge001
of catastrophic forgetting remains a formidable002
obstacle to building an omniscient model. De-003
spite the pioneering research on task-level for-004
getting in LLM fine-tuning, there is a dearth005
of studies focusing on finer-grained forgetting006
at the sample level during pre-training. This007
paper delves into the intricacies of forgetting008
during the pre-training phase, where models are009
typically trained on a massive diverse corpus010
for only one epoch. We systematically explore011
the existence, essence, and measurement of for-012
getting in LLM pre-training. Specifically, we013
investigate the limitations of traditional metrics014
such as perplexity (PPL) in accurately mea-015
suring forgetting in pre-training, and propose016
several new metrics evaluating LLM’s ability017
to assess related memories of entities, which is018
viewed as the key reflection of whether forget-019
ting happens in pre-training. Extensive evalua-020
tions and insights on forgetting of pre-training021
facilitate future research on LLMs.022

1 Introduction023

In NLP, the phenomenon of catastrophic forget-024

ting (McCloskey and Cohen, 1989; Ratcliff, 1990)025

poses a significant challenge to the development of026

models capable of continuous learning, which is027

also observed in LLM. Traditionally, the challenge028

of catastrophic forgetting in neural networks is es-029

pecially pronounced when models are tasked with030

retaining knowledge across diverse datasets (Sun031

et al., 2020; Jin et al., 2021; de Masson D’Autume032

et al., 2019; Wang et al., 2020; Qin et al., 2022),033

necessitating a delicate balance between the ac-034

quisition of new information and the retention of035

previously learned knowledge. This issue arises036

due to the shift in input distribution across different037

tasks, which can lead to the model’s inability to038

remember past information effectively.039

Although some pioneer efforts have explored the040

forgetting issue in LLM fine-tuning (which focuses041

more on task-level forgetting), there is a lack of 042

research on finer-grained forgetting at the sample 043

level in pre-training. Luo et al. (2023), Wang et al. 044

(2023), and Wu et al. (2024) focused on forget- 045

ting in fine-tuning by measuring the performance 046

of new tasks with continual tuning. Other efforts 047

(Tirumala et al., 2022; Biderman et al., 2023) stud- 048

ied sample-level memorization, where some exper- 049

iments roughly imply the existence of forgetting in 050

LLM pre-training. Nonetheless, these studies have 051

devoted limited attention to systematically explor- 052

ing and quantifying the forgetting in pre-training. 053

Systematically exploring the forgetting in LLM 054

pre-training is essential, and it does widely exist 055

in current LLMs, harming their performance. Intu- 056

itively, a typical situation when we notice there is 057

certain forgetting happening in pre-training is that: 058

LLM outputs an unsatisfactory reply, while the hint 059

is already in the pre-training data. However, quan- 060

titatively measuring forgetting in pre-training is 061

extremely difficult. Different from works studying 062

forgetting in fine-tuning that measure with specific 063

task-related metrics (e.g., QA accuracy), the pre- 064

training stage is not optimized for specific tasks or 065

datasets. Moreover, the conventional LLM metrics 066

like perplexity (PPL) are also verified to be insen- 067

sitive in measuring forgetting in pre-training. This 068

raises two pertinent questions: (1) How to correctly 069

recognize the forgetting in pre-training? (2) How 070

to quantitatively measure it in pre-training? 071

To address the above questions, we first build a 072

specialized scenario to magnify the forgetting is- 073

sue, and scrutinize the limitation of conventional 074

metrics (e.g., PPL) in identifying pre-training for- 075

getting. Next, looking deeper into the essence of 076

pre-training forgetting, we conclude that the re- 077

call ability of entity-related information is the 078

most explicit and significant indicator to reflect 079

pre-training forgetting for practical user perception. 080

Subsequently, we propose three novel metrics and 081

experimentally confirm the occurrence of forget- 082
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Figure 1: Perplexity (PPL) of the GPT-2 XL model on
uniformly sampled 1/100 segments of the training data.
Considering forgetting does help the performance.

ting during pre-training.083

Our contributions are summarized as follows:084

(1) We systematically highlight the existence and085

essence of forgetting in pre-training. (2) We intro-086

duce several novel entity-related metrics to quanti-087

tatively measure pre-training forgetting.088

2 Existence of Pre-training Forgetting089

2.1 Intuition on Pre-training Forgetting090

First, we explore whether, after pre-trained, an091

LLM exhibits a pattern of decreased performance092

on earlier samples, suggesting sample-level for-093

getting in pre-training. Consequently, a natural094

approach to testing this hypothesis is to sample the095

training data uniformly in the order of their presen-096

tation during pre-training to form an evaluation set.097

We aim to evaluate whether conventional metrics098

like PPL can effectively track the trend of forget-099

ting over training steps by assessing the model’s100

performance on this set.101

Setup: We shuffled a dataset with 4.9e8 tokens102

subset from SlimPajama (Soboleva et al., 2023) for103

consistency across experiments, conducting stan-104

dard and memory-replay pre-training. A test set105

was created by sequentially segmenting the train-106

ing data according to the training steps and uni-107

formly sampling 1/100 of each segment, reflecting108

the model’s training progression. PPL is plotted109

against the number of training tokens processed,110

with the test set’s token count scaled to match the111

model’s exposure. More details are in Appendix.112

Results: The result is shown in Figure 1. Our ob-113

servations indicate that: (1) The pre-trained model114

shows stable performance across early and late115

training data, with comparable perplexity (PPL),116

challenging the hypothesis of higher early training117

perplexity. This suggests either that forgetting is118

not occurring, contrary to our understanding, or 119

that forgetting exists but is not captured by PPL. 120

(2) Models with a replay mechanism during pre- 121

training show better test set performance, with a 122

notable drop in average PPL (280.66 with replay 123

vs. 303.63 without), indirectly confirming the exis- 124

tence of forgetting through performance gains from 125

repeated sample learning. 126

2.2 Underestimate of Pre-Training Forgetting 127

In previous experiments, we realized that detecting 128

forgetting was challenging in a single pre-training 129

dataset due to the uniformity of the data. To address 130

the difficulty of detecting forgetting in a uniform 131

single pre-training dataset, we’ve adopted an A+B 132

dual-dataset approach. This setup, with dataset 133

A’s smaller subset and dataset B’s larger subset, 134

mimics the incremental addition of data in pre- 135

training, magnifying forgetting effects for clearer 136

metric evaluation. This is a common and practical 137

scenario for continuing pre-training. 138

Setup: We proceed by uniformly sampling a subset 139

from dataset A as a test set and then train on dataset 140

B, evaluating the model to observe its response to 141

the changed data distribution, offering insights into 142

knowledge retention and decay. 143

We conducted two experiments, employing the 144

OpenWebText (Aaron Gokaslan*, 2019) dataset 145

(∼8B tokens) in its entirety for dataset A in one 146

experiment, and a uniformly sampled subset from 147

the Pile (Gao et al., 2020) (∼ 13B) for the other. 148

Dataset B was constituted by a uniformly sampled 149

subset of approximately 49 B tokens from SlimPa- 150

jama. More details are in the Appendix. 151

Results of PPL: The results are shown in Figure 152

2 (a)(b). Contrary to our initial assumptions that 153

the perplexity (PPL) of dataset A would gradually 154

increase during the training of dataset B due to for- 155

getting, our observations show that the PPL on the 156

A evaluation set actually decreased progressively 157

throughout the training of dataset B in both experi- 158

mental setups. Even at the critical juncture when 159

transitioning from dataset A to dataset B, there was 160

a negligible indication of catastrophic forgetting 161

detectable through PPL. 162

M(f) Metric: Acknowledging the limitations of 163

perplexity as a metric for capturing forgetting, we 164

have adopted the M(f) metric proposed by Tirumala 165

et al. (2022). The detailed definition of M(f) is: 166

Definition 1 (Tirumala et al., 2022) Let V denote 167

the vocabulary size. The set C consists of contexts 168
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Figure 2: (a), (b): Perplexity (PPL) of the eval of dataset A in relation to the number of trained tokens. B is a subset
from SlimPajama. A is a subset of OpenWebText(a) or the Pile(b). The fluctuating PPL is not a good indicator of
pre-training forgetting. (c): M(f) of the eval for the Pile. At the A-to-B dataset transition, M(f) shows negligible
changes, and then M(f) consistently increases, where we capture the subtle signal of pre-training forgetting.

(s, y), where s is an incomplete text and y is the cor-169

rect token index. S contains all input contexts, and170

f : S → RV is a language model. A context c is171

memorized if f(s)’s maximum value corresponds to172

y, i.e., argmaxw∈RV f(s) = y. We assess the frac-173

tion of contexts memorized by the model f using174

the metric M(f) =
∑

(s,y)∈C 1{argmax(f(s))=y}
|C| .175

Results of M(f): In this experiment, we contin-176

ued to employ the A (the Pile) + B (SlimPajama)177

dataset setup and evaluated the model throughout178

the entire training process. We also continue to179

use a uniformly sampled 1/1000 part of A as the180

test set. We observed that at the transition from181

dataset A to dataset B, M(f) exhibited negligible182

fluctuations. Subsequently, as training progressed183

on dataset B, the evaluation set’s performance, as184

measured by M(f), demonstrated a continuous im-185

provement. The results are given in Figure 2.186

It is plausible to hypothesize that PPL’s proba-187

bilistic averaging inherent may not accurately re-188

flect forgetting for common tokens due to their high189

prediction accuracy, potentially masking informa-190

tion loss for less frequent elements. In contrast, the191

M(f) metric’s binary evaluation is more sensitive192

to memory errors, offering a clearer view of the193

model’s retention of critical information, essential194

for understanding catastrophic forgetting.195

Limitation leads to Underestimate: Certainly,196

it is important to acknowledge that both the per-197

plexity (PPL) and M(f) metrics have limitations198

in fully capturing the model’s forgetting behavior.199

Our observations indicate that throughout the train-200

ing process, after the model has completed training201

on dataset A and transitions to dataset B, both met-202

rics show a continuous improvement, with minimal203

signs of forgetting at the transition point. This 204

suggests a plausible hypothesis: the metrics’ inabil- 205

ity to account for the variability in data and token 206

difficulty may lead to an underestimation of for- 207

getting, as they are dominated by features that are 208

inherently resistant to forgetting (such as common 209

tokens and simple, everyday text). Such features 210

may not exhibit significant prediction errors even 211

when the dataset changes, thereby obscuring the 212

true extent of the model’s forgetting. 213

3 New Entity-related Metrics for 214

Measuring Pre-training Forgetting 215

The essence of pre-training forgetting: Building 216

upon the findings presented, a pertinent inquiry 217

emerges: Which segments of the dataset should be 218

scrutinized to gain a comprehensive understanding 219

of the forgetting phenomenon? 220

We argue that during pre-training, the focus 221

should be on the forgetting associated with entity- 222

related information. We posit that the capabilities 223

imparted to a model by a dataset can be broadly cat- 224

egorized into two components: information related 225

to entities and task-specific competencies. (1) As 226

demonstrated by Sorscher et al. (2022), the power 227

law scaling of error suggests that many training 228

examples are redundant, and in data-rich scenar- 229

ios, pruning should focus on retaining challenging 230

examples. Entity-related data, which is less fre- 231

quent, is crucial for users’ perception of forgetting 232

in LLMs, as it’s harder to determine if the loss of 233

abstract capabilities is due to model limitations or 234

forgetting, making entity information key in pre- 235

training. (2) We have also considered the approach 236

of Supervised Fine-Tuning (SFT), which involves 237

training pre-trained models on instructional data. 238
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Figure 3: Training dynamics across setting A (Pile) →
B (SlimPajama) datasets: entity-focused evaluation set
from A reveals marked metric degradation during the
A-to-B transition. Despite this, traditional metrics on
entity-focused samples such as PPLent and M(f)ent ex-
hibit partial recovery during dataset B training. This
implies that even for entity-related evaluations, conven-
tional metrics still largely focus on information that is
less related to entities, which can continue to improve
with further learning. Therefore, PPLent and M(f)ent are
not that sensitive and accurate as Mex and Min in mea-
suring pre-training forgetting.

This phase of training enhances the model’s capa-239

bilities for downstream tasks, and we view it as240

a stage where the emphasis is on augmenting the241

model’s competencies. Nevertheless, for the pre-242

training phase, our focus is more directed towards243

the acquisition of entity information. (3) Compar-244

ing with the forgetting of entities, the forgetting245

of other content (e.g., capabilities related to down-246

stream tasks) by the model is more challenging to247

define and remains ambiguous. Entities serve as an248

optimal vehicle for exploring the phenomenon of249

forgetting within our cognitive framework.250

Entity-related Metrics: To evaluate the model’s251

forgetting of entities, we followed the memoriza-252

tion score in Biderman et al. (2023) and introduced253

two additional metrics for pre-training forgetting.254

(1) Min: For a set of entities C, we select all255

samples S containing these entities, determine their256

positions in each sample si ∈ S, and use the pre-257

ceding 32 tokens as input (with the entity cj ∈ C258

at the end) and the following 32 tokens as output.259

We then decode 32 tokens greedily and measure260

accuracy against the output, assessing the model’s261

memory of entity-related information. 262

(2) Mex: Similar to Min, for each sample si con- 263

taining entity cj , we use the preceding 32 tokens 264

as input (excluding cj) and the following 32 tokens 265

as output (starting with cj). Greedy decoding of 32 266

tokens yields ô, and we score 1 if ô includes cj , 0 267

otherwise, assessing the model’s recall of entities 268

given related context. 269

Besides, we also adopt two entity-centric met- 270

rics PPLent and M(f)ent, which measure existing 271

metrics PPL and M(f) on entity-involved samples. 272

Setup: In this section, we continue to leverage 273

the A+B dataset configuration to accentuate the 274

phenomenon of forgetting, employing the A (the 275

Pile) + B (SlimPajama) dataset setup and training 276

the model on both datasets. Testing is conducted 277

during the training of dataset B. 278

To focus on entity-level forgetting, we selected 279

400,000 Wikipedia entries, analyzing entity fre- 280

quency across datasets A and B. We formed set 281

C from the top 1/2 frequent entities in A and the 282

bottom 1/2 in B. Samples extracted from A with 283

entities from C were used to evaluate dataset A. 284

Due to Mex’s complexity, we kept samples with 285

Mex = 1 post-training on A and monitored their 286

forgetting during B’s training. 287

Results: In this experiment, we have demonstrated 288

the following: (1) When testing for forgetting on 289

data related to entities, a more pronounced forget- 290

ting phenomenon is observed. (2) Regardless of 291

whether perplexity (PPL) or M(f) is used, the met- 292

rics show a gradual recovery over the course of 293

training, indicating that these metrics are more in- 294

fluenced by the less forgettable aspects of the data. 295

(3) Comparatively, the newly proposed metrics Mex 296

and Min are more challenging to recover, making 297

them more suitable for indicating the phenomenon 298

of forgetting. 299

4 Conclusion and Future Work 300

In conclusion, our research contributes to the un- 301

derstanding of catastrophic forgetting during the 302

pre-training phase of large language models. By 303

examining the limitations of traditional metrics and 304

introducing new ones, we have provided a more 305

detailed analysis of the forgetting phenomenon. 306

In the future, to mitigate the phenomenon of for- 307

getting, it is necessary to investigate (1) the impact 308

of more refined data ratios and learning sequences 309

in pre-training datasets, and (2) the potential of 310

memory-replay methods to alleviate forgetting. 311
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A Setup Details384

We include the detailed experimental setup in this385

section. For all experiments, we set the training386

micro-batch size as 576, and fix a sequence length387

of 1024 across all experiments.388

Setup for Section 2.1 We utilized the GPT-2 XL389

model (1.5B) (Radford et al., 2019) and trained it390

on a dataset sampled from SlimPajama (Soboleva391

et al., 2023), consisting of 4.9e8 tokens. Prior to392

training, we shuffled the data to ensure that the393

order of training instances was consistent across394

different experiments. We conducted two experi-395

ments: a standard pre-training and a pre-training396

with a replay mechanism that retrieves a batch of397

data, equivalent in size to the training batch. (where398

we stored all trained data using Elasticsearch (Elas-399

ticsearch, 2018) and performed a replay every 10400

steps). At each replay step, we use the current401

batch’s training data to uniformly sample an equal402

amount of data from the completed training data403

based on similarity. This ensures a uniform re-404

play throughout the entire data training process,405

with an additional 1/10 increase in training vol-406

ume. For evaluation, we constructed a test set by407

sequentially segmenting the training data accord-408

ing to the training steps and uniformly sampling409

1/100 of each segment. The samples were then re-410

assembled in their original stepwise order to ensure411

uniform distribution across the training steps, thus412

creating a test set that mirrors the model’s training413

progression. We plotted perplexity (PPL) against414

the number of training tokens processed, with the415

evaluation set’s token count scaled proportionally416

to reflect the model’s exposure to the training data.417

Setup for Section 2.2 To ensure computational418

feasibility in our experiments, we choose GPT-2419

(0.1B) in this section. We uniformly sample 1/1000420

of dataset A to constitute a eval set, and perform421

evaluations every 1000 training steps during the422

training process of dataset B.423
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