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Abstract

In large language model (LLM), the challenge
of catastrophic forgetting remains a formidable
obstacle to building an omniscient model. De-
spite the pioneering research on task-level for-
getting in LLM fine-tuning, there is a dearth
of studies focusing on finer-grained forgetting
at the sample level during pre-training. This
paper delves into the intricacies of forgetting
during the pre-training phase, where models are
typically trained on a massive diverse corpus
for only one epoch. We systematically explore
the existence, essence, and measurement of for-
getting in LLM pre-training. Specifically, we
investigate the limitations of traditional metrics
such as perplexity (PPL) in accurately mea-
suring forgetting in pre-training, and propose
several new metrics evaluating LLM’s ability
to assess related memories of entities, which is
viewed as the key reflection of whether forget-
ting happens in pre-training. Extensive evalua-
tions and insights on forgetting of pre-training
facilitate future research on LLMs.

1 Introduction

In NLP, the phenomenon of catastrophic forget-
ting (McCloskey and Cohen, 1989; Ratcliff, 1990)
poses a significant challenge to the development of
models capable of continuous learning, which is
also observed in LLM. Traditionally, the challenge
of catastrophic forgetting in neural networks is es-
pecially pronounced when models are tasked with
retaining knowledge across diverse datasets (Sun
et al., 2020; Jin et al., 2021; de Masson D’ Autume
et al., 2019; Wang et al., 2020; Qin et al., 2022),
necessitating a delicate balance between the ac-
quisition of new information and the retention of
previously learned knowledge. This issue arises
due to the shift in input distribution across different
tasks, which can lead to the model’s inability to
remember past information effectively.

Although some pioneer efforts have explored the
forgetting issue in LLM fine-tuning (which focuses

more on task-level forgetting), there is a lack of
research on finer-grained forgetting at the sample
level in pre-training. Luo et al. (2023), Wang et al.
(2023), and Wu et al. (2024) focused on forget-
ting in fine-tuning by measuring the performance
of new tasks with continual tuning. Other efforts
(Tirumala et al., 2022; Biderman et al., 2023) stud-
ied sample-level memorization, where some exper-
iments roughly imply the existence of forgetting in
LLM pre-training. Nonetheless, these studies have
devoted limited attention to systematically explor-
ing and quantifying the forgetting in pre-training.

Systematically exploring the forgetting in LLM
pre-training is essential, and it does widely exist
in current LLMs, harming their performance. Intu-
itively, a typical situation when we notice there is
certain forgetting happening in pre-training is that:
LLM outputs an unsatisfactory reply, while the hint
is already in the pre-training data. However, quan-
titatively measuring forgetting in pre-training is
extremely difficult. Different from works studying
forgetting in fine-tuning that measure with specific
task-related metrics (e.g., QA accuracy), the pre-
training stage is not optimized for specific tasks or
datasets. Moreover, the conventional LLM metrics
like perplexity (PPL) are also verified to be insen-
sitive in measuring forgetting in pre-training. This
raises two pertinent questions: (1) How to correctly
recognize the forgetting in pre-training? (2) How
to quantitatively measure it in pre-training?

To address the above questions, we first build a
specialized scenario to magnify the forgetting is-
sue, and scrutinize the limitation of conventional
metrics (e.g., PPL) in identifying pre-training for-
getting. Next, looking deeper into the essence of
pre-training forgetting, we conclude that the re-
call ability of entity-related information is the
most explicit and significant indicator to reflect
pre-training forgetting for practical user perception.
Subsequently, we propose three novel metrics and
experimentally confirm the occurrence of forget-
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Figure 1: Perplexity (PPL) of the GPT-2 XL model on
uniformly sampled 1/100 segments of the training data.
Considering forgetting does help the performance.

ting during pre-training.

Our contributions are summarized as follows:
(1) We systematically highlight the existence and
essence of forgetting in pre-training. (2) We intro-
duce several novel entity-related metrics to quanti-
tatively measure pre-training forgetting.

2 Existence of Pre-training Forgetting

2.1 Intuition on Pre-training Forgetting

First, we explore whether, after pre-trained, an
LLM exhibits a pattern of decreased performance
on earlier samples, suggesting sample-level for-
getting in pre-training. Consequently, a natural
approach to testing this hypothesis is to sample the
training data uniformly in the order of their presen-
tation during pre-training to form an evaluation set.
We aim to evaluate whether conventional metrics
like PPL can effectively track the trend of forget-
ting over training steps by assessing the model’s
performance on this set.

Setup: We shuffled a dataset with 4.9¢8 tokens
subset from SlimPajama (Soboleva et al., 2023) for
consistency across experiments, conducting stan-
dard and memory-replay pre-training. A test set
was created by sequentially segmenting the train-
ing data according to the training steps and uni-
formly sampling 1/100 of each segment, reflecting
the model’s training progression. PPL is plotted
against the number of training tokens processed,
with the test set’s token count scaled to match the
model’s exposure. More details are in Appendix.
Results: The result is shown in Figure 1. Our ob-
servations indicate that: (1) The pre-trained model
shows stable performance across early and late
training data, with comparable perplexity (PPL),
challenging the hypothesis of higher early training
perplexity. This suggests either that forgetting is

not occurring, contrary to our understanding, or
that forgetting exists but is not captured by PPL.
(2) Models with a replay mechanism during pre-
training show better test set performance, with a
notable drop in average PPL (280.66 with replay
vs. 303.63 without), indirectly confirming the exis-
tence of forgetting through performance gains from
repeated sample learning.

2.2 Underestimate of Pre-Training Forgetting

In previous experiments, we realized that detecting
forgetting was challenging in a single pre-training
dataset due to the uniformity of the data. To address
the difficulty of detecting forgetting in a uniform
single pre-training dataset, we’ve adopted an A+B
dual-dataset approach. This setup, with dataset
A’s smaller subset and dataset B’s larger subset,
mimics the incremental addition of data in pre-
training, magnifying forgetting effects for clearer
metric evaluation. This is a common and practical
scenario for continuing pre-training.

Setup: We proceed by uniformly sampling a subset
from dataset A as a test set and then train on dataset
B, evaluating the model to observe its response to
the changed data distribution, offering insights into
knowledge retention and decay.

We conducted two experiments, employing the
OpenWebText (Aaron Gokaslan*, 2019) dataset
(~8B tokens) in its entirety for dataset A in one
experiment, and a uniformly sampled subset from
the Pile (Gao et al., 2020) (~ 13B) for the other.
Dataset B was constituted by a uniformly sampled
subset of approximately 49 B tokens from SlimPa-
jama. More details are in the Appendix.

Results of PPL: The results are shown in Figure
2 (a)(b). Contrary to our initial assumptions that
the perplexity (PPL) of dataset A would gradually
increase during the training of dataset B due to for-
getting, our observations show that the PPL on the
A evaluation set actually decreased progressively
throughout the training of dataset B in both experi-
mental setups. Even at the critical juncture when
transitioning from dataset A to dataset B, there was
a negligible indication of catastrophic forgetting
detectable through PPL.

M(f) Metric: Acknowledging the limitations of
perplexity as a metric for capturing forgetting, we
have adopted the M(f) metric proposed by Tirumala
et al. (2022). The detailed definition of M(f) is:

Definition 1 (Tirumala et al., 2022) Let V' denote
the vocabulary size. The set C' consists of contexts
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Figure 2: (a), (b): Perplexity (PPL) of the eval of dataset A in relation to the number of trained tokens. B is a subset

from SlimPajama. A is a subset of OpenWebText(a) or

the Pile(b). The fluctuating PPL is not a good indicator of

pre-training forgetting. (c): M(f) of the eval for the Pile. At the A-to-B dataset transition, M(f) shows negligible
changes, and then M(f) consistently increases, where we capture the subtle signal of pre-training forgetting.

(s,y), where s is an incomplete text and y is the cor-
rect token index. S contains all input contexts, and
f: S — RY is alanguage model. A context c is
memorized if f(s)’s maximum value corresponds to
y, Le., argmaxy,cpv f(s) = y. We assess the frac-
tion of contexts memorized by the model f using

the metric M(f) = Lsyec l{aigr‘nax(f(s)):y}.

Results of M(f): In this experiment, we contin-
ued to employ the A (the Pile) + B (SlimPajama)
dataset setup and evaluated the model throughout
the entire training process. We also continue to
use a uniformly sampled 1/1000 part of A as the
test set. We observed that at the transition from
dataset A to dataset B, M(f) exhibited negligible
fluctuations. Subsequently, as training progressed
on dataset B, the evaluation set’s performance, as
measured by M(f), demonstrated a continuous im-
provement. The results are given in Figure 2.

It is plausible to hypothesize that PPL’s proba-
bilistic averaging inherent may not accurately re-
flect forgetting for common tokens due to their high
prediction accuracy, potentially masking informa-
tion loss for less frequent elements. In contrast, the
M(f) metric’s binary evaluation is more sensitive
to memory errors, offering a clearer view of the
model’s retention of critical information, essential
for understanding catastrophic forgetting.

Limitation leads to Underestimate: Certainly,
it is important to acknowledge that both the per-
plexity (PPL) and M(f) metrics have limitations
in fully capturing the model’s forgetting behavior.
Our observations indicate that throughout the train-
ing process, after the model has completed training
on dataset A and transitions to dataset B, both met-
rics show a continuous improvement, with minimal

signs of forgetting at the transition point. This
suggests a plausible hypothesis: the metrics’ inabil-
ity to account for the variability in data and token
difficulty may lead to an underestimation of for-
getting, as they are dominated by features that are
inherently resistant to forgetting (such as common
tokens and simple, everyday text). Such features
may not exhibit significant prediction errors even
when the dataset changes, thereby obscuring the
true extent of the model’s forgetting.

3 New Entity-related Metrics for
Measuring Pre-training Forgetting

The essence of pre-training forgetting: Building
upon the findings presented, a pertinent inquiry
emerges: Which segments of the dataset should be
scrutinized to gain a comprehensive understanding
of the forgetting phenomenon?

We argue that during pre-training, the focus
should be on the forgetting associated with entity-
related information. We posit that the capabilities
imparted to a model by a dataset can be broadly cat-
egorized into two components: information related
to entities and task-specific competencies. (1) As
demonstrated by Sorscher et al. (2022), the power
law scaling of error suggests that many training
examples are redundant, and in data-rich scenar-
ios, pruning should focus on retaining challenging
examples. Entity-related data, which is less fre-
quent, is crucial for users’ perception of forgetting
in LLMs, as it’s harder to determine if the loss of
abstract capabilities is due to model limitations or
forgetting, making entity information key in pre-
training. (2) We have also considered the approach
of Supervised Fine-Tuning (SFT), which involves
training pre-trained models on instructional data.
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Figure 3: Training dynamics across setting A (Pile) —
B (SlimPajama) datasets: entity-focused evaluation set
from A reveals marked metric degradation during the
A-to-B transition. Despite this, traditional metrics on
entity-focused samples such as PPL.,; and M(f)e €x-
hibit partial recovery during dataset B training. This
implies that even for entity-related evaluations, conven-
tional metrics still largely focus on information that is
less related to entities, which can continue to improve
with further learning. Therefore, PPL, and M(f). are
not that sensitive and accurate as M., and M, in mea-
suring pre-training forgetting.

This phase of training enhances the model’s capa-
bilities for downstream tasks, and we view it as
a stage where the emphasis is on augmenting the
model’s competencies. Nevertheless, for the pre-
training phase, our focus is more directed towards
the acquisition of entity information. (3) Compar-
ing with the forgetting of entities, the forgetting
of other content (e.g., capabilities related to down-
stream tasks) by the model is more challenging to
define and remains ambiguous. Entities serve as an
optimal vehicle for exploring the phenomenon of
forgetting within our cognitive framework.

Entity-related Metrics: To evaluate the model’s
forgetting of entities, we followed the memoriza-
tion score in Biderman et al. (2023) and introduced
two additional metrics for pre-training forgetting.

(1) M;,: For a set of entities C', we select all
samples .S containing these entities, determine their
positions in each sample s; € S, and use the pre-
ceding 32 tokens as input (with the entity ¢; € C
at the end) and the following 32 tokens as output.
We then decode 32 tokens greedily and measure
accuracy against the output, assessing the model’s

memory of entity-related information.

(2) Mex: Similar to My, for each sample s; con-
taining entity c;, we use the preceding 32 tokens
as input (excluding c;) and the following 32 tokens
as output (starting with c;). Greedy decoding of 32
tokens yields 6, and we score 1 if o includes c;, 0
otherwise, assessing the model’s recall of entities
given related context.

Besides, we also adopt two entity-centric met-
rics PPL¢y¢ and M(f)ent, which measure existing
metrics PPL and M(f) on entity-involved samples.
Setup: In this section, we continue to leverage
the A+B dataset configuration to accentuate the
phenomenon of forgetting, employing the A (the
Pile) + B (SlimPajama) dataset setup and training
the model on both datasets. Testing is conducted
during the training of dataset B.

To focus on entity-level forgetting, we selected

400,000 Wikipedia entries, analyzing entity fre-
quency across datasets A and B. We formed set
C from the top 1/2 frequent entities in A and the
bottom 1/2 in B. Samples extracted from A with
entities from C' were used to evaluate dataset A.
Due to Mc’s complexity, we kept samples with
Mex = 1 post-training on A and monitored their
forgetting during B’s training.
Results: In this experiment, we have demonstrated
the following: (1) When testing for forgetting on
data related to entities, a more pronounced forget-
ting phenomenon is observed. (2) Regardless of
whether perplexity (PPL) or M(f) is used, the met-
rics show a gradual recovery over the course of
training, indicating that these metrics are more in-
fluenced by the less forgettable aspects of the data.
(3) Comparatively, the newly proposed metrics Mg
and Mj, are more challenging to recover, making
them more suitable for indicating the phenomenon
of forgetting.

4 Conclusion and Future Work

In conclusion, our research contributes to the un-
derstanding of catastrophic forgetting during the
pre-training phase of large language models. By
examining the limitations of traditional metrics and
introducing new ones, we have provided a more
detailed analysis of the forgetting phenomenon.

In the future, to mitigate the phenomenon of for-
getting, it is necessary to investigate (1) the impact
of more refined data ratios and learning sequences
in pre-training datasets, and (2) the potential of
memory-replay methods to alleviate forgetting.
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A Setup Details

We include the detailed experimental setup in this
section. For all experiments, we set the training
micro-batch size as 576, and fix a sequence length
of 1024 across all experiments.

Setup for Section 2.1 We utilized the GPT-2 XL
model (1.5B) (Radford et al., 2019) and trained it
on a dataset sampled from SlimPajama (Soboleva
et al., 2023), consisting of 4.9e8 tokens. Prior to
training, we shuffled the data to ensure that the
order of training instances was consistent across
different experiments. We conducted two experi-
ments: a standard pre-training and a pre-training
with a replay mechanism that retrieves a batch of
data, equivalent in size to the training batch. (where
we stored all trained data using Elasticsearch (Elas-
ticsearch, 2018) and performed a replay every 10
steps). At each replay step, we use the current
batch’s training data to uniformly sample an equal
amount of data from the completed training data
based on similarity. This ensures a uniform re-
play throughout the entire data training process,
with an additional 1/10 increase in training vol-
ume. For evaluation, we constructed a test set by
sequentially segmenting the training data accord-
ing to the training steps and uniformly sampling
1/100 of each segment. The samples were then re-
assembled in their original stepwise order to ensure
uniform distribution across the training steps, thus
creating a test set that mirrors the model’s training
progression. We plotted perplexity (PPL) against
the number of training tokens processed, with the
evaluation set’s token count scaled proportionally
to reflect the model’s exposure to the training data.

Setup for Section 2.2 To ensure computational
feasibility in our experiments, we choose GPT-2
(0.1B) in this section. We uniformly sample 1/1000
of dataset A to constitute a eval set, and perform
evaluations every 1000 training steps during the
training process of dataset B.
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