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Figure 1: Given a few-shot target dataset of a specific domain such as sketches painted by an artist (a),
it is usually difficult to directly generate images of this domain using pretrained text-to-image models
(b). By using DomainGallery we propose in this work, we can achieve domain-driven generation in
intra-category (c); cross-category (d); extra attribute (e); and personalization (f) scenarios.

Abstract

The recent progress in text-to-image models pretrained on large-scale datasets has
enabled us to generate various images as long as we provide a text prompt describ-
ing what we want. Nevertheless, the availability of these models is still limited
when we expect to generate images that fall into a specific domain either hard to
describe or just unseen to the models. In this work, we propose DomainGallery, a
few-shot domain-driven image generation method which aims at finetuning pre-
trained Stable Diffusion on few-shot target datasets in an attribute-centric manner.
Specifically, DomainGallery features prior attribute erasure, attribute disentangle-
ment, regularization and enhancement. These techniques are tailored to few-shot
domain-driven generation in order to solve key issues that previous works have
failed to settle. Extensive experiments are given to validate the superior perfor-
mance of DomainGallery on a variety of domain-driven generation scenarios.
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1 Introduction

Walking down the street, you see an artist painting portrait sketches for people. You are fascinated
by a couple of masterpieces set by the side, showing his/her unique painting style which you find it
difficult to describe by words. Deeply interested, you are in the mood for seeing more sketches, and it
would be perfect to see him/her painting other things like dogs, especially your favorite ones at home.

As a fundamental topic in computer vision, image generation has been attracting enormous research
efforts. However, through the years from VAEs [23], GANs [13] to diffusion models [16], generative
models are becoming more and more data-hungry in order to properly model the distribution of
images, as the most recent Stable Diffusions [35] have been trained on billions of text-image pairs
[39]. Thus unfortunately, it is usually infeasible to directly train a generative model given only
few-shot (around ten, or fewer) images of a specific target domain.

To tackle such challenging scenarios, one paradigm of solutions is model transfer, which first trains a
model on a relevant source domain and then transfers it to the target domain by finetuning on the
few-shot target dataset. Nevertheless, as Zhao et al. [56] have pointed out, the performance of model
transfer methods will be significantly influenced by the relevance between source/target domains.
Therefore, the applicability of these methods will be limited if we either fail to find a proper source
dataset, or just do not have enough resources to train a generative model from scratch.

With the recent progress in pretrained text-to-image (T2I) models [28, 31–33, 35, 38, 52], it seems that
anything can be generated simply by putting a text prompt into an off-the-shelf pretrained T2I model.
However, T2I models are still far from once for all solutions to image generation. Sometimes it is
difficult or even impossible to precisely describe certain styles (e.g. sketches by an artist) and contents
(e.g. new concepts or personalized subjects), or what we want is simply unseen (thus unknown) to
the model. Fortunately, T2I models can serve as universal source models to be finetuned on specific
target datasets. Recent works finetuning T2I models have mostly focused on either finetuning with
relatively abundant images (tens, hundreds, or more) [11], or few-shot subject-driven generation
whose datasets consist of a single person or object [12, 37]. On the contrary, few-shot domain-driven
generation analogous to the conventional model transfer has rarely been explored.

In this work, we analyze and perform few-shot domain-driven image generation from the view of
attributes, as a domain is defined by common attributes shared among images (see Sec. 3). We seek
to master four generation cases as illustrated in Fig. 1: Intra-category: The generated images contain
both the domain attributes and the categorical attribute of the given target dataset, as in conventional
model transfer; Cross-category: While containing non-categorical domain attributes, images of
other categories can be generated through text control, as a feature of T2I models; Extra attribute:
Either intra- or cross-category, we can attach additional attributes to the images; Personalization:
We hope to combine domain-driven and subject-driven generation for better personalization. In
order to achieve these goals, we propose DomainGallery, adopting DreamBooth-like [37] finetuning
paradigm where the non-categorical domain attributes are learned and bound to an identifier word, so
that the generation can be done via a normal T2I pipeline. DomainGallery features four attribute-
centric finetuning techniques which respectively settle four challenges:

(1) Prior attribute erasure: The prior attributes of the identifier word may possibly show up even if
we have bound new domain attributes to it. Therefore, we pre-erase these prior attributes to avoid
unexpected elements in images.

(2) Attribute disentanglement: The domain/categorical attributes corresponding to the identi-
fier/category word may be leaked into each other, causing missing domain attributes and/or un-
expected categorical attributes when we change the category word in cross-category generation.
Therefore, we explicitly encourage domain-category disentanglement to prevent such leakage.

(3) Attribute regularization: The model is prone to overfitting when finetuned on few-shot datasets.
Therefore, we regularize the finetuning process (with a strategy to construct paired source/target
latent codes and a regularization loss) to reduce overfitting caused by excessive presence of domain
attributes and possible biases of dataset distributions.

(4) Attribute enhancement: Sometimes the strengths of the domain attributes learned on a specific
dataset category are insufficient for cross-category generation. Therefore, we adjust the intensity of
the domain attributes when generating cross-category images for better fidelity.
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These techniques spreading over pre-finetuning (1)(2), finetuning (2)(3) and inference (4), are tailored
to few-shot domain-driven generation, aiming at solving key issues that previous works have failed
to settle. Later in Sec. 5, we conduct thorough experiments on several few-shot datasets. These
experiments manifest the superior and satisfying performance of DomainGallery on all of the four
generation scenarios, which can serve as a state-of-the-art method of few-shot domain-driven image
generation.

2 Related Work

Model Transfer Model Transfer (of conventional noise-to-image models instead of T2I ones)
is a mainstream paradigm of solutions to few-shot image generation. Methods following this
paradigm transfer models trained on related source datasets to target domains by finetuning on
few-shot target datasets. Model transfer has been thoroughly explored using GANs [10, 18, 25–
27, 29, 30, 34, 43, 46, 47, 50, 51, 55–58, 61], with a few base on diffusion models [20, 59]. Since
T2I models came to light, people have been freed from choosing proper source datasets/models, and
attention has been turned to finetuning T2I models as generic source models.

Subject-driven Image Generation As one of the most frequently explored finetuning scenarios,
subject-driven generation has attracted much research effort [2, 5, 7, 17, 24, 44, 48, 54] since the
pioneering works Textual Inversion [12] and DreamBooth [37]. Actually, subject-driven generation
can be categorized as a special case of domain-driven generation, where the domain is defined by a
particular person or object. To preserve the subject identity, fidelity is highly preferred to diversity,
as diversity is scarcely evaluated quantitatively by these works. On the contrary, in general domain-
driven generation the domains are usually not confined to a specific subject. Therefore diversity is as
important as fidelity, and we will evaluate both just as model transfer works do.

Few-shot Domain-driven Image Generation We follow previous works to name our goal as
few-shot domain-driven image generation. Analogous to subject-driven, the term domain-driven
implies finetuning from T2I models, which enables us to take advantage of the multi-modal capability
of these models to achieve a variety of generation scenarios (see Fig. 1(c–f)). To the best of our
knowledge, there is only one previous work focusing on this topic, namely DomainStudio [60]. It
finetunes a Stable Diffusion model towards the target domain by learning an identifier similar to
DreamBooth [37], yet equipped with additional losses to enhance diversity and high-frequency details.
In Sec. 4, we will analyze some crucial issues in domain-driven generation that previous works have
failed to settle, and accordingly propose attribute-centric solutions to these problems.

Other Similar Tasks There are some other works focusing on resembling tasks. For instance,
Everaert et al. [11] have focused on finetuning under limited data (tens to hundreds) with per-image
text prompts. Such requirement of image quantity and prompts has limited its applicability. Another
similar topic is T2I style transfer [4, 6, 11, 40], which usually extracts style information from a
single style image and controls the content via text. A key issue shared by these works is how to
clearly defining the boundary between style and content from a single image. Instead, domains can
be naturally delimited as the common attributes shared among multiple images, which also enables
us to learn a domain of certain contents, rather than styles.

3 Preliminary

Domain Formally, a domain D can be defined as a sample space X and a data distribution Pdata

on X [1]. However, this definition is excessively general as any group of arbitrary images can form a
domain. In this work, we would like to provide a rather intuitive definition from the viewpoint of
common attributes. We regard an image X to be composed of a set of attributes {ai}Ni=1, where each
ai can be either abstract like a certain style, or concrete like a specific category or certain content.
Then, an image domain D can be defined as the common attributes shared by all the images of this
domain: aD =

⋂
X∈D X . According to such definition, an image belongs to this domain if and only

if it contains all the common attributes: X ∈ D ⇐⇒ aD ⊆ X . Take the few-shot sketches of
faces in Fig. 1(a) as an example, aD includes shared categorical attribute of human faces and the
attributes of this specific painting style, while the content attributes indicating individuals are not
shared. Therefore, any facial sketch of any person in such style belongs to this domain.
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Since in real-world scenarios, images in few-shot datasets usually share a common category (e.g. face
in Fig. 1(a)), it is natural that categorical attribute should be one of the domain attributes. However, to
extend domain-driven generation to cross-category scenarios as in Fig. 1(d), in this work we exclude
the categorical attribute from aD so that the domain attributes refer to non-categorical attributes only.
For instance, the domain in Fig. 1 will be referred to as sketches (of anything) in this certain style.

Diffusion Model Diffusion model [8, 16, 42] is a recent genre of generative models. It aims at
reversing a diffusion process by recurrently predicting the noises based on noisy data and denoising
them accordingly till proper images are rendered. For practical usage in high-resolution and condi-
tional cases, Latent Diffusion Model (LDM) [35] is often adopted which moves the diffusion process
to latent spaces with pretrained VAEs [23]. LDM is commonly trained using a simplified objective as

LLDM = El,c,ϵ∼N (0,I),t

[
∥ϵ− ϵθ(lt, t, τθ(c))∥22

]
, (1)

where l, c, ϵ and t are respectively latent codes, conditions, ground-truth noises and time steps. The
module τθ is the encoder of the condition and ϵθ is the noise-predicting network which is usually a
UNet [36]. As special instances of LDM, Stable Diffusion (SD) series are pretrained on large-scale
text-image datasets such as LAION-5B [39]. They serve as state-of-the-art T2I models that are widely
used as base models in many tasks, including our DomainGallery as well.

DreamBooth As a pioneering work in subject-driven image generation, DreamBooth [37] binds the
information of the subject to an identifier [V], which is a rarely used word such as sks, together with
a corresponding category word [N], such as dog. Then images of the target subject can be generated
by using prompts like “a [V] [N]”. For domain-driven image generation, we inherit such design to
bind (non-categorical) domain attributes to [V], so that by changing category words or adding extra
attributes via text, DomainGallery is capable of generating various images within the given domain.

Low-Rank Adaptation Low-Rank Adaptation (LoRA) [19] is a popular finetuning method fre-
quently used on SD models. Instead of finetuning the parameters W ∈ Rdin×dout , LoRA finetunes
rank decomposition matrices A ∈ Rdin×r and B ∈ Rr×dout as in Ŵ = W+A ·B, where r is very
small and W is fixed. Finetuned LoRA parameters can be easily shared and used with base models
due to much smaller sizes. DomainGallery adopts LoRA when finetuning SD on target datasets.

4 DomainGallery

In this section, we will give a detailed description of DomainGallery. As in Fig. 2, the full pipeline
has three steps: prior attribute erasure in Sec. 4.1, finetuning in Sec. 4.2, and inference in Sec. 4.4.

4.1 Prior Attribute Erasure

Following DreamBooth, we link target domain attributes to an identifier [V]. Although we expect to
select a rarely used word without obvious meaning, this word may have still been bound to certain
prior attributes. For instance, the commonly used sks is actually the abbreviation of a rifle [49], thus
images generated with [V] in prompts will contain military elements, like the helmet in Fig. 2(a). In
subject-driven generation such prior attributes are not problems, since the text condition “a [V] [N]”,
as a whole, will gradually overfit to the given subject dataset and override these prior attributes. Also,
[V] will never be paired with another category (e.g. “a [V] cat” when the subject is a dog), while in
domain-driven generation we expect [V] to be applicable to any category. According to the results
in Sec. 5.2 and Appendix B.1, if not pre-erased, these prior attributes will appear in cross-category
images, which verifies that these prior attributes are merely concealed rather than eliminated, and it is
necessary to erase them before usage.

Since the prior attributes are bound to the identifier in a data-driven manner when T2I models are
pretrained, it is difficult to theoretically specify which attributes have been linked to [V]. Therefore,
we propose an empirical solution to prior attribute erasure. Based on a noisy source latent lsrc that
has been added noise ϵ in the forward process, DomainGallery predicts the added noises ϵsrc and
ϵs→t using the same LoRA-equipped UNet respectively with source text condition csrc = “a [N]”
and target condition ctgt = “a [V] [N]”. Then, the prior attribute erasure loss is defined as

Lerase = MSE(ϵs→t, gs(ϵsrc)),

{
ϵsrc = ϵθ,ϕ(lsrc, csrc)

ϵs→t = ϵθ,ϕ(lsrc, ctgt)
, (2)
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Figure 2: An overview of DomainGallery. (a) Before finetuning, we erase the prior attributes of the
identifier [V] by matching the predicted noises when using source/target text conditions via Lerase.
(b) During fintuning, besides training ordinarily on target datasets (top-left), we additionally impose
domain-category attribute disentanglement loss Ldisen (bottom-left) and transfer-based similarity
consistency loss Lsim (right). (c) When generating cross-category images, we enhance the domain
attributes referred by [V] in a CFG-like manner. Dashed arrows indicate gradient stopping.

where we omit time step t and text encoder τ in the UNet ϵθ,ϕ for brevity, ϕ indicates LoRA
parameters and gs(·) is the gradient stopping operation that stops the gradient from propagating
through or updating the parameters inside. By imposing Lerase, we hope that the model predicts the
same with or without [V], hence the prior attributes in [V] will be removed.

Besides Lerase, the prior preservation loss Lprior of DreamBooth is also applied which trains on
source images Isrc generated by the base model of SD itself as training a diffusion model ordinarily
via Eq. (1). Also, disentanglement loss Ldisen is also included, which will be detailed in Sec. 4.2.
After erasure, the learned LoRA parameters ϕ will be used to initialize LoRA in the finetuning period.

4.2 Finetuning

With prior attributes of [V] erased, DomainGallery then learns to bind the target domain attributes to
[V]. In addition to a standard finetuning on target datasets by Ltgt via Eq. (1), with prior preservation
on pre-generated source images, we propose domain-category attribute disentanglement loss Ldisen

and transfer-based similarity consistency loss Lsim, as depicted in Fig. 2(b).

Domain-category Attribute Disentanglement Since few-shot datasets usually share a common
category (e.g. face in Fig. 1(a)), when finetuning on such datasets, the (non-categorical) domain
attributes in [V] will always show up together with the categorical attribute in [N], both in target
images Itgt and target prompts ctgt. As a result, it is possible that certain domain attributes may
leak into [N], and/or conversely the categorical attribute may leak into [V]. Although it is not a
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problem either for subject-driven generation since [V] and [N] will always be paired when generating
images, such entanglement between [V] and [N] will harm cross-category scenarios of domain-driven
generation. As experimental results shown in Sec. 5.2 and Appendix B.1, if we replace [N] with
another category, sometimes domain attributes are partially lost, or elements of the original category
still appear.

To tackle this issue, we try to enhance the disentanglement between [V] and [N], so that all the domain
attributes will only be learned into [V] without leaking into [N], and categorical attributes in [N]
will not be lost. In other words, attributes of [N] after finetuning should not be different from those
before. As we use LoRA, the base model before finetuning is ready to use by simply disenabling
LoRA parameters ϕ temporarily since the UNet is fixed. Based on noisy source latent lsrc and source
text condition csrc, the domain-category attribute disentanglement loss can be formulated as

Ldisen = MSE(ϵsrc, gs(ϵ
−ϕ
src )),

{
ϵsrc = ϵθ,ϕ(lsrc, csrc)

ϵ−ϕ
src = ϵθ(lsrc, csrc)

, (3)

where ϵθ without ϕ is the base UNet whose LoRA parameters are detached.

Attribute Regularization Adding regularization is a common practice of model transfer methods
[30, 51, 57] to prevent overfitting, where features from paired source/target images generated from
the same noise are usually required. However, according to the training objective of SD in Eq. (1),
no fully denoised latent (i.e. at time step 0) will be generated, let alone paired source/target latents.
DomainStudio [60] has proposed a regularization, which applies a similarity consistency loss [30] on
batches of source/target images Îsrc/Îtgt decoded from denoised latents l̂src/l̂tgt after a single-step
denoising from noisy latents lsrc/ltgt. However, there are four drawbacks in this design: (1) single-
step denoising usually does not lead to meaningful latents/images unless the timestep is small; (2)
decoding latents into images induces significant overhead of computation and storage; (3) computing
cosine similarity between pixel-level images is less reasonable; (4) Îsrc/Îtgt are unpaired as they
derives from unpaired input source/target images Isrc/Itgt, which do not fit the similarity consistency
loss requiring paired images/features. In our DomainGallery, we propose a strategy of constructing
paired source/target latents, followed by a new regularization term named transfer-based similarity
consistency loss, which overcomes the aforementioned drawbacks.

First we try to settle (1) and (4) by constructing denoised, meaningful and paired latent codes. As
in the right part of Fig. 2(b), given a batch of lsrc at time step t, we conduct an n-step recurrent
denoising following the accelerated denoising process of DDIM [42] and a linearly decreasing time
step schedule from t to 0. We intuitively set n = 5 to balance denoising quality and speed. We do
recurrent denoising for twice, respectively with source/target text csrc/ctgt, and obtain l̂src/l̂s→t. If we
decode them into images Îsrc/Îs→t, we will find that Îs→t simultaneously have partial target domain
attributes after conditioned on ctgt, and share certain similarity with Îsrc since they derive from the
same lsrc. Hence l̂src/l̂s→t are paired. Next, without actually decoding them into images, we reuse
the encoder of UNet as a pretrained feature extractor to directly extract multi-layer features from l̂src
and l̂s→t, and compute the similarity consistency loss as

Lsim =
1

N ·B

N∑
k=1

B∑
i=1

DKL

(
pi,ks→t∥gs(p

i,k
src)

)
,

pi,ks→t = Softmax
(
{CosSim(fk(l̂is→t, ctgt), f

k(l̂js→t, ctgt))}∀j ̸=i

)
,

pi,ksrc = Softmax
(
{CosSim(fk(l̂isrc, csrc), f

k(l̂jsrc, csrc))}∀j ̸=i

)
,

(4)

where fk represents features extracted by the UNet encoder at its k-th layer (of N layers). From the
viewpoint of the i-th latent (of B latents in the batch), first its cosine similarities with other latents
are computed, followed by a softmax operation transforming them into a probabilistic distribution pi.
Then, Kullback-Leibler Divergence will be computed between two distributions respectively from
l̂isrc and l̂is→t, and will be averaged among all i and layers k. In conclusion, Lsim helps to prevent
overfitting by matching the similarity distributions among a batch of paired l̂src/l̂s→t. By operating on
the features directly extracted from latents rather than on images, our Lsim settles (2) and (3) as well.
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4.3 Objective

The objective functions of prior attribute erasure and finetuning are respectively

Lerasure = Lprior + λdisen · Ldisen + λerase · Lerase,

Lfinetune = Ltgt + λprior · Lprior + λdisen · Ldisen + λsim · Lsim,
(5)

where λprior = 1.0, λdisen = 10.0, λerase = 10.0, λsim = 1.0 generally renders good results. Note
that as we utilize LoRA in DomainGallery, only the additional parameters ϕ of LoRA will be updated.

4.4 Inference

In preliminary cross-category experiments, the domain attributes are not sufficiently manifested
sometimes. A possible reason is that Lsim has limited the strengths of these attributes to the minimal,
just enough to transfer images of the original category, while for cross-category scenarios these
attributes may need enhancing. As shown in Fig. 2(c), we propose an inference-time attribute
enhancement based on classifier-free guidance (CFG)[15]. Specifically, after applying CFG with
default weight λ1 = 7.5, we additionally increase the strength of [V] by either of

VN-N: ϵ = ϵ(“”) + λ1(ϵ(“a [V] [N]”)− ϵ(“”)) + λ1 · λ2(ϵ(“a [V] [N]”)− ϵ(“a [N]”));
V-uncond: ϵ = ϵ(“”) + λ1(ϵ(“a [V] [N]”)− ϵ(“”)) + λ1 · λ2(ϵ(“[V]”)− ϵ(“”)).

(6)

Between the two enhancing modes above, we empirically find that V-uncond generally outperforms
its counterpart (see Appendix B.1). We will by default apply V-uncond with λ2 = 1.0 during
cross-category generation.

4.5 Personalization

For personalization scenarios, we straightforwardly combine our DomainGallery with DreamBooth
in a single stage. Specifically, during the finetuning process in Sec. 4.2, the model is additionally
finetuned on target subject images and source images of subject category via Eq. (1). In such cases,
the objective of finetuning in Eq. (5) will be rewritten as

Lperson = Lfinetune + λsubject · (Lsubject
tgt + λprior · Lsubject

prior ), (7)

where λsubject is empirically set to 1.0. While we suppose that there may be a more delicate way to
equip DomainGallery with subject-driven methods, we would like to leave it for future works.

5 Experiment

5.1 Experimental Setting

Baseline Our baseline list includes DreamBooth [37], as the basis of our method; a LoRA [19]
version of DreamBooth, since we utilize LoRA in DomainGallery; and finally DomainStudio [60], as
the only previous work in few-shot domain-driven image generation.

Dataset We test our method on five widely used 10-shot datasets, including CUFS sketches [45]
([N]: face), FFHQ sunglasses [21] ([N]: face), Van Gogh houses [30] ([N]: house), watercolor dogs
[41] ([N]: dog) and wrecked cars [30] ([N]: car). Note that though sunglasses and wrecked cars may
also be generated by directly mentioning their content attributes in text prompts, we still try on these
datasets to prove that DomainGallery can also learn content attributes. Experiments are conducted on
resolution 512× 512 except for DomainStudio which is only capable of 256× 256 even on a 40GB
VRAM GPU.

Metric We provide quantitative results for intra-category generation since we have dataset images
as ground truth. For datasets with full sets (CUFS sketches and FFHQ sunglasses), we compute
FID [14] between 1,000 samples with the full sets. For the others, we replace FID with KID [3]
(×103) which better fits few-shot scenarios [9, 10, 22, 56, 58]. Intra-clustered LPIPS [30, 53] of
1,000 samples with the few-shot training sets is also reported as a standalone diversity metric.

Detail For other details of the experiments and DomainGallery, please refer to Appendix A.
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Table 1: Quantitative results of the intra-category scenarios on CUFS sketches, FFHQ sunglasses,
Van Gogh houses, watercolor dogs and wrecked cars. The underlined results of DreamBooth have
severe overfitting issues hence achieve good KID scores, see qualitative results in Fig. 10.

Method sketches sunglasses houses dogs cars
FID↓ I-LPIPS↑ FID↓ I-LPIPS↑ KID↓ I-LPIPS↑ KID↓ I-LPIPS↑ KID↓ I-LPIPS↑

DreamBooth [37] 70.41 0.4609 44.90 0.6451 48.43 0.6882 32.60 0.4005 8.81 0.5661
DreamBooth+LoRA 52.80 0.4636 41.22 0.6452 44.51 0.6744 68.80 0.4992 26.68 0.6063
DomainStudio [60] 51.73 0.4184 66.66 0.6089 41.06 0.6367 71.33 0.4059 32.31 0.5577
DomainGallery 44.86 0.5060 43.10 0.6924 32.20 0.7255 61.95 0.5216 23.63 0.6336

Figure 3: The 10-shot CUFS sketches dataset (left) and the intra-category samples generated by the
baselines and DomainGallery with prompt “a [V] face” (right).

5.2 Experimental Result

Intra-category As the most basic scenario, we generate target images of the original categories.
According to Tab. 1, DomainGallery generally outperforms the baselines w.r.t. both fidelity and
diversity. These scores also match the qualitative results on CUFS sketches in Fig. 3, where Domain-
Gallery can precisely capture the painting style of the target domain. Also, due to the effectiveness
of our transfer-based similarity consistency loss Lsim, the diversity of DomainGallery surpasses the
baselines by large margins, while achieving competitive or even better fidelity. Refer to Fig. 10 in
Appendix B.2 for qualitative results on the other datasets.

Cross-category We illustrate qualitative results of cross-category generation on Van Gogh houses
and watercolor dogs in Fig. 4. Since no previous method has pre-erased the prior attributes of [V] (sks)
before usage, prior attributes of military elements can be observed in the samples generated by all
the baselines. Besides, as none of the baselines explicitly imposes disentanglement between [V] and
[N], attribute leakage can be observed on both datasets. Some images of DomainStudio still contain
houses even if we change [N], manifesting leaked categorical attribute in [V]. On the other hand,
many cross-category images of the baselines do not properly depict target domain attributes while
their intra-category images do in Appendix B.2. Such phenomenon verifies that domain attributes
have been partially leaked into [N] and will disappear if we change it. By adopting prior attribute
erasure and enhancing domain-category attribute disentanglement, our DomainGallery avoids these
issues and performs well. Samples on the other datasets are shown in Fig. 11 in Appendix B.2.

Extra Attribute In Fig. 5 and Fig. 1(e), we show some images generated by DomainGallery on
CUFS sketches with extra attributes added to either intra- or cross-category scenarios. We may
infer from these results that though we only provide simple prompt (i.e. “a [V] [N]”) rather than
detailed description for each image of the target dataset, training DomainGallery does not destruct
the original text-image structures of SD. The images are still under full control through text prompts,
including facial expressions, additional contents (e.g. accessories), sub-category (e.g. a breed of
animals), background, and specific instances (e.g. celebrities or brands).

Besides, the bottom row of Fig. 5 illustrates some samples where the extra attributes (blue) provided
in the text prompt are in conflict with the domain attributes (colorless). In such case, DomainGallery
is capable of generating images with partially fused attributes. While the images are generally in

8



Figure 4: The 10-shot datasets (left) and the cross-category samples generated by the baselines and
DomainGallery (right), on Van Gogh houses (top) and watercolor dogs (bottom).

Figure 5: Intra-category (top row) and cross-category (middle row) samples with extra attributes
given by texts generated by DomainGallery, on CUFS sketches. The bottom row additionally show
the case where the text contains conflicting attributes.

grayscale, some blue feathers still appear. These results verify the generalization ability of our method
and suggest that it may be open to other generation scenarios such as local editing and style blending.

Personalization In the last scenario, DomainGallery is combined with DreamBooth to learn a
target domain and a target subject simultaneously, as described in Sec. 4.5. Results in Fig. 6 manifest
that such combination is feasible for both intra-category (the target dataset and subject share the same
category, e.g. watercolor dogs and the subject of specific dog) and cross-category (otherwise) pairs
of datasets. Together with the results of the previous scenario with extra attributes, the satisfying
performance of DomainGallery shows its potentials to be applied to parallel or downstream tasks.

9



Figure 6: Few-shot subject datasets (left, partially shown) and the personalized samples generated by
DomainGallery on CUFS sketches, Van Gogh houses and watercolor dogs.

Ablation Study To prove that the proposed attribute-centric techniques can indeed effectively
improve the performance of DomainGallery in various generation scenarios, we conduct extensive
ablation studies focusing on these techniques and leave them in Appendix B.1 due to page limit.

6 Conclusion

In this work, we focus on few-shot domain-driven image generation by analyzing several key issues
that previous works have failed to settle, and accordingly proposing a new method named Domain-
Gallery. DomainGallery features four attribute-centric finetuning techniques that aim at solving these
issues, namely prior attribute erasure, attribute disentanglement, attribute regularization and attribute
enhancement. With these designs tailored to domain-driven generation, our DomainGallery achieves
convincing performance on both intra-category and cross-category generation scenarios, while sup-
porting extra attributes added by text prompts. Additionally, DomainGallery can be aggregated with
subject-driven generation as well, which further extends its applicability. In Appendix C, we will
discuss possible limitations and potential future works of DomainGallery.
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Appendix

A Implementation Detail

Model Our DomainGallery takes Stable Diffusion (SD) [35] as its base model. For the sake of
fairness, DomainGallery and all the baselines share a common base model of SD v1.4,2 though Do-
mainGallery is probably applicable to newer versions since the attribute-centric techniques proposed
in this work are not based on specific structures of the current version.

During the periods of prior attribute erasure and finetuning, we apply LoRA [19] of PEFT3 to the
UNet of SD, with rank r = 4, and on parameters of to_k, to_q, to_v, to_out.0, add_k_proj and
add_v_proj by default. We do not finetune the text encoder τ or apply LoRA to it.

Training For prior attribute erasure, we train the model for 500 steps, with batch size 4 and learning
rate 1× 10−4. While for finetuning, we initialize LoRA with the parameters ϕ where prior attributes
of the identifier [V] are erased, and train the model for 1,000 steps, with batch size 4 and learning
rate 5× 10−5. During both periods, gradient checkpointing and 8bit Adam4 are also applied to save
VRAM. All the experiments running DomainGallery in this work are done on a single NVIDIA RTX
4090 GPU with 24GB VRAM.

For finetuning, we additionally apply offset noise5 on CUFS sketches and watercolor dogs, as their
images are obviously lighter than average.

Inference When generating images during inference period, we apply DDIM [42] scheduler with 50
steps and scale of CFG [15] λ1 = 7.5. When generating cross-category images, attribute enhancement
is also applied as Sec. 4.4. Note that delicately selecting a scheduler and its parameters may render
better images, however it is beyond the scope of this work.

B Additional Experiment

B.1 Ablation Study

In this section, we provide ablation studies regarding the four attribute-centric techniques (prior
attribute erasure, attribute disentanglement, attribute regularization, and attribute enhancement)
proposed in this work, to prove that these techniques are indeed effective to few-shot domain-driven
generation.

Prior Attribute Erasure In Fig. 7(top) we ablate the process of prior attribute erasure described
in Sec. 4.1, and generate some cross-category images after finetuning. Compared with the full
DomainGallery in Fig. 7(bottom), military elements can be commonly observed, as these prior
attributes of the identifier sks have been kept. Hence, pre-erasing the prior attributes of [V] is
necessary before finetuning.

Attribute Disentanglement We remove the domain-category attribute disentanglement loss Ldisen

in Sec. 4.2 during finetuning and generate some cross-category images in Fig. 7(middle). Without
Ldisen enhancing disentanglement, the domain attributes are partially lost when we change the
category word [N], as some images do not present proper styles. On the other hand, the original
category has been leaked into [V], as human faces (or patterns like human faces) appear in the
images sometimes, though we have changed [N]. These phenomena necessitate the enhancement of
disentanglement in DomainGallery.

Attribute Regularization In Fig. 8, we illustrate the trend of FID and I-LPIPS scores on CUFS
sketches when we use different weights λsim between 0.0 and 2.0 for the transfer-based similarity
consistency loss Lsim. As the results shown, the diversity of the generated images is indeed improving

2https://huggingface.co/CompVis/stable-diffusion-v1-4
3https://github.com/huggingface/peft
4https://huggingface.co/docs/transformers/main/en/perf_train_gpu_one
5https://www.crosslabs.org/blog/diffusion-with-offset-noise
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Figure 7: The cross-category samples generated by DomainGallery without prior attribute erasure
(top), DomainGallery without attribute disentanglement (middle), and the full DomainGallery (bot-
tom) on CUFS sketches.
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Figure 8: FID and I-LPIPS scores achieved by DomainGallery with different λsim (annotated above
the corresponding data points) ranging from 0.0 to 2.0, on CUFS sketches.

as we increase λsim. Besides, since Lsim can prevent the model from learning unnecessary attributes
induced by the bias of the few-shot datasets, it also enhances the fidelity of the generated images.
However when the weight exceeds 1.0, the regularization inhibits the model from learning necessary
domain attributes as the fidelity begins to deteriorate.

Attribute Enhancement As the last part of the ablation study we investigate the effects of attribute
enhancement in Sec. 4.4 during inference time. First we try to apply our attribute enhancement to
the three baselines (DreamBooth [37], DreamBooth + LoRA, and DomainStudio [60]). As the top
three rows of Fig. 9 show, enhancing [V] alone cannot improve the fidelity of the images, unless we
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Figure 9: The cross-category samples generated by the three baselines with attribute enhancement (top
three rows), by DomainGallery without attribute enhancement (fourth row), and by DomainGallery
with attribute enhancement of either VN-N or V-uncond mode (last two rows) on CUFS sketches.

properly learn the target domain attributes into [V] in the first place, as our DomainGallery does (see
the bottom row of Fig. 9).

Besides, as we have proposed two modes of attribute enhancement in Sec. 4.4, we would like to make
a comparison between them. In the last two rows of Fig. 9 we illustrate samples generated following
either mode. Although both modes can enhance the domain attributes to certain extents compared to
DomainGallery without attribute enhancement in the fourth row of Fig. 9, the mode of V-uncond
generally performs better than its counterpart. Therefore, we utilize V-uncond in DomainGallery by
default when generating cross-category images.
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B.2 Additional Result

In this section, we present additional qualitative results that are not illustrated in the main paper due
to page limit.

Intra-category Besides the intra-category images on CUFS sketches shown in Fig. 3, we depict
those on the other datasets in Fig. 10. Generally, our DomainGallery surpasses the baselines on all
the datasets. It is also worth mentioning that in few-shot domain-driven generation, the domains are
not limited to certain styles (as in CUFS sketches, Van Gogh houses and watercolor dogs). Instead,
our method is also applicable to domains of certain contents (FFHQ sunglasses and wrecked cars).

Cross-category Cross-category images of the other datasets not shown in Fig. 4 of the main paper
are in Fig. 11. Similar to the results in the main paper, elements of the prior attributes of [V], and
attribute leakage between [V] and [N] can also be observed in these images, which necessitates prior
attribute erasure and attribute disentanglement proposed in DomainGallery.

C Limitation and Future Work

In this work, we propose DomainGallery, a new method for few-shot domain-driven image generation.
Although the experiments in Sec. 5 and Appendix B have validated the capability of DomainGallery,
there are still some limitations w.r.t. the availability of our method which indicate directions for future
works, as discussed below.

• Our method may not be able to handle the cases where the datasets consist images of
different categories (e.g. a set of paintings of various objects by a certain artist), since
DomainGallery follows DreamBooth that finetunes on a single category word [N]. However,
with minor modification to the DreamBooth-like finetuning pipeline, DomainGallery may
be capable of such cases by using per-image category words.

• Although we assume that domains should be defined based on obvious common attributes,
sometimes there are composite domains that include several sub-domains (e.g. portraits
painted by several artists of the Renaissance). In such cases the common attributes among all
the images may be subtle and hard to tell. Therefore, for few-shot domain-driven methods
(not limited to DomainGallery), domains with clear common attributes are preferred.

• Currently the performance of DomainGallery on domains of contents (e.g. FFHQ sunglasses)
is still in need of further improvement, as we admit that the cross-category images on FFHQ
sunglasses shown in Fig. 11 have undergone some cherry-picking. We suppose that it is
much more difficult to finetune models on few-shot datasets of certain local contents than
global styles (e.g. CUFS sketches), since semantic relations between the contents and the
backgrounds (e.g. where to put sunglasses on faces, or even on faces of animals) can only be
well learned through rather adequate data. Therefore, how to make few-shot domain-driven
methods master on content domains is another direction for future works.

D Broader Impact

As a new method for few-shot domain-driven image generation, DomainGallery can be used either in
creative AI applications, or generating image data as a non-traditional data augmentation for various
downstream tasks. Furthermore, as image generation is a fundamental task in computer vision, the
idea of DomainGallery may also be applied to researches in other topics.

However, similar to all the methods of image generation (including but not limited to few-shot domain-
driven image generation), our method may induce possible societal harms, including fake image
generation for misuse and copyright violation, depending on the specific applications. Therefore, we
hereby request proper usage of DomainGallery.
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Figure 10: The 10-shot datasets (left) and the intra-category samples generated by the baselines and
DomainGallery (right), respectively on FFHQ sunglasses (“a [V] face”), Van Gogh houses (“a [V]
house”), watercolor dogs (“a [V] dog”) and wrecked cars (“a [V] car”) (from top to bottom).
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Figure 11: The 10-shot datasets (left) and the cross-category samples generated by the baselines
and DomainGallery (right), on CUFS sketches (top), FFHQ sunglasses (middle) and wrecked cars
(bottom).
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: See the experiments in Sec. 5 and Appendix B.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See Appendix C.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: This paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See the experimental settings in Sec. 5.1 and the implementation details in
Appendix A.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

21



Answer: [No]
Justification: Codes of this work are in need of further polishing, and will be released if this
paper is accepted.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See the experimental settings in Sec. 5.1 and the implementation details in
Appendix A.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: The experiments have been evaluated both quantitatively and qualitatively,
where qualitative results are relatively primary.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See the implementation details in Appendix A.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: N/A.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: See Appendix D.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: See the experimental settings in Sec. 5.1 and the implementation details in
Appendix A.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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