Inferring Dynamic Regulatory Interaction Graphs from Time Series Data with Perturbations

Abstract

Complex systems are characterized by intricate interactions between entities that evolve dynamically over time. Accurate inference of these dynamic relationships is crucial for understanding and predicting system behavior. In this paper, we propose Regulatory Temporal Interaction Network Inference (RiTINI) for inferring time-varying interaction graphs in complex systems using a novel combination of space-and-time graph attentions and graph neural ordinary differential equations (ODEs). RiTINI leverages time-lapse signals on a graph prior, as well as perturbations of signals at various nodes in order to effectively capture the dynamics of the underlying system. This approach is distinct from traditional causal inference networks, which are limited to inferring acyclic and static graphs. In contrast, RiTINI can infer cyclic, directed, and time-varying graphs, providing a more comprehensive and accurate representation of complex systems. The graph attention mechanism in RiTINI allows the model to adaptively focus on the most relevant interactions in time and space, while the graph neural ODEs enable continuous-time modeling of the system’s dynamics. We evaluate RiTINI’s performance on simulations of dynamical systems, neuronal networks, and gene regulatory networks, demonstrating its state-of-the-art capability in inferring interaction graphs compared to previous methods.

1 Introduction

Biophysical and biochemical systems are highly complex and dynamic entities whose behavior is governed by interactions between regulatory elements. For instance, cells contain numerous components such as genes, proteins, chromatin, small molecules and structural elements. The phenotypic identity and behavior of the cell is controlled largely by the proteins expressed in the cell, which are in turn determined by the gene regulatory network which modulates gene expression. Similarly, in the brain, neural activity is modulated by networks of neurons which stimulate and
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repress one another based on complex and dynamic connectivity patterns. In each of these cases, knowledge of the interaction graph and its dynamics could help simulate and analyze the behavior of the system. Here, we focus on the problem of interaction graph inference in time series data, and propose a graph ordinary differential equation (graph-ODE) based method equipped with dual attention mechanisms for tackling this problem. We can generally perform such inference on either time-trace measurements which are available as neuronal activity readouts, or inferred time traces from single cell data using software such as TrajectoryNet [1].

We define interaction graph inference as the problem of inferring a directed (though not necessarily acyclic) time-varying graph \( G(t) = (\mathcal{V}, \mathcal{E}(t)) \) on a fixed set of vertices \( \mathcal{V} = \{1, 2, \cdots, N\} \), with dynamic edge weights \( W_{ij}(t) > 0 \) if \( (i, j) \in \mathcal{E}(t) \). Features \( X(v, t) \) on vertex \( v \in \mathcal{V} \) have dynamic expression based on the structure of \( G(t) \), i.e., \( \partial_t X(v, t) \) is a function of \( X(v, t) \) and \( X(N(v), t - \delta) \), i.e., the features on neighbors of \( v \) at a time \( t - \delta \). In other words, the expression of feature \( X \) on vertex \( v \) is determined by the interaction between \( v \) and its directed neighbors (or regulators) \( N(v) \). In addition, some systems (such as neurons) exhibit hysteresis or memory, in that the interaction is mediated not just by the value of the neighbors at one timepoint \( t - \delta \), but rather the value over a time interval, \( \delta \in [t - \tau, t] \). In the absence of prior knowledge, \( G(t) \) would ideally be inferred as the graph that best explains the features \( X(v, t) \), i.e., with the lowest error. However, this is an inverse problem where many graphs can plausibly explain these features. To break the symmetry, we make use of prior knowledge and regularize this graph with a graph prior \( P(t) = (\mathcal{V}_P, \mathcal{E}_P(t)) \) such that deviation from the prior graph is penalized according to the discrepancy between the adjacency matrices \( ||W(t) - \mathcal{E}_P(t)||_F \). In contrast to typical causal discovery frameworks, we allow the graphs to contain cycles.

Our method operates by using the prior graph \( P(0) \) as an initial condition, and integrating a learnable graph-ODE over time with an MLP aggregation function \( f_\theta \), i.e. \( \partial_t X(v, t) = f_\theta(v, N(v), \alpha, t) \). We are able to learn how nodes interactions change strengths over time using a novel attention scheme that combines a vertex-neighborhood attention parameter \( \alpha(t) \) and temporal attention parameters \( l(t) \). The temporal attention parameters allow us to characterize the presence of hysteresis in the system, where the variance of the resulting distribution indicates hysteresis. The dynamic graph inference is made by utilizing the the readouts of the spatial attention parameter \( \alpha(t) \) over time.

We show that the quality of our predictions improve by training on temporally localized perturbations on vertex features, similar to what can be done in biological systems using optogenetic stimulation or gene expression perturbations. In such cases the value of a vertex feature can be manipulated in a localized time frame, and this effect then propagates through the network in a manner determined by network structure. We show that this error propagation helps infer the connectivity of the network. We showcase results on dynamical systems, neuronal simulation data obtained using NEST, and gene regulatory simulation data from SERGIO.

Our key contributions are as follows:

- We define the problem of interaction graph inference and outline its relevance to complex biological systems.
- We propose a new method, Regulatory Temporal Interaction Network Inference (RiTINI), to learn the underlying interaction graph from a multivariate time series dataset using a novel attention based graph ODE network. Our method operates in continuous time and can thus allows us to predict, and interpolate the trajectories continuously.
- We formulate new variants of graph attention over time and graph vector space for the purpose of learning interaction graphs.
- We further show that this method can be trained with node perturbations and that prediction of their effects can improve graph structure learning.
- We show that our method is competitive in a variety of real-world scenarios such as neurology (recovery of neuronal networks) and molecular biology (recovery of gene regulatory networks).

2 Related Works

2.1 Inferring Functional Connectivity in the Brain

Brain functional connectivity is a prominent and pivotal field of study that seeks to infer interaction graphs from time series data, thereby illuminating the underlying neural dynamics and communication
patterns within the brain. Numerous approaches have been proposed to tackle this complex task, among which Granger causality stands out as one of the most widely employed. Granger causality has been extensively utilized to unveil causal relationships between different brain regions, leveraging their temporal dynamics [2–6]. For instance, Zhang et al. [4] conducted an analysis utilizing Granger causality to investigate the dynamic functional connectivity associated with eating behaviors. Their study underscored the advantages of capturing time-varying interactions between brain regions and elucidated network dynamics that correlated with distinct aspects of eating behavior.

2.2 Gene Regulatory Inference via Linear Methods

Gene regulatory network (GRN) inference is crucial for understanding cellular functions, developmental processes, and disease mechanisms due to their importance in governing cell identity [7]. Inferring these networks from gene expression data is a challenging task due to the high-dimensional, noisy nature of the data, as well as the complex, nonlinear relationships between genes [8]. Advancements in technology, particularly in the domain of single-cell transcriptomic data acquisition, have paved the way for the development of several innovative methodologies for GRN inference [9, 10].

Historically, correlation-based methods have been used to determine the co-expression of gene patterns across samples [11–13]. These methods are straightforward and fast to compute, but can only capture linear or monotonic dependencies and cannot distinguish between direct and indirect interactions [14]. Furthermore, gene co-expression cannot capture causal information about how genes relate to one another.

Another common approach to gene regulatory inference is linear regression modeling, through describing each gene’s expression level as a weighted sum of the expression of its putative regulators. Notably, most of these approaches add additional regularization to limit overfitting and distinguish active connections from inactive or false connections. Lasso regression [15], ridge regression [16], LARS [17], and elastic net [18] have all been used for GRN inference, including within toolboxes Inferelator [19, 20], CellOracle [21], and TIGRESS [22], as well as a computational model of single-cell perturbations [23]. Although these methods can capture both positive and negative interactions and can infer direct interactions by introducing sparsity in the inferred networks, they assume linear relationships between genes and struggle with scale.

2.2.1 Information-theoretic approaches

Non-linear dependencies can be captured by information-theoretic methods, such as maximum entropy [24, 25], mutual information [26, 27], and conditional mutual information [28], where one measures the mutual dependence between two genes’ expression profiles. Partial information decomposition has also been used to consider triplets of genes within the networks [29]. Notably, such methods can infer direct interactions by conditioning on the expression of other genes [26]; however, they can be computationally expensive and require a large number of samples to accurately estimate mutual information.

2.3 Dynamics Modeling

Efforts in dynamics modeling have also been influential in interaction graph inference. Prasse and Van Mieghem [30] presented a method that leverages a system of ordinary differential equations (ODEs) to predict the dynamics of complex systems, given an interaction graph. These are designed coupled ordinary differential equation systems that can be used for simulation and data generation. Recently such frameworks have been applied in math biology to describing transitions in single-cell RNA-sequencing data via a concept known as RNA velocity [31, 32]. A key insight in RiTINI is to co-opt the ODE based dynamics modeling framework for learning rather than just following a trajectory, and in the process also inferring the regulatory connections.

2.4 Causal Inference

Several other related works have studied graph dynamics inference from a causality point of view. Within that line of work, the main focus has relied on learning a graph with acyclicity constraints [33]. We deviate from this approach as many regulatory interaction graphs are typically not acyclic. For instance, in gene regulatory networks, individual genes can jointly drive each other’s behavior (for instance due to an unobserved confounder), making acyclic graphs implausible. Our work rather
aims at inferring a sparse regulatory graph that results in accurate trajectory predictions with more biologically meaningful constraints: sparsity and minimal distance from a biologically informed prior.

3 Background

3.1 Regulatory networks and time series

In biological systems, there exist complex regulatory interactions that are often characterized by proteins, such as transcription factors (TFs), that can stimulate a target gene (possibly another transcription factor) by binding to a nearby region of DNA, often referred to as a promoter [34]. Ergo, this interaction between a transcription factor and target is physically achieved by binding and proximity. These interactions can be dynamic and influenced by numerous factors such as the availability of the regulatory protein, its translation and degradation rate, and its binding affinity to the target [35]. Furthermore, epigenetic mechanisms, such as chromatin accessibility in the target region, can mediate these interactions. Other regulatory interactions may include enhancer-target interactions, where DNA loops facilitate the connection of two DNA regions, enabling other proteins that stimulate gene expression to bind. Gene regulatory effects can also be indirect via different links in the chain. In this context, these physical regulatory processes are abstracted by considering a time-varying graph inferred via a gene expression prediction task, regularized by a prior.

Neurons connect to each other via dynamic synaptic connections that can propagate activation signals from one neuron to another. If a source neuron fires, then depending on neurotransmitters and other molecules mediating connectivity, another neuron can also fire if the action potential is greater than the target. These synaptic connections are widely recognized to be both plastic and capable of saturation over time. When presented with such data, we can again abstract these physical processes by modeling a time-varying graph [36]. These can also be abstracted as time-varying, potentially cyclic graphs whose connections give rise to signal patterns. However, in these cases, the prior network is not well-mapped out, therefore we use time-lagged Granger causality to define a starting network [36].

3.2 Graph ODEs

Neural ODEs represent an emerging paradigm that computes a derivative, instead of a function, parameterized by a neural network [37]. These derivatives are then integrated using an ODE solver to later timepoints, where they can be penalized by discretely collected time series data. Thus neural ODEs are useful for learning the dynamics of systems from data. Graph ODEs are a more recent extension of neural ODEs, which use a graph neural network for the computation of the derivative [38].

Graphs naturally provide greater interpretability as they can encode the coupling structure of a dynamic system, which in this context, is the regulatory graph being inferred. Additionally, graphs, like transformers, can be endowed with attention mechanisms, which allow for the dynamic change in strength between two vertices [39]. This not only enhances the model’s flexibility in handling complex systems but also augments its interpretability and ability to capture complex dependencies, which is a crucial aspect when dealing with high-dimensional data or systems with intricate interactions [40]. Further facilitating graph ODEs ability to learn dynamics are their ability to handle continuous-time data and incorporate prior knowledge about the system, such as known interactions or network structures [38, 40]. This is particularly useful in biological systems where prior knowledge from existing databases or literature can be used to guide the network inference process [31, 32].

4 Methods

First we describe the setup of our problem including formally defining an interaction graph. Next we present an architecture suited to this particular problem.

4.1 Problem Setup

Our main goal in this work is to infer an interaction graph via the proxy task of matching time-trajectories of node features of the graph. As discussed previously, we take inspiration from biological networks. Here, we define this problem mathematically to highlight facets of such networks.
We now describe the architecture of RiTINI and relate architectural choices to facets of the problem.

We assume that there is prior knowledge available to regularize this graph, i.e., deviation from the

We assume that features $X(v_i, t)$ on a vertex $v_i$ at time $t$ are given by a function $r$ of the features of its direct parent vertices $v_j \in N(i)$ at recent time interval $[t - \delta, t]$ and itself. The set of direct parent vertices of vertex $v_i$ is given by $N(i) := \{v_j : (j, i) \in E(t)\}$. In cases of systems with no hysteresis this can be a single timepoint, $t - \delta \in [t - \tau, t]$, representing the lag of information flow between the two vertices. The function $r$ is assumed to be time-dependent, meaning that it can change over time. However, we implicitly assume it changes at longer time scales than $\tau$, i.e., that it is metastable over short time ranges.

$$X(v_i, t) = r(\{X(v_j, t - \delta) \mid v_j \in N(i) \cup \{i\}\})$$  \hspace{1cm} (1)

We also assume that there is prior knowledge available to regularize this graph, i.e. deviation from the

Further we assume that the graph we want to infer is sparse. To encourage sparsity, this could be explicitly modelled by penalizing the element-wise 1-norm, $L_{\text{sparse}} = |W(t)|_1$.

Collectively, our objective function is given by:

$$L = L_{\text{MSE}} + \lambda_1 L_P + \lambda_2 L_{\text{sparse}},$$ \hspace{1cm} (2)

where, $L_{\text{MSE}}$ is the mean squared error of the vertex features predictions, $\lambda_1$ is a hyper-parameter requiring the inferred graph to be close to the prior graph and $\lambda_2$ is the weight of the sparsity regularization.

### 4.2 RiTINI architecture

We now describe the architecture of RiTINI and relate architectural choices to facets of the problem setup. RiTINI is generally a graph ODE network, i.e., it computes derivatives of vertex features of a graph. As such, it consists of a single Graph Attention (GAT) layer that produces derivatives of vertex features, which are then integrated out to match timepoints. RiTINI starts with a prior graph, $\mathcal{P}$, as the initial graph, and then uses spatial attention to modify graph aggregation operations. RiTINI features two sets of attention parameters, one that controls edge strength between vertices which represent interactors, and another that controls the time lag or hysteresis within interactions of the system.

Given high dimensional time traces of data, each vertex of the graph $G(t)$, is an individual feature. For each node $v_i \in V$ at time $t_0$, the space and time attention layer computes an aggregated representation $g_i'(t)$:

$$g_i'(t) = \sum_{\delta \in [0, \tau]} l_\delta \cdot \left(\alpha_{ii}(t)W X(v_i, t - \delta) + \sum_{j \in N(i)} \alpha_{ij}(t)W X(v_j, t - \delta)\right),$$ \hspace{1cm} (3)

where $l_\delta$ is the attention over the time trace, that is able to enforce hysteresis, $\delta$ is the time-lag, $\alpha_{ij}(t)$ is the "space" attention coefficient between vertex $i$ and vertex $j$ at time $t$, $N(i)$ is the neighborhood of vertex $i$ consisting of vertices exceeding the attention threshold, and $W \in \mathbb{R}^{d \times D}$ is a learnable weight matrix that projects the $D$-dimensional input features to a lower dimension $d$. The attention coefficients are computed over all pairs of vertices using a learnable attention mechanism:

$$\alpha_{ij}(t) = \text{Att}_\phi \left(\bigcup_{\delta \in [0, \tau]} X(v_i, t - \delta) \circ X(v_j, t - \delta)\right)$$ \hspace{1cm} (4)

where $\circ$ denotes concatenation, and Att is a feed-forward attention network parameterized by $\phi$ that computed the attention paid by vertex $i$ towards vertex $j$ over the time window $[t - \tau, t]$.

Next, we model the dynamics of the graph as a continuous-time process by leveraging Neural ODEs. The Neural ODE is a function $f : \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}^{d}$ parameterized by a neural network. The ODE is defined as:

$$\frac{d}{dt} g_i(t) = f_\theta(g_i(t), t),$$ \hspace{1cm} (5)

where $\theta$ are the learnable parameters of the neural network, and $g_i(t)$ is the hidden representation of vertex $v_i$ at time $t$. We integrate this ODE from an initial time $t_0$ to a target time $t_1$ (the next time sample available in the training data) using an ODE solver:

$$\hat{X}(v_i, t) = \text{ODESolve}(f_\theta, g_i(t_0), t_0, t_1) \ \forall t \in (t_0, t_1)$$ \hspace{1cm} (6)
To train the network, we obtain observed or generated time traces from the dynamical system at hand. For each feature in the data (corresponding to a vertex in our graph) we apply a MSE loss to ensure prediction of the time trajectory. Additionally, we apply regularizations to encourage sparsity in the inferred edges of the graph via the space attention, $\alpha_{ij}$, by assuming that the inferred graph is not too distant from the prior, $P = (\mathcal{V}_P, \mathcal{E}_P)$. Optionally, we can also apply a $L_1$ regularization to the attention coefficients:

$$L(t) = \sum_i \| \hat{X}(v_i, t) - X(v_i, t) \| + \lambda_1 \sum_{i,j} \| \alpha_{ij}(t) - \mathcal{E}_P \|_F + \lambda_2 |\alpha(t)|_1$$

(7)

Note that RiTINI can give several useful outputs:

- A dynamic graph, i.e. one graph per time point based on the attention $\alpha_{ij}(t)$ between each pair at time $t$.
- A static graph, $G = (\mathcal{V}, \mathcal{E})$, that is the average of $\alpha_{ij}(t)$ over time.
- Predicted time trajectories that can be interpolated to withheld timepoints that closely match the timepoints of the system.

### Figure 1

The RiTINI architecture takes in either simulated (e.g. from SERGIO or NEST) or real world (e.g. single cell RNA-seq) time series data and infers a prior graph if needed. Then the graph ODE is then trained as outlined in section 4.3 utilizing both space-and-time graph attentions. Thereafter, through inference, RiTINI produces the final time-varying graph, which can produce trajectory predictions for the dynamics of each node.

### 4.3 Training with perturbation data

In addition to training with time-trace data, RiTINI can be trained to predict the dynamics of various perturbations. Such perturbations can be experimentally performed in biological systems, by targeted gene activation or repression using the CRISPRa/i system, gene silencing (siRNA) and optogenetic stimulation of neuronal systems. Such data enhances learning of the network structure, as we show in the appendix.

**Definition 4.2.** We define a perturbation to vertex $v_i$ at a time $t$, denoted $\tilde{X}(v_i, t)$, as the trajectory obtained by adding a small amount of noise, $\epsilon$, to the vertex signal at $v_i$ at time $t_p$, i.e., $\tilde{X}(v_i, t_p) = X(v_i, t_p) + \epsilon$.

We incorporate perturbations in the training of RiTINI to enhance its understanding of the network:

$$L_{\text{perturb}}(t) = \sum_i \| \hat{\tilde{X}}(v_i, t) - \tilde{X}(v_i, t) \|,$$

(8)

Training with perturbations allows to improve the inference of the underlying network $G$, as shown by the following lemma.

**Lemma 4.1.** Training the network with perturbed dynamics $\tilde{X}(v_i, t)$ of vertex $v_i$ results in the attention weights $\alpha_{i,j}$ converging to a positive value for nodes $j$ such that $i$ is a direct parent. It results in attention weights $\alpha_{i,j}$ converging to zero for nodes $j$ such that $i$ is not a direct parent.

**Proof.** We assume that the true underlying dynamical system is given by $dX_j(t) = f(\{X_k(t) : k \in \mathcal{N}(j)\})$. Given a perturbation on vertex $v_i$ at time $t$, we write the perturbed differential $d\tilde{X}_j(t) = f(\{\tilde{X}_k(t) : k \in \mathcal{N}(j)\})$. 


If \( i \) is not direct parent of \( j, i \notin \mathcal{N}(j) \) and we have \( dX_j(t) = d\tilde{X}_j(t) \). If \( i \) is a direct parent of \( j, i \in \mathcal{N}(j) \) and we have \( dX_j(t) \neq d\tilde{X}_j(t) \) in general. According to Eq. 3, 5, and 6, we have \( d\tilde{X}_j(t) = f_j(g'_j(t)). \) In first order approximation, we have \( d\tilde{X}_j(t) \approx f_j(g'_j(t)) + J_{X_i}(g'_j(t))(\epsilon'_j(t) - g'_j(t)) = d\tilde{X}_j(t) + J_{X_i}(g'_j(t))(\epsilon'_j(t) - g'_j(t)), \) where \( J_{X_i}(g'_j(t)) = \frac{\partial g'_j(t)}{\partial X_i(t)} \propto \alpha_{j,i}. \) We thus have \( d\tilde{X}_j(t) - d\tilde{X}_j(t) \propto \alpha_{j,i}. \) Jointly minimizing losses 7 and 8 results in minimizing \( \alpha_{j,i} \) if \( i \notin \mathcal{N}(j) \) and keeping \( \alpha_{j,i} > 0 \) if \( i \in \mathcal{N}(j) \).

### 4.4 Static interaction graph inference using MAP estimation

Since RiTiNi outputs can be averaged over time to provide a static graph, we can show that based on our loss function construction, that in specific cases RiTiNi performs maximum a priori estimation of the graph.

Under the Bayesian paradigm, the static graph inference problem involves estimating a graph \( G^* \) as follows \( G^* = \arg\max_G \mathbb{P}(G) \cdot \mathbb{P}(D | G) \). \( \mathbb{P}(G) \) represents a prior distribution on the space of regulatory graphs, \( \mathbb{P} = (\mathbb{V}_P, \mathbb{E}_P) \sim \mathbb{P}(G) \) and \( \mathbb{P}(D | G) \) is the likelihood of the data. We show that our learning objective corresponds to a MAP objective with a specific graph prior.

**Proposition 4.2.** The learning objective of Eq. (2) corresponds to a maximum a-posteriori objective where the data is assumed to be generated from a Gaussian process with white kernel and mean process following the same as Eq. (5):

\[
\frac{\partial \mu_i(t)}{\partial t} = f_\alpha(\mu_i(t), t, \alpha)
\]

and the stochasticity is assumed to arise for an independent additive Gaussian noise \( \epsilon \sim \mathcal{N}(0, \sigma) \). Under these conditions, the log likelihood is proportional to

\[
\log \mathbb{P}(D | G) \propto - \sum_i \|\mu_i(t) - X(v_i, t)\|_2^2,
\]

where we made the dependence on the interaction graph explicit. The graph prior is proportional to

\[
\|\mathbb{E}_G - \mathbb{E}_P\|_F + (1 - \alpha)\|\mathbb{E}_G - \mathbb{E}\|_1,
\]

### 5 Experiments

In this section we showcase the performance of RiTiNi in inferring interaction graphs by comparisons to other methods. We note that most other methods do not perform dynamic graph inference. For this purpose we used simulated datasets from NEST (a neuronal simulator) and SERGIO (a gene regulatory simulator) as well as on canonical dynamic systems.

We performed simulations of a dynamical system, neuronal networks and gene regulatory networks to generate time-lapse data for training and validating the RiTiNi architecture. All simulation and model training were performed on a Ubuntu 20.04.4 LTS machine with 8 NVIDIA Tesla K80 GPU accelerators. Source code is available at [https://github.com/KrishnaswamyLab/RiTINI](https://github.com/KrishnaswamyLab/RiTINI)

First, we showcase the ability of RiTiNi to follow time traces of a system, including the ability to interpolate to withheld timepoints in Appendix Section A.1. Next, we compare the performance of RiTiNi in the graph inference task by comparing with other well known methods for static graph inference, including Granger Causality (GC) [41], Optimal Causation Entropy (OCE) [42], the PC-algorithm for DAGs [43, 44], multivariate transfer entropy (mTE) [45], and multivariate mutual information (mMI) [46]. Explanations of these methods are given in Appendix Section A.2. We also compare RiTiNi with other GNN and deep learning based methods, namely Neural Relational Inference (NRI) [47], Diffusion Convolutional Recurrent Neural Network (DCRNN) [48], discrete graph structure learning (GTS) [49] and dynamic neural relational inference (NIR) [50]. Finally we performed an ablation study, removing attention over time-trace (w/o hysteresis, i.e. \( l_\delta = 0 \) for \( \delta > 0 \)) and the neural ODE solver (w/o neural ODE, using the graph attention to directly predict the future trajectory) from the architecture (Table 1). These comparisons were performed using data obtained
We simulated a 5 node network, with the same structure as examples in [30, 52], by simulating the weights inferred by thresholding learned attention coefficients over time.

Table 1: Mean and standard deviation of the graph edit distance between the inferred graph and the ground truth, across 5 different simulations with perturbations (lower is better).

<table>
<thead>
<tr>
<th>Method</th>
<th>Dynamic System (40, 78)</th>
<th>Neuronal Network (NEST) (50, 126)</th>
<th>Gene Regulatory Network (SERGIO) (75, 308)</th>
<th>(100, 137)</th>
<th>(150, 329)</th>
<th>(200, 507)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC [41]</td>
<td>2.6 ± 1.0</td>
<td>28.8 ± 3.3</td>
<td>39.2 ± 2.3</td>
<td>75.4 ± 9.2</td>
<td>51.2 ± 3.3</td>
<td>109.0 ± 6.4</td>
</tr>
<tr>
<td>OCE [42]</td>
<td>4.4 ± 1.6</td>
<td>72.8 ± 3.5</td>
<td>109.6 ± 4.2</td>
<td>255.6 ± 7.3</td>
<td>138.6 ± 3.5</td>
<td>293.4 ± 2.9</td>
</tr>
<tr>
<td>PC [43, 44]</td>
<td>4.4 ± 1.4</td>
<td>75.8 ± 2.1</td>
<td>117.8 ± 3.9</td>
<td>284.6 ± 3.2</td>
<td>140.4 ± 3.9</td>
<td>317.2 ± 3.7</td>
</tr>
<tr>
<td>mTE [45]</td>
<td>4.6 ± 1.7</td>
<td>64.2 ± 3.5</td>
<td>100.0 ± 7.6</td>
<td>232.2 ± 7.1</td>
<td>126.4 ± 2.4</td>
<td>361.0 ± 2.2</td>
</tr>
<tr>
<td>mMi [46]</td>
<td>1.8 ± 0.7</td>
<td>20.6 ± 5.0</td>
<td>34.6 ± 5.2</td>
<td>82.0 ± 3.9</td>
<td>51.2 ± 3.3</td>
<td>99.8 ± 4.0</td>
</tr>
<tr>
<td>NRI [47]</td>
<td>0.5 ± 0.1</td>
<td>18.3 ± 4.2</td>
<td>43.7 ± 8.6</td>
<td>94.3 ± 3.9</td>
<td>72.1 ± 6.2</td>
<td>106.6 ± 5.4</td>
</tr>
<tr>
<td>DCRNN [48]</td>
<td>2.2 ± 0.4</td>
<td>44.7 ± 3.8</td>
<td>81.3 ± 9.6</td>
<td>117.0 ± 13.8</td>
<td>158.1 ± 8.6</td>
<td>303.79 ± 12.4</td>
</tr>
<tr>
<td>GTS [49]</td>
<td>0.8 ± 0.3</td>
<td>23.5 ± 1.3</td>
<td>76.2 ± 11.9</td>
<td>181.7 ± 24.2</td>
<td>215.4 ± 13.8</td>
<td>347.2 ± 19.3</td>
</tr>
<tr>
<td>tMi [50]</td>
<td>1.3 ± 0.1</td>
<td>22.5 ± 2.8</td>
<td>39.4 ± 1.9</td>
<td>106.2 ± 4.7</td>
<td>62.7 ± 3.2</td>
<td>86.3 ± 2.8</td>
</tr>
<tr>
<td>RiTINI</td>
<td>2.2 ± 1.6</td>
<td>25.4 ± 2.8</td>
<td>35.2 ± 2.3</td>
<td>60.6 ± 7.7</td>
<td>44.0 ± 6.2</td>
<td>83.6 ± 4.2</td>
</tr>
<tr>
<td>RiTINI (w/o hysteresis)</td>
<td>0.6 ± 0.4</td>
<td>22.4 ± 1.7</td>
<td>38.0 ± 6.9</td>
<td>91.3 ± 5.2</td>
<td>63.6 ± 8.2</td>
<td>118.3 ± 9.3</td>
</tr>
<tr>
<td>RiTINI (w/o neural ODE)</td>
<td>1.7 ± 0.3</td>
<td>48.1 ± 3.0</td>
<td>72.4 ± 8.8</td>
<td>129.3 ± 9.4</td>
<td>114.2 ± 3.1</td>
<td>168.0 ± 12.6</td>
</tr>
</tbody>
</table>

| Figure 2: (A) A neuronal network consisting of 50 neurons (80% excitatory labelled in red and 20% inhibitory labelled in blue) was simulated using NEST [51] and the graphs inferred using the neuron firing rate as input features were compared with ground truth. Self-loops are not shown for ease of visualization. (B) Dynamic edge weights inferred by thresholding learned attention coefficients over time. |

5.1 Dynamical system

We simulated a 5 node network, with the same structure as examples in [30, 52], by simulating the following non-linear system of ODEs:

\[
\begin{align*}
    x_1(t) &= x_1(t) + 0.95\sqrt{2}x_1(t - 1) - 0.9025x_1(t - 2), \\
    x_2(t) &= x_2(t) + 0.5x_1^2(t - 2), \\
    x_3(t) &= x_3(t) - 0.4x_1(t - 3), \\
    x_4(t) &= x_4(t) - 0.5x_1^2(t - 2) + 0.5\sqrt{2}x_4(t - 1) + 0.25\sqrt{2}x_5(t - 1), \\
    x_5(t) &= x_5(t) - 0.5\sqrt{2}x_4(t - 1) + 0.5\sqrt{2}x_5(t - 1)
\end{align*}
\]

Additionally, we simulated this system with the addition of Gaussian white noise (with variance \(\sigma^2\) ranging from 0.05 to 0.25) to obtain additional perturbed trajectories. The ground truth network for this system can be described by the set of vertices, \(V = \{x_1, x_2, \ldots, x_5\}\), and edges, \(E = \{x_1 \to x_2, x_1 \to x_3, x_1 \to x_4, x_4 \to x_5, x_5 \to x_4\}\). We used RiTINI to predict the trajectory of this system at held-out timepoints and infer a static graph by time-averaging the learned attention coefficients (Appendix Section A.3, Figure 5). On this small dynamical system, RiTINI was among the top 2 performers on the static graph inference task (Table 1), alongside multivariate mutual information (mMi). In Appendix Section A.3, we show that RiTINI outperforms all methods on larger dynamical systems with more than 10 variables.

5.2 Neuronal network

NEST (Neural Simulation Tool), developed by Sinha et al. [51], is a platform that offers a flexible and efficient approach for modeling and studying the behavior of various neuronal networks, particularly in the context of large-scale simulations. Using NEST, we generated random networks consisting of
40, 50 and 75 neurons using the leaky integrate-and-fire model with alpha-function kernel synaptic currents. We incorporated 80% excitatory neurons and 20% inhibitory neurons in our network. We used a multimeter device in the NEST simulator to record the membrane potential and firing rate of all neurons during the 1000 ms simulations with a resolution of 0.1 ms. Additionally, we systematically perturbed the parameters of the integrate-and-fire model, including the voltage threshold ($V_{th}$), resting membrane potential ($E_L$), capacity of the membrane ($C_m$) and the refractory period ($t_{ref}$) to obtain perturbed time-traces from the system. Further details of the model parameters, simulation parameters and perturbations are provided in Appendix Section A.4.

The node features obtained from the neuronal network simulation, including the perturbations, were used to train the RiTINI architecture. The time-averaged static graph inferred by RiTINI was compared against graphs obtained other methods by computing the graph edit distance to the ground truth (Table 1 and Figure 2A). RiTINI was among the top 2 performers on this task, along with multivariate mutual information (mMI). However, note the RiTINI is the only architecture capable of inferring a dynamic graph (Figure 2B) by leveraging learned space and time attention coefficients. The predicted time trajectories and interpolation at held-out time points obtained using RiTINI for these systems are provided in Appendix Section A.1.

5.3 Gene regulatory network

We used SERGIO (Single-Cell Expression Simulator Guided by Gene Regulatory Networks) [53], a tool developed by Dibaeinia and Sinha to simulate gene regulatory networks (GRNs). First, we defined a minimal network consisting of 5 transcription factors (TFs) that regulate cell differentiation. We then used SERGIO to build a gene regulatory network consisting of 100, 150 or 200 genes. We simulate this network to create time traces of a differentiation system with two branches. Additionally, we modified SERGIO to create perturbed time traces for training RiTINI by modifying the parameters of the hill functions governing gene-TF interactions. Specifically, the value of maximum interaction strength between the target gene and its regulators (parameter $K$ in Eqns. 6 and 7 of [53]), which is positive for activating interactions and negative for repressive ones, was modified by sampling from a normal distribution centered around the unperturbed value. We compared the ability of RiTINI to infer gene regulatory interactions with other methods in Table 1 and found that it outperforms other methods.

As shown in Figure 3, the attention-based inferred network moves from genes and transcription factors that are associated with the undifferentiated state to those that control differentiated states, consistent with the silencing of specific genes based on the steady-state levels of a few master regulators in the ground truth GRN.

6 Conclusion and Limitations

We developed a novel method, RiTINI, designed to infer the underlying interaction graph from a multivariate time series datasets. This unique approach harnesses attention over space and time via a graph ODE network, and operates in continuous time, to enable precise prediction and interpolation of...
the trajectories as well as inference of interaction graphs. Additionally, we show that our network can be trained with node perturbations for improved network inference. Notably, our method has proven to be competitive with state of the art methods across an array of real-world applications. For instance, in the fields of neurology, it has been effective in the recovery of neuronal networks, and in molecular biology, it has achieved state-of-the-art performance in the recovery of gene regulatory networks. One limitation of this work is that we do not model the inherent stochasticity of biological systems. For this, we could develop a version that uses SDE solvers, but would need to solve associated computational problems.
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A Appendix

A.1 Interpolation of unperturbed and perturbed time traces using RiTINI

In the RiTINI architecture we leverage neural ODEs to predict time traces in both perturbed and unperturbed conditions. In Figure 4 we demonstrate that our RiTINI architecture predicts time traces generated from NEST simulations of the neuronal network shown in Figure 2 i.e. 50 neurons (80% excitatory labelled in red and 20% inhibitory labelled in blue). In Figure 4, the ground truth traces obtained from the NEST simulations are plotted in blue. The neural ODE solution produced by RiTINI, in equally spaced training time intervals (denoted by red markers), is plotted in orange. These predicted time traces are in excellent agreement with the ground truth. Note that perturbations to the integrate-and-fire model parameters (described in Appendix Section A.4 below) in neuron 1 results in small deviations in its time trace, which propagate to the neighboring neuron 14. However, no changes are observed in the time trace of neuron 5, which is located far from the neighborhood of the perturbed neuron 1. RiTINI correctly predicts the unperturbed and perturbed time traces of all neurons in this system. The accuracy of our model trained with and without perturbations can be found in Table 2.

![Figure 4](image-url)

Figure 4: Time traces generated from NEST simulation (ground truth) and RiTINI (predicted) of a neuronal network consisting of 50 neurons (same as Figure 2 in the main text) with and without perturbation applied to neuron 1 (highlighted in yellow)

A.2 Description of baseline methods

A.2.1 Granger Causality

Granger causality is a statistical concept used to infer causality between variables in time series data [2]. The underlying principle of Granger causality is that if the past values of a variable $X$ can improve the prediction of another variable $Y$, then $X$ is said to “Granger-cause” $Y$. In other words, the inclusion of past values of $X$ provides additional information that enhances the prediction of $Y$. 
The causation entropy is a generalization of transfer entropy that allows to condition to a set of variables. Intuitively, $J \rightarrow I|K$ indicates that the set of variables $J$ induces the set of variables $I$, conditioned on the set of variables $K$. A large value therefore indicates that the set of variables $J$ contains relevant information about $I$ that is not contained in $K$. The causation entropy from the set of nodes $J$ to the set of nodes $I$ conditioning on the set of nodes $K$ is defined as

$$C_{J \rightarrow I|K} = h(X_t^{(I)} | X_{t+1}^{(K)}, X_t^{(K)}) - h(X_t^{(I)} | X_{t+1}^{(K)}, X_t^{(J)}, X_t^{(K)})$$

Table 2: Mean and standard deviation of the graph edit distance between the inferred graph and the ground truth, across 3 different NEST simulations (lower is better).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Ground Truth</th>
<th>Complete Model Without Perturbations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuronal Network (NEST)</td>
<td>$</td>
<td>V</td>
</tr>
</tbody>
</table>

Mathematically, Granger causality can be expressed using autoregressive models (note that non-linear models can be considered in this context) [54]. Let $X_t$ represent the variable of interest at time $t$, and $X_{t-1}, X_{t-2}, \ldots, X_{t-p}$ denote its lagged values. Similarly, let $Y_t$ represent another variable at time $t$, and $Y_{t-1}, Y_{t-2}, \ldots, Y_{t-p}$ denote its lagged values. A linear autoregressive model for $X_t$ and $Y_t$ can be defined as:

$$X_t = c_X + \sum_{i=1}^{p} \phi_{X,i} X_{t-i} + \sum_{i=1}^{p} \theta_{X,i} Y_{t-i} + \varepsilon_{X,t}$$

$$Y_t = c_Y + \sum_{i=1}^{p} \phi_{Y,i} Y_{t-i} + \sum_{i=1}^{p} \theta_{Y,i} X_{t-i} + \varepsilon_{Y,t}$$

where $c_X, c_Y$ are constants, $\phi_{X,i}, \phi_{Y,i}$ are coefficients for $X_{t-i}$ and $Y_{t-i}$ respectively, $\theta_{X,i}, \theta_{Y,i}$ are coefficients for the lagged values of the other variable, and $\varepsilon_{X,t}, \varepsilon_{Y,t}$ are error terms. According to this model, $X$ is said to "Granger-cause" $Y$ if any of the parameters $\theta_{X,i} \neq 0$.

In practice, one can assess the Granger causality from $X$ to $Y$, by comparing the predictive performance of two models: one including only the past values of $Y$ (null model), and another including the past values of both $X$ and $Y$ (full model). The improvement in prediction provided by the full model over the null model indicates Granger causality.

**Limitations** The fundamental prerequisite for Granger causality is separability, which entails that information regarding a causal factor is uniquely independent of the variable in question and can be eliminated by excluding that variable from the model. Separability is a distinguishing feature of linear and purely stochastic systems, and Granger causality can be valuable in identifying interactions among strongly coupled (synchronized) variables in nonlinear systems, but may fail when the coupling is weaker. The concept of separability aligns with the notion that systems can be comprehended incrementally, focusing on individual components rather than considering them as a whole [55].

### A.2.2 Optimal Causation Entropy

The optimal causation entropy algorithm infers the causal network underlying the dynamics of a multivariate system by assessing the amount of information that flows from one variable to another. It builds upon the notion of (conditional) entropy of random variables.

The Shannon entropy of a continuous random variable $X$ is defined as

$$h(X) = -\int p(x) \log p(x) dx,$$

where $p(x)$ is the probability density function of $X$.

The conditional entropy of $X$ conditioned on $Y$ is defined as

$$h(X | Y) = -\int p(x, y) \log p(x | y) dx dy.$$

**Definition A.1.** The causation entropy from the set of nodes $J$ to the set of nodes $I$ conditioning on the set of nodes $K$ is defined as

$$C_{J \rightarrow I|K} = h(X_t^{(I)} | X_{t+1}^{(K)}) - h(X_t^{(I)} | X_{t+1}^{(K)}, X_t^{(J)}, X_t^{(K)})$$

The causation entropy is a generalization of transfer entropy that allows to condition to a set of variables. Intuitively, $C_{J \rightarrow I|K}$, represents the amount of information that the set of variables $J$ contributes to the set of variables $I$, conditioned on the set of variables $K$. A large value therefore indicates that the set of variables $J$ contains relevant information about $I$ that is not contained in $K$. The optimal causation entropy algorithm infers the causal network underlying the dynamics of a multivariate system by assessing the amount of information that flows from one variable to another.
Using this definition, the optimal causation entropy algorithm proceeds in two steps. In the first step, a conservative set of causal parents for each node of the graph is constructed using the *aggregative discovery of causal nodes* scheme. In the second step, the set of parents is pruned using the *divisive removal of causal nodes* scheme.

**Aggregative discovery of causal nodes.** In this step, for each node of the graph, we grow the set of potential parents by starting from empty sets $K$ and $J$. One then adds elements to $K$ by setting $K ← K ∪ j$, where $j = \arg\max C_{j→1|K}$, for all $j \notin K$. The set of parents is grown until the $C_{j→1|K} ≤ 0$, for all $j \notin K$.

**Divisive removal of causal nodes.** The set of parents obtained from the first step is overly conservative. One then prunes this step to recover a better estimate of the list of causal parents of each node. For each node, we examine the elements of the set $K$ and remove all nodes $j$ such that which $C_{j→1|K−(j)} = 0$.

**Limitations.** The optimal causation entropy algorithm assumes the process is Markovian. That is the value of a variable at time $t$ can only depend on the causal parent at time $t−1$. In contrast, our approach allows to have different delayed representations of the signal impacting the dynamics of the system.

### A.2.3 Multivariate transfer entropy

Like causation entropy, the transfer entropy is a non-parametric method that allows to quantify the asymmetric flow of information from one variable to another in the system. The transfer entropy from node $i$ to node $j$ is given by

$$T_{i→j} = h(X_{i+1}^j \mid X_i^j) - h(X_{i+1}^j \mid X_i^j, X_i^i)$$

The conditional transfer entropy, conditioned on a set of nodes $Z$ is given by

$$T_{i→j|Z} = h(X_{i+1}^j \mid X_i^j, Z) - h(X_{i+1}^j \mid X_i^j, X_i^i, Z)$$

The algorithm to build the causal graph using the conditional transfer entropy proceeds in a greedy fashion. For each node $i$, we start with an empty set of causal parents $K$. One then adds elements to $K$ by setting $K ← K ∪ j$, where $j = \arg\max_{j} T_{j→i|K}$, for all $j \notin K$. As the transfer entropy is monotonic in the number of elements in $K$, a stopping criterion is defined to ensure only *significant* increases in the conditional transfer entropy are considered. The algorithm stops when no new nodes can significantly contribute to increasing the transfer entropy.

**Limitations.** Being a non-parametric method, transfer entropy alleviates the problem of model misspecification. However, transfer entropy requires a lot of samples to be estimated reliably, which limits the applicability of this approach when only short time series are observed, which is common in biological applications.

### A.2.4 Multivariate mutual information

Another variant of the above consists in using a normalized version of the transfer entropy:

$$C_{j→i} = 1 - \frac{h(X_i^{j+1} \mid \{X_k^j, \forall k \in V\})}{h(X_i^{j+1} \mid \{X_k^j, \forall k \in V−\{j\}\})}$$

This quantity is comprised between 0 and 1 and will be 0 when variable $j$ does not contribute to variable $i$, and 1 when variable $j$ completely determines variable $i$. One can extend this definition for a set of parent variables $K$:

$$C_{K→i} = 1 - \frac{h(X_i^{K+1} \mid \{X_k^j, \forall k \in V\})}{h(X_i^{K+1} \mid \{X_k^j, \forall k \in V−K\})}$$

This quantity can then be used to construct the set of causal parent for each node $i$ in a greedy fashion, similarly as for the transfer entropy case.

**Limitations.** Similarly as for the transfer entropy, reliable estimation of the mutual information requires a large number of samples, which limits the applicability of the method in biological applications.
A.2.5 PC-algorithm

The PC algorithm operates by finding conditional independence relations between pairs of variables. It starts by initialize an empty fully connected graph on all variables. It then reduces the fully connected graph to a skeleton graph by performing pairwise independence tests. If nodes \( i \) and \( j \) are independent, the edge between node \( i \) and \( j \) is removed.

One the pairwise independence tests have been performed for all pairs of variables, one can further prune the undirected skeleton graph by using conditional independence test. For each pair of variables \((i, j)\), we test \( X^i \perp X^j \mid Z \) for all sets \( Z \) that contain neighbours of \( i \) and \( j \) and whose cardinality is lower than some threshold \( d \). If a non-empty set \( Z \) exists such that \( X^i \perp X^j \mid Z \), the edge between \( i \) and \( j \) is removed. The separating set of \((i, j)\) is the largest set \( Z \) that leads to independence.

Lastly, the undirected skeleton is oriented to give the final causal graph. We first make a bidirectional graph by creating two directional edges between \( i \) and \( j \) if an edge exists in the skeleton. The orientation of the edge then happens according to 4 rules.

- (v-structures orientation): \( i \leftrightarrow j \leftrightarrow k \) becomes \( i \rightarrow j \leftarrow k \) if \( j \) is not in the separating set of \((i, k)\).
- (new v-structures prevention): \( i \rightarrow j \leftrightarrow k \) becomes \( i \rightarrow j \rightarrow k \) if \( i \) and \( k \) are not adjacent.
- (avoiding cycles): \( i \rightarrow j \rightarrow k \leftrightarrow i \) becomes \( i \rightarrow j \rightarrow k \leftarrow i \).
- (combination): To avoid creating cycles or new v-structures, whenever \( i \rightarrow j \rightarrow k \) but there is no edge between \( j \) and \( l \), the undirected \( i \rightarrow k \) edge becomes a directed edge \( i \rightarrow k \).

Limitations. The PC algorithm relies on the ability to effectively perform conditional independence tests. While these tests can be efficiently performed for binary data, they are notoriously difficult for continuous data. In fact the power of these tests is directly proportional to the number of samples available. The PC algorithm is thus not best suited for time series with few observations over time.

A.3 Recovery of connectivity in dynamical systems

Here we demonstrate that RiTINI can infer the relationship between variables in larger dynamical systems. We consider two such systems: a minimal model of collective firing in neuronal populations from the \( C. elegans \) worm, and connectivity between cortical areas of the brain in macaque monkeys.

Figure 5: Static graph inferred from a nonlinear system of 5 coupled ODEs by time-averaging the learned attention coefficients.

Wilson-Cowan model simulations of neural connectivity in \( C. elegans \) The Wilson-Cowan model \([56, 57]\) is a computational framework widely used in neuroscience and theoretical biology to study the dynamics of large-scale neural populations. It provides a simplified description of the interactions between excitatory (E) and inhibitory (I) neurons in a network. The model assumes that the activity of a neural population can be represented by two variables: the average firing rate of excitatory neurons \( (r_E) \) and the average firing rate of inhibitory neurons \( (r_I) \). These variables are governed by a set of coupled differential equations that capture the balance between excitation and inhibition. The dynamics of the Wilson-Cowan model can be described as follows:

\[
\frac{dr_E}{dt} = (\alpha_E \cdot S_E(w_{EE} \cdot r_E - w_{EI} \cdot r_I) - \theta_E - r_E) / \tau_E
\]

\[
\frac{dr_I}{dt} = (\alpha_I \cdot S_I(w_{IE} \cdot r_E - w_{II} \cdot r_I) - \theta_I - r_I) / \tau_I
\]
where $\alpha_E$ and $\alpha_I$ represent the gain functions for excitatory and inhibitory neurons, $w_{EE}$, $w_{EI}$, $w_{IE}$, and $w_{II}$ are the synaptic weights, $\theta_E$ and $\theta_I$ are the threshold values, and $\tau_E$ and $\tau_I$ are the time constants for excitatory and inhibitory neurons, respectively. The functions $S_E$ and $S_I$ determine the activation response of excitatory and inhibitory neurons, which can be modeled using various functions such as sigmoidal or linear functions. The Wilson-Cowan model provides insights into the collective behavior of neural circuits, allowing researchers to study phenomena such as spontaneous oscillations, stable fixed points, and the impact of network parameters on neural dynamics. It serves as a valuable tool for understanding the complex interactions within neural populations and contributes to our understanding of brain function and information processing.

| Method       | Dynamic Mean-Field Model (DMF) $|V| = 82, |E| = 1560$ | Wilson-Cowan Neural Mass Model $|V| = 292, |E| = 2994$ |
|--------------|---------------------------------|---------------------------------|
| GC [41]      | $63.7 \pm 2.4$                 | $95.0 \pm 8.8$                 |
| OCE [42]     | $85.9 \pm 6.8$                 | $202.6 \pm 11.3$               |
| PC [43, 44]  | $97.6 \pm 8.7$                 | $194.8 \pm 5.4$               |
| mTE [45]     | $61.5 \pm 3.8$                 | $98.3 \pm 7.9$                 |
| mMI [46]     | $73.4 \pm 5.4$                 | $107.5 \pm 9.6$               |
| NRI [47]     | $70.7 \pm 9.5$                 | $133.6 \pm 19.4$              |
| DCRNN [48]   | $296.8 \pm 20.2$               | $824.1 \pm 51.6$              |
| GTS [49]     | $134.7 \pm 15.4$               | $611.5 \pm 48.9$              |
| RITINI (ours)| $57.4 \pm 2.6$                 | $86.8 \pm 4.1$                 |

Table 3: Mean and standard deviation of the graph edit distance between the inferred graph and the ground truth in dynamical system simulations (lower is better).

Dynamical mean-field simulations of brain connectivity in macaques  The Dynamic Mean-Field (DMF) model, as introduced by Deco and Jirsa (2012) [58], is a framework used to understand the ongoing cortical activity in the brain at rest. The model is based on the idea that the brain operates in a state of criticality, which means it is poised at the edge of a phase transition between order and disorder. This critical state allows the brain to balance stability and flexibility, enabling it to respond to a wide range of inputs in a robust yet adaptable manner.

Notably the DMF model also introduces the concept of “ghost attractors”, states that the brain can transition to but does not remain in for extended periods. Ghost attractors represent potential patterns of activity that the brain can access if needed, providing a reservoir of functional states that can be called upon in response to changing environmental demands.

The dynamic mean-field (DMF) model is a reduction of a spiking attractor network that consists of integrate-and-fire neurons with excitatory (NMDA) and inhibitory (GABA-A) synaptic receptor types. The neurons are organized into an inhibitory population (20% of the neurons) and an excitatory population (80% of the neurons). DMF reduces this complex system by averaging the activity of large groups of neurons together, rather than trying to simulate each neuron individually, the global brain dynamics of which can be described by a set of coupled differential equations:

$$
\frac{dS_i(t)}{dt} = \frac{-S_i}{\tau_s} + \gamma(1 - S_i)H(x_i) + \alpha \nu_i(t)
$$

$$
H(x_i) = \frac{ax_i - b}{1 - \exp(-d(ax_i - b))}
$$

$$
\frac{dx_i}{dt} = wJS_i - GJN \sum_j C_{ij}S_j + I_o
$$

as detailed in Deco et al (2014) [59]: $H(x_i)$ and $S_i$ denote the population rate and the average synaptic gating variable at the local cortical area $i$, $w = 0.9$ is the local excitatory recurrence, $G$ is a global scaling parameter, and $C_{ij}$ is a connectivity matrix for neuroanatomical links between the cortical areas $i$ and $j$. The connectivity matrix, $C_{ij}$, comes from 82 parcellated cortical areas extracted from macaque monkeys adopted in the CoCoMac-based non symmetric structural connectivity (SC) matrix [60, 61].
A.4 NEST simulations

The leaky integrate-and-fire (IAF) model, as implemented in the NEST (Neural Simulation Tool) toolkit (denoted iaf_psc_alpha in the NEST documentation), provides a computationally efficient method to simulate the behavior of neurons in a network [51]. Here, the IAF model integrates input signals and generates an output when the integrated signal reaches a threshold. Mathematically, it is described by a differential equation,

$$\tau_m \frac{\delta V_m}{\delta t} = -(V_m - E_L) + \frac{I_e}{C_m},$$  \hspace{1cm} (12)

where $V_m$ is the membrane potential, $\tau_m$ is the membrane time constant, $E_L$ is the resting membrane potential, $I_e$ is the synaptic current, and $C_m$ is the membrane capacitance. For a full list of settable parameters, see Table 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_m$</td>
<td>mV</td>
<td>Membrane potential</td>
</tr>
<tr>
<td>$E_L$</td>
<td>mV</td>
<td>Resting membrane potential</td>
</tr>
<tr>
<td>$C_m$</td>
<td>pF</td>
<td>Capacity of the membrane</td>
</tr>
<tr>
<td>$\tau_m$</td>
<td>ms</td>
<td>Membrane time constant</td>
</tr>
<tr>
<td>$t_{ref}$</td>
<td>ms</td>
<td>Duration of refractory period</td>
</tr>
<tr>
<td>$V_{th}$</td>
<td>mV</td>
<td>Spike threshold</td>
</tr>
<tr>
<td>$V_{reset}$</td>
<td>mV</td>
<td>Reset potential of the membrane</td>
</tr>
<tr>
<td>$\tau_{syn_ex}$</td>
<td>ms</td>
<td>Rise time of the excitatory synaptic alpha function</td>
</tr>
<tr>
<td>$\tau_{syn_in}$</td>
<td>ms</td>
<td>Rise time of the inhibitory synaptic alpha function</td>
</tr>
<tr>
<td>$I_e$</td>
<td>pA</td>
<td>Constant input current</td>
</tr>
<tr>
<td>$V_{min}$</td>
<td>mV</td>
<td>Absolute lower value for the membrane potential</td>
</tr>
</tbody>
</table>

Table 4: Settable parameters for the iaf_psc_alpha model from NEST.

Although this IAF model in NEST neglects certain biological specifics, such as the exact shape of the action potential or various ion channel effects, its abstraction level allows for an efficient simulation of large neural networks.

A.5 Gene regulatory network inference and in silico perturbations from experimental data

In this study we analyzed the expression of 28,405 genes from high-throughput scRNA-seq embryonic stem cells (ESC) to characterize their developmental trajectories into neural crest and neural progenitor lineages. Expression of hallmark ESC marker genes (for example NANOG, OTX2, SOX2, and POU5F1) marked the root location for employing diffusion pseudotime which yielded 100 timepoints (fig 6A). With pseudotime standing in as a time axis, traditional methodologies such as gene set enrichment analysis and differential expression applied over pseudotime, aided the identification of developmental trajectories.

We trained RiTINI using the gene trajectories obtained from MIOFlow, with a prior graph obtained from the analysis of ATAC-seq data to uncover gene - transcription factor interactions. We inferred the gene regulatory network by time-averaging and thresholding the learned attention coefficients. As shown in Figure 6B, gene interactions change over the course of the differentiation trajectory for both lineages. In particular, interactions between marker genes for these lineages increase when the differentiation programs are turned on, roughly during the middle third of the trajectory, $T/3 < t < 2T/3$. Unperturbed gene expression time traces obtained from the trained architecture show increase in marker gene expression for the neural crest and neural progenitor lineages (Figure 6C). RiTINI enables us to perform in silico gene knockouts by setting the corresponding node value to zero at any time during inference. Knocking out TFAP2, a key regulator of neural crest differentiation, decreases neural crest marker gene expression (SOX9, FOXD3) and increases neural progenitor marker gene expression (ONECUT1), indicating that cells are biased towards the neural progenitor lineage. SOX1 knockout exhibits a similar pattern, although the SOX9 expression eventually recovers,
indicating that multiple gene knockouts might be necessary to completely eliminate the neural crest lineage.

Figure 6: (A) Pseudotime computation and branch identification from scRNA-seq dataset of embryonic stem cell (ESC) differentiation into neural crest and neural progenitor lineages. (B) Gene interactions inferred by time averaging attention in the early, middle and late phases of the differentiation trajectory. (C) Unperturbed and perturbed dynamics of marker genes for the neural crest lineage (SOX9, FOXD3) and the neural progenitor lineage (ONECUT1). Perturbed dynamics are obtained by knocking out genes in silico at the midpoint of the differentiation trajectory, indicated by the dashed red line.