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Abstract

We consider (stochastic) softmax policy gradient (PG) methods for bandits and
tabular Markov decision processes (MDPs). While the PG objective is non-concave,
recent research has used the objective’s smoothness and gradient domination proper-
ties to achieve convergence to an optimal policy. However, these theoretical results
require setting the algorithm parameters according to unknown problem-dependent
quantities (e.g. the optimal action or the true reward vector in a bandit problem).
To address this issue, we borrow ideas from the optimization literature to design
practical, principled PG methods in both the exact and stochastic settings. In the
exact setting, we employ an Armijo line-search to set the step-size for softmax PG
and demonstrate a linear convergence rate. In the stochastic setting, we utilize
exponentially decreasing step-sizes, and characterize the convergence rate of the
resulting algorithm. We show that the proposed algorithm offers similar theoretical
guarantees as the state-of-the art results, but does not require the knowledge of
oracle-like quantities. For the multi-armed bandit setting, our techniques result in
a theoretically-principled PG algorithm that does not require explicit exploration,
the knowledge of the reward gap, the reward distributions, or the noise. Finally, we
empirically compare the proposed methods to PG approaches that require oracle
knowledge, and demonstrate competitive performance.

1 Introduction

Policy gradient (PG) methods have played a vital role in the achievements of deep reinforcement
learning (RL) (Sutton et al., 1999a; Schulman et al., 2017). Recent theoretical research (Agarwal
et al., 2021; Mei et al., 2020; 2021a; Bhandari & Russo, 2021; Lan, 2023; Shani et al., 2020) have
analyzed PG methods in simplified settings, exploiting the objective’s properties to guarantee global
convergence to an optimal policy. We focus on softmax policy gradient methods that parameterize the
policy using the softmax function, and consider the tabular parameterization for which the number
of parameters scales with the number of states and actions. For this class of methods, recent studies
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have established global convergence rates in both the exact (Mei et al., 2020; 2021a; Agarwal et al.,
2021) and stochastic (inexact) settings (Mei et al., 2021a; 2022; 2023; Yuan et al., 2022).

Specifically, in the exact setting where the rewards and transition probabilities are known, Agarwal
et al. (2021) proved that softmax PG can attain asymptotic convergence to an optimal policy despite
the non-concave nature of the PG objective. Mei et al. (2020) improve this result and quantify the
rate of convergence, proving that softmax PG requires O(1/ϵ) iterations to converge to an ϵ-optimal
policy. On the other hand, when using the tabular parameterization in the exact setting, natural
policy gradient (NPG) (Kakade, 2001) and geometry-aware normalized policy gradient (GNPG) (Mei
et al., 2021b) have been shown to achieve a linear convergence (Bhandari & Russo, 2021; Cen et al.,
2022; Lan, 2023; Xiao, 2022) matching policy iteration.

In the stochastic setting where the rewards and transition probabilities are unknown and algorithms
require sampling from the environment, (Zhang et al., 2020b) first proved that REINFORCE (Williams,
1992; Sutton et al., 1999b) converges to a first-order stationary point at an Õ(1/ϵ2) rate. Mei et al.
(2021a; 2022) analyzed the convergence of stochastic softmax PG, proving that it requires O(1/ϵ2)
iterations to converge to an ϵ-optimal policy. However, the resulting algorithm requires the full
gradient (which in turn requires the knowledge of the environment) to set algorithm parameters,
making it impractical in the stochastic setting. Similarly, Yuan et al. (2022) proved that stochastic
softmax PG converges to an optimal policy at a slower Õ(1/ϵ3) rate. However, this result requires
knowledge of the optimal action making it vacuous. More recently, Mei et al. (2023) analyzed
stochastic softmax PG in the multi-armed bandit setting and proved that it converges to the optimal
arm at an O(1/ϵ) rate. Unfortunately, the algorithm requires knowledge of the reward gap which is
typically unknown for bandit problems.

Consequently, while the above convergence results are notable, the methods that stem from them
are impractical. The impracticality arises from the methods’ dependence on oracle-like knowledge
of the environment, which includes factors such as the optimal action (Yuan et al., 2022), reward
gap (Mei et al., 2023) and even access to the full gradient (Mei et al., 2021a) in stochastic settings.
The need for this oracle-like knowledge renders these methods ineffective because they assume access
to information sufficient to derive an optimal policy. In this paper, our objective is to design practical
softmax PG methods while retaining theoretical convergence guarantees to the optimal policy. We
believe that this is an important first step towards developing practical but theoretically-principled
PG methods in the general function approximation setting. To this end, we make the following
contributions.

Contribution 1: In Section 3, we first consider the exact setting as a test bed for analyzing softmax
PG. In this setting, theoretical step-sizes that enable convergence to the optimal policy are often too
conservative in practice. We present a practical approach by employing an Armijo line-search (Armijo,
1966) to set the step-size for softmax PG. Armijo line-search enables adaptation to the objective’s
local smoothness which results in larger step-sizes and improved empirical performance. Furthermore,
we design an alternative line-search condition that takes advantage of the objective’s non-uniform
smoothness and enables softmax PG to use larger step-sizes. The resulting algorithm achieves linear
convergence matching GNPG (Mei et al., 2021b).

Contribution 2: In Section 4, we consider the stochastic setting where the policy gradient is
estimated using finitely many interactions with an environment. To design a practical softmax PG
algorithm that can adapt to the stochasticity, we utilize exponentially decreasing step-sizes (Li et al.,
2021; Vaswani et al., 2022). The resulting algorithm matches the Õ(1/ϵ3) rate of Yuan et al. (2022)
without the knowledge of oracle-like information. In order to attain faster convergence, we use
the strong growth condition (SGC) (Schmidt & Roux, 2013; Vaswani et al., 2019) satisfied by the
PG objective (Mei et al., 2023). We prove that the same algorithm with exponentially decreasing
step-sizes is robust to unknown problem-dependent constants and can effectively interpolate between
the fast Õ(1/ϵ) and slow Õ(1/ϵ3) rate.
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Contribution 3: Finally, in Section 5, we experimentally benchmark the proposed algorithms in
the bandit setting. Our empirical results indicate that the proposed algorithms have comparable
performance as baselines that require oracle-like knowledge.

Contribution 4: In Appendix D, we study the use of entropy regularization for PG methods in both
the exact and stochastic settings. Entropy regularization has been successfully used in RL (Haarnoja
et al., 2018; Hiraoka et al., 2022). It helps smooth the objective function, enabling PG methods to
escape flat regions and allowing the use of larger step-sizes (Ahmed et al., 2019). Although entropy
regularization allows for faster convergence, it results in convergence to a biased policy.

We introduce a practical multi-stage algorithm that iteratively reduces the entropy regularization and
ensures convergence to the optimal policy. The resulting algorithm does not require the knowledge
of any problem dependent constants such as the reward gap (as in prior work (Mei et al., 2020)).
Under additional assumptions, we prove that softmax PG with entropy regularization converges to
the optimal policy at an Õ(1/ϵ) rate in the exact setting and at an Õ(1/ϵ3) rate in the stochastic
setting. Although we do not prove a theoretical advantage of entropy regularization; in practice, we
find that adding entropy enables the resulting algorithms to be more robust to “bad” initializations.

2 Problem Setup & Background

An infinite-horizon discounted Markov decision process (MDP) (Puterman, 2014) is defined by
tuple (S,A,P, r, ρ, γ), where S is the set of states, A is the set of actions, P : S × A → ∆S is the
transition probability function, ρ ∈ ∆S is the initial state distribution, r : S×A → [0, 1] is the reward
function, and γ ∈ [0, 1) is the discount factor. We will only consider tabular MDPs, assuming that
the state and action spaces are finite and define S := |S| and A := |A|. For policy π, the action-value
function Qπ : S × A → R is defined as: Qπ(s, a) := E[

∑∞
t=0 γtr(st, at)], with s0 = s, a0 = a and

for t ≥ 1, st+1 ∼ p(·|st, at) and at+1 ∼ π(·|st). The corresponding value function V π : S → R
is defined as V π(s) := Ea∼π(·|s)[Qπ(s, a)]. The advantage function Aπ : S × A → R is defined as
Aπ(s, a) := Qπ(s, a) − V π(s). For state s ∈ S, we define Prπ[st = s |s0] to be the probability of
visiting state s at time t under policy π when starting at state s0. The discounted state visitation
distribution is denoted by dπ

s0
∈ ∆S and defined as dπ

s0
:= (1− γ)

∑∞
t=0 γt Prπ[st = s |s0].

Given a class of feasible policies Π, the policy optimization objective is: maxπ∈Π J(π) := Es∼ρ[V π(s)].
For brevity, we define V π(ρ) := Es∼ρ[V π(s)]. We denote the optimal policy as π∗ = arg maxπ∈Π J(π).
Throughout this paper, we will consider both the general MDP setting and the bandits setting.
For the bandit setting, S = 1 and γ = 1, and the corresponding objective is to find a policy that
maximizes E[⟨π, r⟩] where the expectation is over the stochastic rewards.

In this work, we consider policies with a softmax tabular parameterization, i.e. for parameters
θ ∈ RS×A, the set Π consists of policies πθ : S → ∆A parameterized using the softmax function
such that πθ(a|s) = exp(θ(s,a))/

∑
a′∈A

exp(θ(s,a′)). Such a tabular parameterization has been recently
used to study the theoretical properties of policy gradient methods (Agarwal et al., 2021; Mei et al.,
2020). Throughout, we will present our results considering f(θ) as an abstract objective with specific
properties, and when required, instantiate it in the general MDP or bandits setting. In the general
MDP setting, f(θ) := V πθ (ρ), while in the bandits setting, f(θ) := ⟨πθ, r⟩. With this abstraction, we
hope that our results can be easily generalized to other settings such as constrained MDPs (Altman,
2021) or convex MDPs (Zahavy et al., 2021; Zhang et al., 2020a). Next, we specify the properties of
f that will be used to analyze the convergence of PG methods.

First, we note that f is a non-concave function for both bandits and general MDPs (Mei et al., 2020,
Proposition 1). However, in both cases, it is twice-differentiable and L-smooth, i.e. for all θ, there
exists a constant L ∈ (0,∞), ∇2f(θ) ⪯ LISA. Since this property holds for all θ and L is a constant
independent of θ, we refer to this as uniform smoothness. For both bandits and general MDPs,
f also satisfies a notion of non-uniform smoothness, i.e. for all θ, there exists a L1 ∈ (0,∞) such
that ∇2f(θ) ⪯ L1 ∥∇f(θ)∥ISA. Intuitively, non-uniform smoothness states that the landscape is
flatter closer to a stationary point θ̃, meaning that as θ → θ̃, ∇2f(θ)→ 0, i.e. the Hessian becomes

3



RLJ | RLC 2024

Setting f(θ) [∇f(θ)]s,a L L1 ν C(θ)
Bandits ⟨πθ, r⟩ πθ(a) [r(a)− ⟨πθ, r⟩] 5/2 3

√
2

∆∗ πθ(a∗)
MDP V πθ (ρ) dπθ (s) πθ(a|s) Aπθ (s,a)

1−γ
8

(1−γ)3

[
3 + 2 C∞−(1−γ)

(1−γ)γ

]√
S

√
2

(1−γ) ∆∗
mins πθ(a∗(s)|s)

√
S

∥∥∥ dπ∗
ρ

d
πθ
ρ

∥∥∥
∞

Table 1: Function and gradient expressions, (non)-uniform smoothness, non-uniform and reversed
Łojasiewciz properties for bandits and general tabular MDPs with ξ = 0 (Mei et al., 2020). Here, a∗

is index of the optimal arm in the bandit problem , C∞ := maxπ

∥∥∥dπ
ρ

ρ

∥∥∥
∞

is the distribution mismatch
ratio (Agarwal et al., 2021), and ∆∗ := mins Q∗(s, a∗(s))−maxa(s)̸=a∗(s) Q∗(s, a(s)) is the reward
gap corresponding to the optimal policy.

degenerate. Together, the uniform and non-uniform smoothness properties are related to the (L0, L1)
smoothness recently used to study the optimization of transformer models (Zhang et al., 2019).

Since the rewards are bounded, f(θ) is upper-bounded by a value f∗ := maxθ f(θ). Furthermore,
f satisfies a non-uniform Łojasiewciz condition, i.e. for all θ, there exists a C(θ) ∈ (0,∞) and
ξ ∈ [0, 1] such that ∥∇f(θ)∥2 ≥ C(θ) |f∗ − f(θ)|1−ξ (Mei et al., 2020). For the special case where
C(θ) is an absolute constant and ξ = 1/2, this condition matches the well studied Polyak Łojasiewciz
(PŁ) condition (Polyak, 1963; Karimi et al., 2016). The Łojasiewciz condition states that every
stationary point θ̃ (s.t. ∇f(θ̃) = 0) is also a global maximum s.t. f(θ̃) = f∗. This condition enables
the convergence of local ascent methods such as PG to an optimal solution θ∗ := arg maxθ f(θ)
despite the problem’s non-concavity (Karimi et al., 2016; Mei et al., 2020; Agarwal et al., 2021).
Finally, f satisfies a reversed Łojasiewciz condition, i.e. for all θ, there exists a ν > 0 such that
∥∇f(θt)∥ ≤ ν (f∗ − f(θ)) (Mei et al., 2020). This condition bounds how quickly the gradient norm
vanishes near the optimal solution. Table 1 summarizes both the uniform and non-uniform smoothness
and Łojasiewciz properties for bandits and general MDPs.

Similar to Mei et al. (2020), we assume a uniform starting state distribution, i.e. ∀s ∈ S, ρ(s) = 1/S

and hence C∞ ≤ 1
mins ρ(s) < ∞. This is a common assumption in the policy gradient literature

that obviates the need for exploration in the general MDP setting and allows us to exclusively
focus on the optimization aspects. We note that for both these settings, the optimal policy is
deterministic (Puterman, 2014) i.e. in the general MDP setting, for each state s ∈ S, there is an
action a∗(s) ∈ A such that π∗(a∗(s)|s) = 1 and for all a ̸= a∗(s), π∗(a|s) = 0. This implies that when
using the softmax tabular parameterization, θ∗(s, a∗(s))→∞ and for all a ̸= a∗(s), θ∗(s, a)→ −∞.
This property is similar to that for logistic regression for classification on linearly separable data (Ji
& Telgarsky, 2018).

In the next section, we will use the above properties of f and study the convergence of PG methods
in the exact setting.

3 Policy Gradient in the Exact Setting

We first consider the exact setting that assumes complete knowledge of the rewards and transition
probabilities, and consequently enables the exact calculation of the policy gradient. This setting has
been used as a test bed to study the convergence properties of PG methods (Bhandari & Russo,
2021; Agarwal et al., 2021; Mei et al., 2020).

Softmax policy gradient (softmax PG) uses gradient ascent to iteratively maximize f(θ). In particular,
at iteration t ∈ [T ], softmax PG uses a step-size of ηt and has the following update:
Update 1. (Softmax PG, True Gradient) θt+1 = θt + ηt∇f(θt).

Refer to Table 1 for the gradient expressions of the policy gradient ∇f(θ) in both the bandits and
general MDP cases.
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In this setting, Mei et al. (2020) prove that softmax PG converges to an optimal solution at an O(1/T)
rate, implying that the algorithm requires O(1/ϵ) iterations to guarantee that f∗ − f(θT +1) ≤ ϵ.
From a policy optimization perspective, this implies that softmax PG can return a stochastic policy
whose value function is ϵ close to the optimal policy’s value function. In order to achieve this
convergence, Mei et al. (2020) requires using a constant step-size ηt = η = 1/L. Furthermore, for any
ηt ∈ (0, 1], Mei et al. (2020, Theorem 9) proves an Ω(1/ϵ) lower-bound showing that this rate is tight.

In most scenarios, we can only obtain a loose upper-bound on the smoothness L. This over-estimation
of L implies that the resulting step-size is typically smaller than necessary, often resulting in worse
empirical performance. In practice, when doing gradient ascent with access to the exact gradient,
it is standard to employ a line-search (Armijo, 1966; Nocedal & Wright) to adaptively set the
step-size in each iteration. This results in faster empirical convergence while requiring minimal
tuning, and preserving the rate of convergence. Hence, we propose to use a backtracking Armijo
line-search (Armijo, 1966) to adaptively set the step-size for softmax PG.

At every iteration t, backtracking Armijo line-search starts from an initial guess for the step-size
(ηmax) and backtracks until the Armijo condition is satisfied. In particular, the procedure thus
returns the largest step-size ηt such that following condition is satisfied:

f(θt + ηt∇f(θt)) ≥ f(θt) + hηt∥∇f(θt)∥2
2 , (Armijo condition) (1)

where h ∈ (0, 1) is a hyper-parameter. For smooth functions, the backtracking procedure is guaranteed
to terminate and return a step-size ηt that satisfies ηt ≥ min{2(1−h)/L, ηmax}. Hence, Armijo line-
search guarantees improvement in the function value (ensuring monotonic policy improvement at
each iteration t), while selecting a step-size larger than the 1/L step-size used in Mei et al. (2020).

The following theorem shows that using the Armijo line-search preserves the theoretical O(1/T)
convergence rate.

Theorem 1. Assuming f is (i) L-smooth, (ii) satisfies the non-uniform Łojasiewciz condition with
ξ = 0, and (iii) µ := inft≥1[C(θt)]2 > 0, using Update 1 and Armijo line-search to set the step-size
results in the following convergence:

f∗ − f(θT +1) ≤ max
{

L

2 h (1− h) ,
1

h ηmax

}
1

µ T
(2)

where h ∈ (0, 1) and ηmax is the upper-bound on the step-size.

While assumptions (i) and (ii) are satisfied for both the general MDP and bandit settings, we need to
ensure that assumption (iii) also holds. We first note that this property holds for a constant step-size
ηt = η = 1/L (Mei et al., 2020, Lemma 5, Lemma 9). However, the proof can be extended to any
varying step-size sequence that guarantees ascent (f(θt+1) ≥ f(θt)) in every iteration. When using
the Armijo line-search to set the step-size, this condition is satisfied by definition, thus guaranteeing
that µ := inft≥1[C(θt)]2 > 0.

The Armijo condition in Equation (1) takes advantage of the objective’s uniform smoothness in order
to attain an O(1/T) convergence. In our initial experiments, we observed that for most iterations,
the maximum step-size ηmax satisfies the Armijo condition, and is hence returned by the line-search
procedure. By using a sufficiently large ηmax or by progressively increasing the maximum step-size
as a function of t, the resulting algorithm converges at a linear rate. This is because the objective
satisfies a non-uniform smoothness property and the optimization landscape becomes flatter as the
gradient norm decreases closer to the solution. This enables the use of larger step-sizes than those
returned by the Armijo line-search when using a fixed ηmax. In order to take advantage of the
non-uniform smoothness more explicitly, we design an alternative line-search on the logarithm of the
suboptimality. Formally, we use the following condition:

ln(f∗ − f(θt + ηt∇f(θt))) ≤ ln(f∗ − f(θt))− h ηt
∥∇f(θt)∥2

2
f∗ − f(θt)

(Armijo condition for log-loss). (3)
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When using the above condition, Lemma 2 guarantees that the backtracking line-search procedure
terminates and returns ηt ≥ min

{
ηmax, 2(1−h)

L1 ν [f∗−f(θt)]

}
(refer to Table 1 for the values of L1 and

ν). Hence, the resulting line-search accepts step-sizes proportional to 1
f∗−f(θt) , meaning that as the

optimization progresses and f(θt)→ f∗, larger step-sizes can be used.

The following theorem (proved in Appendix B.2) characterizes the rate of convergence of softmax
PG when using the Armijo condition for the log-loss in Equation (3).

Theorem 2. For a given ϵ ∈ (0, 1), assuming f is (i) L1 non-uniform smooth, (ii) satisfies the
non-uniform Łojasiewciz condition with ξ = 0, (iii) µ := inft≥1[C(θt)]2 > 0, (iv) f satisfies a reversed
Łojasiewciz condition with ν > 0, using Update 1 with backtracking line-search using the Armijo
condition in Equation (3) and setting ηmax = C/ϵ results in the following convergence:
If f∗ − f(θt) > ϵ for all t ∈ [1, T ], then,

f∗ − f(θT +1) ≤ [f∗ − f(θ1)] exp
(
−min

{
C h,

2 h (1− h)
L1 ν

}
µ T

)
(4)

where C > 0 and h ∈ (0, 1) are hyper-parameters. Otherwise mint∈[1,T ] f∗ − f(θt) ≤ ϵ.

For a target ϵ, setting T = O (log (1/ϵ)) iterations results in a linear convergence rate. In comparison
to Theorem 1, using the Armijo condition in Equation (4) enables the use of larger step-sizes resulting
in a faster (O(1/ϵ) vs O (log (1/ϵ))) rate. However, the Armijo condition in Equation (4) requires
the knowledge of f∗, making the resulting method less practical. This requirement is similar to the
Polyak step-size (Polyak, 1987) used for gradient descent. For future work, we hope to remove this
dependence of f∗. In comparison, the geometry-aware normalized policy gradient (GNPG) approach
introduced in Mei et al. (2021a) also explicitly exploits this non-uniform smoothness and exhibits a
convergence rate of O (log (1/ϵ)). However, in the general MDP setting, GNPG requires the knowledge
of unknown constants such as the concentrability coefficient C∞ := maxπ

∥∥dπ
ρ /ρ
∥∥

∞ to determine
the step-size, making it impractical. In concurrent work, Liu et al. (2024) show that softmax PG
with any constant step-size can attain an Θ(1/ϵ) convergence to the optimal policy. Moreover, they
prove that softmax PG with a specific adaptive step-size scheme that only depends on the advantage
function and the policy (PG-A) can attain a fast O (log (1/ϵ)) convergence.

Figure 1: Comparing softmax PG that (i) uses a step-size that satisfies the Armijo condition in Equa-
tion (1) (denoted as PG-LS), (ii) uses a step-size that satisfies the Armijo condition in Equation (3)
(PG-Log-LS) to GNPG (GNPG), PG-A (PG-A) and PG with a fixed step-size (PG) in the tabular MDP
setting.
In Figure 1, we compare the presented line-search methods with the Armijo condition in Equation (1)
and the Armijo condition on the log-loss in Equation (3) to GNPG, PG-A and PG with a constant
step-size on three tabular MDP environments (see Appendix G for details). For the methods that use
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backtracking line-search, we set ηmax = 1
ϵ with ϵ = 10−4 and h = 0.5. For GNPG, we use the step-size

of ηt = (1−γ) γ
6 (1−γ)+4 (S−1−(1−γ)) . Since C∞ is unknown, we upper-bound it as: C∞ ≤ mins

1
ρ(s) = 1

S . For
PG-A, we use the theoretical step-size ηt = 1

mins∈Ŝt
maxa|Ât(s,a)| where Ât(s, a) := πθt

(a|s) Aπθt (s, a)

and Ŝt := {s ∈ S | Ât(s, a) > 0}. Finally for PG we use a constant step-size of ηt = 1
L = (1−γ)3

8 .
We observe that PG-LS is comparable to GNPG and PG-A while PG-Log-LS can better exploit the
non-uniform smoothness, enabling larger step-sizes as the algorithm approaches the optimal policy.
The performance of PG is negligible due to the loose upper-bound of L, resulting in a conservative
step-size. In Appendix G, we plot the wall-clock time to justify the performance gains of the proposed
methods.

In the next section, we study the more realistic stochastic setting where the rewards and transition
probabilities are unknown, and the policy gradients need to be estimated via interactions with the
environment. Although GNPG and NPG can obtain faster convergence rates in the exact setting,
they are not guaranteed to converge to the optimal policy in the stochastic setting (Mei et al., 2021a).
This is because these methods are too aggressive and can quickly commit to sub-optimal actions.
Consequently, we restrict ourselves to softmax PG in the stochastic setting.

4 Policy Gradient in the Stochastic Setting

In this section, we analyze softmax PG with an estimated (stochastic) policy gradient. In Section 4.1,
we construct PG estimators that are unbiased and have bounded variance. We design a PG algorithm
that uses the stochastic policy gradient along with exponentially decreasing step-sizes (Li et al., 2021;
Vaswani et al., 2022). In Section 4.2, we prove that the resulting algorithm can obtain convergence
rates comparable to the state-of-the-art, but do not require oracle-like knowledge of the environment.
Finally, in Section 4.2.1, we exploit the fact that the variance in the stochastic gradients decreases
as the algorithm approaches a stationary point, and prove that the same stochastic softmax PG
algorithm can obtain a faster convergence rate.

4.1 Stochastic Softmax Policy Gradient

For illustrative purposes, we mainly focus on the bandit setting in the main paper. In the stochastic
multi-armed bandit setting (Lattimore & Szepesvári, 2020), each action (arm) has an underlying
unknown reward distribution. In every iteration t, the algorithm chooses an action to pull and
receives a stochastic reward sampled from the distribution of the corresponding arm. The stochastic
softmax PG algorithm maintains a distribution πθt ∈ ∆A over the actions. In each iteration t ∈ [1, T ],
the algorithm samples an action at ∼ πθt and receives reward Rt ∼ Pat where Pat is the reward
distribution of arm at. The reward Rt is used to construct the on-policy importance sampling (IS)
reward estimate r̂t(a) = 1{at=a}

πθt (a) Rt for each a ∈ A. The IS reward estimate is then used to form the
stochastic gradient ∇f̃(θt) such that ∇f̃(θt)(a) = πθt

(a)[r̂t(a)− ⟨πθt
, r̂t⟩]. Mei et al. (2021a, Lemma

5) showed that the resulting stochastic gradients are (i) unbiased i.e. E[∇f̃(θ)] = ∇f(θ) and have
(ii) bounded variance i.e. E

∥∥∥∇f̃(θ)−∇f(θ)
∥∥∥2

2
≤ σ2. Similarly, we can construct gradient estimators

that are unbiased and have bounded variance for general MDPs (refer to Appendix C.4). Given these
estimators, the resulting stochastic softmax PG algorithm has the following update:
Update 2. (Stochastic Softmax PG, Importance Sampling) θt+1 = θt + ηt∇f̃(θt).

We note that this update has also been used in Yuan et al. (2022); Mei et al. (2021a) that attain global
convergence to the optimal solution in both the bandit and general MDP settings. In order to prove
theoretical convergence, Yuan et al. (2022) used the knowledge of µ := inft≥1[C(θt)]2 when setting
the step-size. However, in both the bandit and general MDP settings (see Table 1 for details) C(θ)
and consequently µ depends on the optimal action. This makes the resulting algorithm impractical.
On the other hand, Mei et al. (2021a) require the full gradient to set the step-size and obtain global
convergence. Since the full gradient is not available in the stochastic setting, it is not practical to use
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Convergence Rate Knowledge required to set η
Mei et al. (2021a) O(1/ϵ2) ∥∇f(θ)∥
Yuan et al. (2022) O(1/ϵ3) π∗

Mei et al. (2023) O(1/ϵ) mean reward vector r

This work Interpolates between Õ(1/ϵ) & Õ(1/ϵ3) T

Table 2: Global convergence rates and knowledge required to set the step-size η for each method in the
bandits setting. Our proposed method achieves comparable convergence rates to prior state-of-the-art
results without any oracle-like knowledge.

their algorithm. Table 2 summarizes the global convergence rates for stochastic softmax PG and the
method’s step-size dependencies.

We make use of exponentially decaying step-sizes (Li et al., 2021; Vaswani et al., 2022) that have
been previously used for stochastic gradient descent when minimizing smooth non-convex functions
satisfying the PŁ-inequality (Polyak, 1963; Karimi et al., 2016). In this setting, the benefit of
exponentially decaying step-sizes is that they can achieve (up to poly-logarithmic terms) the best
known convergence rates without the knowledge of σ2 or µ. Given the knowledge of T , the step-size

in iteration t is set as: ηt = η0 αt where η0 is the initial step-size, α =
(

β
T

) 1
T and β ≥ 1. Although β

is a hyper-parameter, we emphasize that it does not depend on any problem-dependent constants.
We leverage these step-sizes for designing a stochastic softmax PG algorithm and characterize its
convergence in the next section.

4.2 Theoretical Convergence

By using the proof techniques from Yuan et al. (2022) and Li et al. (2021), we prove the following
theorem in Appendix C.1.

Theorem 3. For a given ϵ ∈ (0, 1), assuming f is (i) L-smooth, (ii) satisfies the non-uniform
Łojasiewciz condition with ξ = 0, (iii) µ :=

[
E
[
inft≥1[C(θt)]−2]]−1

> 0, using Update 2 with (a)
unbiased stochastic gradients whose variance is bounded by σ2 and (b) exponentially decreasing

step-sizes ηt = η0 αt where η0 = 1
L and α =

(
β
T

) 1
T , β ≥ 1 results in the following convergence:

If E[f∗ − f(θt)] > ϵ for all t ∈ [1, T ], then,

E[f∗ − f(θT +1)] ≤ E[f∗ − f(θ1)] C1 exp
(
− α ϵ T

κ ln(T/β)

)
+ C1 C2

2 L

ln2
(

T
β

)
σ2

ϵ2 T
(5)

where κ := 2 L
µ , C1 := exp

(
2 β

κ ln(T/β)

)
and C2 := 4 κ2

e2 α2 . Otherwise mint∈[1,T ] E[f∗ − f(θt)] ≤ ϵ.

In order to ensure that assumption (iii) holds, let us consider the bandit setting where C(θ) = πθ(a∗).
To guarantee that µ :=

[
E
[
inft≥1[C(θt)]−2]]−1

> 0, we must ensure that πθ0(a∗) > 0. Since T is
finite and θ0, ηt and the stochastic gradients are bounded (refer to Lemmas 10 and 11 in Appendix C),
no parameter including θ(a∗) can diverge to −∞, guaranteeing that πθ(a∗) > 0.

To determine the resulting convergence rate, let us first analyze the case when σ2 = 0. In this case,
given a target ϵ, we set T = O(1/ϵ log(1/ϵ)) iterations to make the first term O(ϵ). On the other hand,
when σ2 > 0 and the second term of Õ

(
σ2

/ϵ2T
)

dominates, we set T = Õ(1/ϵ3) iterations to make the
second term O(ϵ). Putting both cases together, in order to make the sub-optimality O(ϵ), we can set
T = max{Õ

(
1/ϵ, σ2

/ϵ3
)
}. This convergence rate matches that in Yuan et al. (2022) without requiring

the knowledge of µ. We emphasize that the above convergence rate holds without the knowledge of
any oracle-like information.

8
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The previous result assumes that the variance σ2 is constant w.r.t. θ. However, it has been observed
that the noise depends on θ, and decreases as the algorithm gets closer to a stationary point since
the policy become more deterministic. Next, we leverage this property to prove faster rates.

4.2.1 Faster Rates

In the bandit setting, Mei et al. (2023) formalized the above intuition, and proved that the stochastic
gradient ∇f̃(θ) satisfies the strong growth condition (SGC) (Schmidt & Roux, 2013; Vaswani et al.,
2019) implying that E

∥∥∥∇f̃(θ)
∥∥∥2

2
≤ ϱ ∥∇f(θ)∥ for a problem-dependent ϱ > 1. This implies that the

variance decreases as the algorithm approaches a stationary point and ∥∇f(θ)∥ → 0. For the bandit
setting, using Update 2 and the knowledge of ϱ to set the step-size, Mei et al. (2023) can attain
a faster O(1/ϵ) convergence rate. We generalize the above SGC result to the general MDP setting
in Theorem 6 (proved in Appendix C.4).

Theorem 4. Using Update 2, we have for all θ, E
∥∥∥∇f̃(θ)

∥∥∥2

2
≤ ϱ ∥∇f(θ)∥2, where ϱ := 8 A3/2

∆2 in the

bandit setting with ∆ := mina̸=a′ |r(a)− r(a′)| and ϱ = 4 A3/2 S1/2

(1−γ)4 ∆2 in the tabular MDP setting with
∆ := mins mina̸=a′ |Qπθ (s, a)−Qπθ (s, a′)|.

However, in the bandit setting, ϱ depends on the unknown reward gap ∆ := mina ̸=a′ |r(a)− r(a′)| and
we prove that this dependence is necessary (Proposition 1 in Appendix C). This makes the resulting
algorithm ineffective in most practical cases. Hence, we aim to develop a practical algorithm that can
automatically adapt to ϱ and result in a faster convergence. In Theorem 5, proved in Appendix C.2,
we show that the same stochastic softmax PG algorithm (with exponentially decreasing step-sizes)
can attain such fast convergence. In addition to the properties in Theorem 3, we exploit the function’s
non-uniform smoothness, the SGC and the boundedness of stochastic gradients to prove this result.

Theorem 5. For a given ϵ ∈ (0, 1), assuming f is (i) L1 non-uniform smooth, (ii) satisfies the
non-uniform Łojasiewciz condition with ξ = 0, (iii) µ :=

[
E
[
inft≥1[C(θt)]−2]]−1

> 0, using Update 2
with unbiased stochastic gradients that are (a) bounded, i.e. ∥∇f̃(θ)∥ ≤ B and satisfy the strong
growth condition with ϱ and (b) exponentially decreasing step-sizes ηt = η0 αt where η0 < 1

L2
1B

and

α =
(

β
T

) 1
T , β ≥ 1, results in the following convergence:

If E[f∗ − f(θt)] > ϵ for all t ∈ [1, T ], then,

E[f∗ − f(θT +1)] ≤ E[f∗ − f(θ1)] C1 exp
(
− α ϵ T

κ ln(T )

)
+ C2

∑T0−1
t=1 E[f∗ − f(θt)]

ϵ2 T 2 (6)

where κ := 2
µ η0

, C1 := exp
(

2 β
κ ln(T/β)

)
, C2 := exp

(
2 β

κ ln(T/β)

)
16 ϱ L κ2

e2 α2 ln2(T/β),

T0 := T max
{

ln(ϱ η0)
ln(T/β) , 0

}
. Otherwise mint∈[1,T ] E[f∗ − f(θt)] ≤ ϵ.

Similar to Theorem 3, assumption (iii) is true when πθ0(a∗) > 0 and T is finite. In Lemmas 10
and 11 (proved in Appendix C), we prove that the stochastic gradients are bounded in both the
bandit and MDP settings. In the above result, T0 represents the iteration when the step-size is small
enough to take advantage of the SGC. Given the knowledge of ϱ, we can set set η0 ≤ 1/ϱ in which
case T0 = 0. In this case, setting T = Õ(1/ϵ) iterations enables us to obtain a “fast” O(1/ϵ) rate.
Since ϱ is unknown in general, setting η0 to be large can result in T0 = O(T ) in the worst case. In
this case, the second term of order Õ(1/ϵ2T) dominates. In this case, setting T = O(1/ϵ3) iterations
results in a “slow” Õ(1/ϵ3) rate. Hence, the resulting algorithm is robust to ϱ and depending on how
η0 is set, it can interpolate between the “slow” and “fast” rates.

Below, we instantiate Theorem 5 in the bandit setting.

9
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Corollary 1. In the bandit setting, for a given ϵ ∈ (0, 1), using Update 2 with exponentially

decreasing step-sizes ηt = η0 αt where η0 ≤ 1
18 , α =

(
β
T

) 1
T , β ≥ 1 results in the following

convergence:
If E[(π∗ − πθt

)⊤r] ≥ ϵ for all t ∈ [1, T ], then,

E[(π∗ − πθT +1)⊤r] ≤ E[(π∗ − πθ1)⊤r] C1 exp
(
− α ϵ T

κ ln(T/β)

)
+ C2

∑T0−1
t=1 E[(π∗ − πθt

)⊤r]
ϵ2 T 2 (7)

where κ := 2
µ η0

, C1 := exp
(

2 β
κ ln(T/β)

)
, C2 := exp

(
2β

κ ln(T/β)

)
32 ϱ κ2

5 e2 α2 ln2(T/β), T0 :=

T max
{

ln(4 ϱ η0)
ln(T/β) , 0

}
, ρ = 8 A3/2

∆2 and µ :=
[
E
[
mint∈[1,T ][πθt

(a∗)]−2]]−1 > 0. Otherwise
mint∈[1,T ] E[(π∗ − πθt)⊤r] ≤ ϵ.

In the multi-armed bandit setting, using stochastic softmax PG with exponentially decreasing
step-sizes allows for implicit automatic exploration without requiring the knowledge of any problem-
dependent constants such as the reward gap. Unlike Mei et al. (2023), we note that the above result
does not imply asymptotic convergence to the optimal arm. This difference stems from the fact
that Mei et al. (2023) uses a constant step-size, while the above result requires a decreasing step-size
that asymptotically goes to zero. Compared to the standard algorithms for multi-armed bandits
such as upper confidence bound (UCB) (Auer et al., 2002) which requires the knowledge of the
noise magnitude to design confidence intervals or Thompson sampling (TS) (Agrawal & Goyal, 2012)
which requires knowledge of the reward distribution, stochastic softmax PG does not require such
information.

In the next section, we empirically validate our theoretical results and compare the proposed methods
to prior algorithms in the bandits setting.

5 Experimental Evaluation 1

We evaluate the methods in multi-armed bandit environments with A = 10. For each environment,
we compare the various algorithms on the basis of their expected sub-optimality gap E[(π∗ − πθt

)⊤r].
For each instance of an environment, we run an algorithm 5 times to account for the stochasicity
of each algorithm. We plot the average and 95% confidence interval of the expected sub-optimality
gap across 25 instances over T = 106 iterations. For each run, the initial policy is uniform, i.e.
πθ0(a) = 1/A for all a ∈ A.

Environment Details: Each environment’s underlying reward distribution is either a Bernoulli,
Gaussian, or Beta distribution with a fixed mean reward vector r ∈ RA and support [0, 1]. The
difficulty of the environment is determined by the maximum reward gap ∆̄ := mina∗ ̸=a r(a∗)− r(a).
In easy environments ∆̄ = 0.5 and in the hard environments ∆̄ = 0.1. For each environment, r is
randomly generated for each run.

Methods: We compare stochastic softmax PG with exponentially decreasing step-size (SPG-ESS) to
prior work that uses the full gradient (SPG-O-G) (Mei et al., 2021a) and the reward gap (SPG-O-R) (Mei
et al., 2023) when setting the step-size. For SPG-ESS, we select β = 1 and η0 = 1

18 for all experiments.
For SPG-O-R and SPG-O-G, we use the corresponding theoretical step-size of ηt = ∆2

(40) 103/2 and

ηt = 1
12

∥∥∥∥d⟨πθt ,r⟩
dθt

∥∥∥∥ respectively. We emphasize that both these step-sizes depend on the unknown
mean reward vector, making the resulting methods impractical.

In our experiments, we observed that SPG-ESS slows down and stops making progress because of
overly conservative step-sizes. To counteract this, we additionally try a “doubling trick” (SPG-ESS
[D]). This is a common trick when adapting algorithms that depend on a fixed number of iterations

1The code to reproduce results is available here
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Figure 2: Expected sub-optimality gap across various environments. SPG-ESS and SPG-ESS [D] is
comparable to SPG-O-G and SPG-O-R without using any oracle-like knowledge of the environment.

(Auer et al., 1995; Hazan & Kale, 2014). For this “doubling trick”, we first start with a smaller time

horizon T0 << T when setting the step-size, i.e. for t ≤ T0, ηt = η0

(
β
T0

) t
T0 . After T0 iterations, we

restart the step-size schedule, double the length of the next time horizon i.e. T1 = 2 T0 and set ηt

with the time horizon equal to T1. This process repeats until the desired number of iterations is
reached. For SPG-ESS [D] we select β = 1, η0 = 1

18 and T0 = 5000 for all environments.

Results: From Figure 2, we conclude that SPG-ESS and SPG-ESS [D] are consistently comparable
to SPG-O-G and SPG-O-R without access to any oracle-like knowledge. While SPG-O-R has the best
theoretical convergence rate, its step-size is proportional to the reward gap. When the reward gap is
small, so is the resulting step-size which results in its poor empirical performance.

6 Discussion

We designed (stochastic) softmax policy gradient (PG) methods for bandits and tabular Markov
decision processes (MDPs). Throughout, we demonstrated that the proposed methods offer similar
theoretical guarantees as the state-of-the art results, but do not require the knowledge of oracle-like
quantities. Concretely, in the exact setting, we empirically demonstrated that using softmax PG
with Armijo line-search to set the step-size is competitive to GNPG without requiring knowledge of
the concentrability coefficient to set the step-size. In the stochastic setting, we used exponentially
decreasing step-sizes and showed that the resulting algorithm is robust to problem-dependent constants
and can interpolate between slow and fast rates. For future work, we hope to analyze the convergence
rate when using the “doubling trick” with exponentially decreasing step-sizes. Finally, we aim to
generalize our results to support complex (non)-linear policy parameterization.
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D Policy Gradient with Entropy Regularization

D.2 Policy Gradient with Entropy Regularization in the Exact Setting
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F Proofs of Appendix D.3

G Additional Experiments

H Extra Lemmas

A Definitions

A function f is L-smooth if for all θ and θ′

|f(θ)− f(θ′)− ⟨∇f(θ′), θ − θ′⟩| ≤ L

2 ∥θ − θ′∥2
2. (8)

A function f is L1-non-uniform smooth if for all θ and θ′

|f(θ)− f(θ′)− ⟨∇f(θ′), θ − θ′⟩| ≤ L1∥∇f(θ′)∥
2 ∥θ − θ′∥2

2. (9)

A function f satisfies the non-uniform Łojasiewciz condition of degree ξ for ξ ∈ [0, 1] is defined as

∥∇f(θ)∥ ≥ C(θ)|f∗ − f(θ)|1−ξ (f∗ := supθ f(θ))

where C : θ → R > 0.

A function f satisfies the reversed Łojasiewciz condition if for all θ

∥∇f(θ)∥ ≤ ν [f∗ − f(θ)] (10)

where ν > 0.
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B Proofs in Section 3

B.1 Proof Of Theorem 1
Theorem 1. Assuming f is (i) L-smooth, (ii) satisfies the non-uniform Łojasiewciz condition with
ξ = 0, and (iii) µ := inft≥1[C(θt)]2 > 0, using Update 1 and Armijo line-search to set the step-size
results in the following convergence:

f∗ − f(θT +1) ≤ max
{

L

2 h (1− h) ,
1

h ηmax

}
1

µ T
(2)

where h ∈ (0, 1) and ηmax is the upper-bound on the step-size.

Proof. From Equation (1), Armijo line-search selects a step-size that satisfies the following condition
where h ∈ (0, 1) is a hyper-parameter

f(θt + ηt∇f(θt)) ≥ f(θt) + h ηt ∥∇f(θt)∥2
2. (11)

For any L-smooth function the step-size ηt returned by the Armijo line-search is guaranteed to satisfy
ηmax ≥ ηt ≥ min

{
2 (1−h)

L , ηmax

}
(Armijo, 1966) which implies that

f(θt+1) ≥ f(θt) + min
{

2 h (1− h)
L

, h ηmax

}
∥∇f(θt)∥2

2 (12)

Adding f∗ to both sides and multiplying by −1

f∗ − f(θt+1) ≤ f∗ − f(θt)−min
{

2 h (1− h)
L

, h ηmax

}
∥∇f(θt)∥2

2 (13)

Let δ(θt) := f∗ − f(θt)

δ(θt+1) ≤ δ(θt)−min
{

2 h (1− h)
L

, h ηmax

}
∥∇f(θt)∥2

2 (14)

Since f satisfies the non-uniform Łojasiewciz condition with ξ = 0

≤ δ(θt)−min
{

2 h (1− h)
L

, h ηmax

}
[C(θt)]2 [δ(θt)]2 (15)

Assuming µ := inft≥1[C(θt)]2 > 0

≤ δ(θt)− µ min
{

2 h(1− h)
L

, h ηmax

}
︸ ︷︷ ︸

:= 1
C

[δ(θt)]2 (16)

Dividing by δ(θt) δ(θt+1)

=⇒ 1
δ(θt)

≤ 1
δ(θt+1) −

1
C

δ(θt)
δ(θt+1) (17)

Using Equation (17) and recursing from t = 1 to T

1
δ(θ1) ≤

1
δ(θT +1) −

1
C

T∑
t=1

δ(θt)
δ(θt+1) (18)

≤ 1
δ(θT +1) −

T

C
( δ(θt)

δ(θt+1) ≥ 1)

=⇒ T

C
≤ 1

δ(θT +1) . (19)

16



RLJ | RLC 2024

Therefore
f∗ − f(θT +1) ≤ max

{
L

2 h (1− h)
1

h ηmax

}
1
µ

. (20)

Corollary 2. In the bandit setting, using Update 1 with Armijo line-search to set the step-size
results in the following convergence:

(π∗ − πθT +1)⊤r ≤ max
{

5
4 h (1− h) ,

1
h ηmax

}
1

µ T
(21)

where h ∈ (0, 1), ηmax is the upper-bound on the step-size, and µ := inft≥1[πθt(a∗)]2 > 0.

Proof. We can extend Theorem 1 to the bandit setting since:

• by Lemma 24, f is 5
2 -smooth

• by Lemma 31, f is non-uniform Łojsiewciz with ξ = 0 and C(θ) = πθ(a∗)
• we observe that (Mei et al., 2020, Lemma 5) works for any step-size sequence guaranteeing

monotonic improvement µ := inft≥1[C(θt)]2 > 0

Corollary 3. Assuming mins∈S ρ(s) > 0, in the tabular MDP setting, using Update 1 with Armijo
line-search to set the step-size results in the following convergence:

V ∗(ρ)− V πθT +1 (ρ) ≤ max
{

8
2 h (1− h) (1− γ)3

1
ηmax h

}
1

µ T
(22)

where h ∈ (0, 1), ηmax is the upper-bound on the step-size, and µ := inft≥1

(
mins πθt (a∗(s)|s)
√

S
∥∥dπ∗

ρ /d
πθt
ρ

∥∥
∞

)2
> 0.

Proof. We can extend Theorem 1 to the tabular MDP setting since:

• by Lemma 27, f is 8
(1−γ)3 -smooth,

• by Lemma 32, f is non-uniform Łojsiewciz with ξ = 0 and C(θ) = mins πθ(a∗(s)|s)√
S
∥∥dπ∗

ρ /d
πθ
ρ

∥∥
∞

• we observe that (Mei et al., 2020, Lemma 9) works for any step-size sequence guaranteeing
monotonic improvement µ := inft≥1[C(θt)]2 > 0

B.2 Proof Of Theorem 2
Theorem 2. For a given ϵ ∈ (0, 1), assuming f is (i) L1 non-uniform smooth, (ii) satisfies the
non-uniform Łojasiewciz condition with ξ = 0, (iii) µ := inft≥1[C(θt)]2 > 0, (iv) f satisfies a reversed
Łojasiewciz condition with ν > 0, using Update 1 with backtracking line-search using the Armijo
condition in Equation (3) and setting ηmax = C/ϵ results in the following convergence:
If f∗ − f(θt) > ϵ for all t ∈ [1, T ], then,

f∗ − f(θT +1) ≤ [f∗ − f(θ1)] exp
(
−min

{
C h,

2 h (1− h)
L1 ν

}
µ T

)
(4)

where C > 0 and h ∈ (0, 1) are hyper-parameters. Otherwise mint∈[1,T ] f∗ − f(θt) ≤ ϵ.

Proof. Since the rewards are bounded, we will overload the notation and let f∗ − f(θt) denote the
normalized sub-optimality gap. This implies that f∗ − f(θt) ≤ 1. Using backtracking line-search

17
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using Armijo condition in Equation (3) selects a step-size that satisfies the following condition where
h ∈ (0, 1) is a hyper-parameter:

ln(f∗ − f(θt + ηt∇f(θt))) ≤ ln(f∗ − f(θt))− h ηt
∥∇f(θt)∥2

2
f∗ − f(θt)

(23)

Applying exp(·) to both sides

f∗ − f(θt + ηt∇f(θt)) ≤ [f∗ − f(θt)] exp
(
−h ηt

∥∇f(θt)∥2
2

f∗ − f(θt)

)
(24)

By Lemma 2, we can guarantee that the backtracking line-search is guaranteed to satisfy ηt ≥
min

{
ηmax, 2(1−h)

L1 ν [f∗−f(θt)]

}
which implies that

f∗ − f(θt+1) ≤ [f∗ − f(θt)] exp
(
−min

{
ηmax h,

2 h (1− h)
L1 ν [f∗ − f(θt)]

}
∥∇f(θt)∥2

2
f∗ − f(θt)

)
(25)

Assuming that for a target ϵ ∈ (0, 1), ϵ < f∗ − f(θt) for t ∈ [1, T ], selecting ηmax = C
ϵ for C > 0

implies ηmax > C
f∗−f(θt)

≤ [f∗ − f(θt)] exp
(
−min

{
C h,

2 h (1− h)
L1 ν

}
∥∇f(θt)∥2

2
(f∗ − f(θt))2

)
(26)

Since f satisfies the non-uniform Łojasieciz condition with ξ = 0

≤ [f∗ − f(θt)] exp
(
−min

{
C h,

2 h (1− h)
L1 ν

}
[C(θt)]2

)
(27)

Assuming µ := inft≥1[C(θt)]2 > 0

=⇒ f∗ − f(θt+1) ≤ [f∗ − f(θt)] exp
(
−min

{
C h,

2 h (1− h)
L1 ν

}
µ

)
. (28)

Using Equation (28) and recursing from t = 1 to T we have

f∗ − f(θT +1) ≤ [f∗ − f(θ1)] exp
(
−min

{
C h,

2 h (1− h)
L1 ν

}
µ T

)
. (29)

Corollary 4. In the bandit setting, for a given ϵ ∈ (0, 1), using Update 1 with backtracking
line-search using the Armijo condition in Equation (3) and setting ηmax = C/ϵ results in the following
convergence:
If (π∗ − πθt)⊤r > ϵ for all t ∈ [1, T ], then,

(π∗ − πθT +1)⊤r ≤ (π∗ − πθ1)⊤r exp
(
−min

{
C h,

2 h (1− h) ∆∗

3
√

2

}
µ T

)
(30)

where C > 0 and h ∈ (0, 1) are hyper-parameters, ∆∗ := r(a∗) − maxa ̸=a∗ r(a), and µ :=
inft≥1[πθt(a∗)]2 > 0. Otherwise mint∈[1,T ](π∗ − πθt)⊤r ≤ ϵ.

Proof. We can extend Theorem 2 to the bandit setting since:

• by Lemma 29, f is 3-non-uniform smooth

18
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• by Lemma 31, f is non-uniform Łojsiewciz with ξ = 0 and C(θ) = πθ(a∗)
• by Lemma 3, f satisfies the reverse Łojasiewciz condition with ν =

√
2

∆∗

• since we observe that Lemma 5 in (Mei et al., 2020) works for any step-size sequence
guaranteeing monotonic improvement, µ := inft≥1[C(θt)]2 > 0

Corollary 5. Assuming mins∈S ρ(s) > 0, in the tabular MDP setting, for a given ϵ ∈ (0, 1), using
Update 1 with backtracking line-search using the Armijo condition in Equation (3) and setting
ηmax = C/ϵ results in the following convergence:
If V ∗(ρ)− V πθt (ρ) > ϵ for all t ∈ [1, T ], then,

V ∗(ρ)− V πθT +1 (ρ) ≤ [V ∗(ρ)− V πθ1 (ρ)] exp
(
−min

{
C h,

2 h (1− h) (1− γ) ∆∗

D
√

2

}
µ T

)
(31)

where C > 0 and h ∈ (0, 1) are hyper-parameters, D :=
[
3 + 2 C∞−(1−γ)

(1−γ) γ

]√
S, C∞ :=

maxπ

∥∥∥dπ
ρ

ρ

∥∥∥
∞
≤ 1

mins ρ(s) < ∞, ∆∗ := mins∈S
{

Q∗(s, a∗(s))−maxa(s) ̸=a∗(s) Q∗(s, a)
}

, and µ :=

inft≥1

(
mins πθt (a∗(s)|s)
√

S
∥∥dπ∗

ρ /d
πθt
ρ

∥∥
∞

)2
> 0. Otherwise mint∈[1,T ] V ∗(ρ)− V πθt (ρ) ≤ ϵ.

Proof. We can extend Theorem 2 to the tabular MDP setting since:

• by Lemma 30, f is D-non-uniform smooth where D :=
[
3 + 2 C∞−(1−γ)

(1−γ) γ

]√
S and C∞ :=

maxπ

∥∥∥dπ
ρ

ρ

∥∥∥
∞
≤ 1

mins ρ(s) <∞

• by Lemma 32, f is non-uniform Łojsiewciz with ξ = 0 and C(θ) = mins πθ(a∗(s)|s)√
S
∥∥dπ∗

ρ /d
πθ
ρ

∥∥
∞

• by Lemma 4 f satisfies the reverse Łojsiewciz condition with ν =
√

2
(1−γ) ∆∗ and ∆∗ :=

mins∈S
{

Q∗(s, a∗(s))−maxa(s)̸=a∗(s) Q∗(s, a)
}

• since we observe that Lemma 9 in (Mei et al., 2020) works for any step-size sequence
guaranteeing monotonic improvement µ := inft≥1[C(θt)]2 > 0

B.3 Additional Lemmas
Lemma 1. Suppose that (i) f is L1-non-uniform smooth and (ii) satisfies a reversed Łojasiewciz
inequality then θ → ln(f∗ − f(θ)) is L1 ν-smooth.

Proof. Let g(θ) := ln(f∗− f(θ)). By Taylor’s theorem it suffices to show that the Hessian is bounded
by L1 ν

∇2g(θ) = −∇
2f(θ) (f∗ − f(θ))− [∇f(θ)] [∇f(θ)]⊤

(f∗ − f(θ))2 (32)

Since for any x ∈ RSA x x⊤ ⪰ 0

⪯ ∇2f(θ)
f∗ − f(θ) (33)

Since f is L1-non-uniform smooth,

⪯ L1∥∇f(θ)∥
f∗ − f(θ) (34)
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Since f satisfies the reverse Łojsaiewciz inequality

⪯ L1 ν ISA. (35)

Lemma 2. The (exact) backtracking procedure with the following Armijo condition on the log-loss:

ln(f∗ − f(θt + ηt∇f(θt))) ≤ ln(f∗ − f(θt))− h ηt
∥∇f(θt)∥2

2
f∗ − f(θt)

(36)

terminates and returns

ηt ≥ min
{

ηmax,
2(1− h)

L1 ν [f∗ − f(θt)]

}
(37)

where h ∈ (0, 1) is a hyper-parameter.

Proof. Let g(θ) = ln(f∗ − f(θ)). By Lemma 1, g is L1 ν-smooth. Starting with the quadratic bound
using the smoothness of g:

g(θt+1) ≤ g(θt)− ηt

〈
∇f(θt)

f∗ − f(θt)
,∇f(θt)

〉
+ L1 ν ηt

2

2 ∥∇f(θt)∥2
2 (38)

≤ g(θt)− ∥∇f(θt)∥2
2

(
ηt

f∗ − f(θt)
− L1 ν ηt

2

2

)
︸ ︷︷ ︸

:=h1(ηt)

(39)

From Equation (3)

g(θt + ηt∇f(θt)) ≤ g(θt)− h ηt
∥∇f(θt)∥2

2
f∗ − f(θt)︸ ︷︷ ︸

:=h2(ηt)

(40)

If Equation (3) is satisfied, the backtracking line-search procedure terminates. If ηmax ≤ 2(1−h)
L1 ν [f∗−f(θt)]

then g(θt+1) ≤ h1(ηmax) ≤ h2(ηmax) implying the line-search terminates and ηt = ηmax. Otherwise,
if ηmax > 2(1−h)

L1 ν [f∗−f(θt)] and Equation (3) is satisfied for step-size ηt then

ln(θt + ηt∇f(θt)) ≤ h2(ηt) ≤ h1(ηt) (41)

=⇒ hηt

f∗ − f(θt)
≥ ηt

f∗ − f(θt)
− L1 νηt

2

2 (42)

=⇒ ηt ≥
2(1− h)

L1 ν [f∗ − f(θt)]
(43)

Putting the above conditions together, we have:

ηt ≥ min
{

ηmax,
2(1− h)

L1 ν [f∗ − f(θt)]

}
. (44)

Lemma 3 (Lemma 17 in (Mei et al., 2020)). For any r ∈ [0, 1]A. Denote ∆∗ := r(a∗) −
maxa̸=a∗ r(a). Then, ∥∥∥∥d⟨πθ, r⟩

dθ

∥∥∥∥ ≤ √2
∆∗ ⟨π

∗ − πθ, r⟩. (45)
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Lemma 4 (Lemma 28 in (Mei et al., 2020)). Denote ∆∗(s) := Q∗(s, a∗(s))−maxa̸=a∗(s) Q∗(s, a)
as the optimal value gap of state s, where a∗(s) is the action that the optimal policy selects under
state s, and ∆∗ := mins∈S ∆∗(s) > 0 as the optimal value gap of the MDP. Then we have∥∥∥∥∂V πθ (ρ)

∂θ

∥∥∥∥ ≤ 1
1− γ

√
2

∆∗ [V ∗(ρ)− V πθ (ρ)]. (46)
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C Proofs in Section 4

C.1 Proof Of Theorem 3
Theorem 3. For a given ϵ ∈ (0, 1), assuming f is (i) L-smooth, (ii) satisfies the non-uniform
Łojasiewciz condition with ξ = 0, (iii) µ :=

[
E
[
inft≥1[C(θt)]−2]]−1

> 0, using Update 2 with (a)
unbiased stochastic gradients whose variance is bounded by σ2 and (b) exponentially decreasing

step-sizes ηt = η0 αt where η0 = 1
L and α =

(
β
T

) 1
T , β ≥ 1 results in the following convergence:

If E[f∗ − f(θt)] > ϵ for all t ∈ [1, T ], then,

E[f∗ − f(θT +1)] ≤ E[f∗ − f(θ1)] C1 exp
(
− α ϵ T

κ ln(T/β)

)
+ C1 C2

2 L

ln2
(

T
β

)
σ2

ϵ2 T
(5)

where κ := 2 L
µ , C1 := exp

(
2 β

κ ln(T/β)

)
and C2 := 4 κ2

e2 α2 . Otherwise mint∈[1,T ] E[f∗ − f(θt)] ≤ ϵ.

Proof.

Starting with the smoothness of f

|f(θt+1)− f(θt)− ⟨∇f(θt), θt+1 − θt⟩| ≤
L

2 ∥θt − θt∥2
2 (47)

f(θt+1)− f(θt)− ⟨∇f(θt), θt+1 − θt⟩ ≥ −
L

2 ∥θt − θt∥2
2 (48)

Using Update 2, θt+1 = θt + ηt∇f̃(θt)

f(θt+1)− f(θt)− ηt

〈
∇f(θt),∇f̃(θt)

〉
≥ −L

2 ηt
2
∥∥∥∇f̃(θt)

∥∥∥2

2
(49)

=⇒ f(θt+1) ≥ f(θt) + ηt

〈
∇f(θt),∇f̃(θt)

〉
− L

2 ηt
2
∥∥∥∇f̃(θt)

∥∥∥2

2
(50)

Multiplying both sides by −1 and adding f∗

f∗ − f(θt+1) ≤ f∗ − f(θt)− ηt

〈
∇f(θt),∇f̃(θt)

〉
+ L

2 ηt
2
∥∥∥∇f̃(θt)

∥∥∥2

2
(51)

Taking expectation with respect to the randomness in iteration t on both sides

E[f∗ − f(θt+1)]︸ ︷︷ ︸
:=δ(θt+1)

≤ E[f∗ − f(θt)]︸ ︷︷ ︸
:=δ(θt)

−ηt

〈
∇f(θt),E

[
∇f̃(θt)

]〉
+ L ηt

2

2 E
[∥∥∥∇f̃(θt)

∥∥∥2

2

]
(52)

Assuming that the gradient is unbiased

=⇒ δ(θt+1) = δ(θt)− ηt ∥∇f(θt)∥2
2 + L ηt

2

2 E
[∥∥∥∇f̃(θt)

∥∥∥2

2

]
(53)

≤ δ(θt)− ηt ∥∇f(θt)∥2
2 + L ηt

2

2 E
[∥∥∥∇f̃(θt)−∇f(θt) +∇f(θt)

∥∥∥2

2

]
(54)

Expanding the square and since E
[〈
∇f(θt),∇f̃(θt)−∇f(θt)

〉]
= 0

≤ δ(θt)− ηt ∥∇f(θt)∥2
2 + L ηt

2

2 E
[∥∥∥∇f̃(θt)−∇f(θt)

∥∥∥2

2

]
+ L ηt

2

2 E
[
∥∇f(θt)∥2

2

]
(55)
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Assuming that the variance is bounded by σ2

≤ δ(θt)− ηt ∥∇f(θt)∥2
2 + L ηt

2

2

(
σ2 + E

[
∥∇f(θt)∥2

2

])
(56)

≤ δ(θt)−
ηt

2 ∥∇f(θt)∥2
2 + L ηt

2

2 σ2 (ηt ≤ 1
L )

Since f satisfies the non-uniform Łojsaiewciz condition with ξ = 0

≤ δ(θt)−
ηt

2 [δ(θt)]2 [C(θt)]2 + L ηt
2

2 σ2 (57)

Assuming m := inft≥1[C(θt)]2 > 0

≤ δ(θt)
(

1− ηt m

2 δ(θt)
)

+ L ηt
2

2 σ2. (58)

Taking expectation with respect to all previous iterations t ≥ 1 on both sides

=⇒ E[δ(θt+1)] ≤ E[δ(θt)]−
ηt

2 E[m [δ(θt)]2] + L ηt
2

2 σ2 (59)

To lower-bound E[m [δ(θt)]2]

E[δ(θt)] = E
[

1√
m

√
m δ(θt)

]
(60)

Using Cauchy-Schwarz since m > 0 and δ(θt) > 0

≤

√
E
[

1
m

]√
E [m [δ(θt)]2] (61)

=⇒
[
E
[

1
m

]]−1

︸ ︷︷ ︸
:=µ

E[δ(θt)]2 ≤ E
[
m [δ(θt)]2

]
(62)

Hence

E[δ(θt+1)] ≤ E[δ(θt)]
(

1− ηt µ

2 E[δ(θt)]
)

+ L ηt
2

2 σ2 (63)

If for some t ∈ [1, T ] we have E[δ(θt)] < ϵ then we are done and have converged to a ϵ-neighbourhood
within T iterations and have achieved

min
t∈[1,T ]

E[f∗ − f(θt)] ≤ ϵ. (64)

Otherwise, we have E[δ(θt)] ≥ ϵ and thus

E[δ(θt+1)] ≤ E[δ(θt)]
(

1− ηt µ ϵ

2 ηt

)
+ L σ2

2 ηt
2 (65)

= E[δ(θt)]
(

1− η0 µ ϵ

2 αt
)

+ α2t L η2
0 σ2

2 (ηt = η0 αt)

Define 1
κ := η0 µ ϵ

2 and since η0 = 1
L

≤ E[δ(θt)]
(

1− 1
κ

αt

)
+ α2t σ2

2 L
. (66)
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Using Equation (66) and recursing from t = 1 to T we have

E[δ(θT +1)] ≤ E[δ(θ1)]
T∏

t=1

(
1− 1

κ
αt

)
+ σ2

2 L

T∑
t=1

α2t
T∏

i=t+1

(
1− 1

κ
αi

)
(67)

Using 1− x ≤ exp(−x) and by summing up the geometric series

≤ E[δ(θ1)] exp
(
− 1

κ

α− αT +1

1− α

)
+ σ2

2 L

T∑
t=1

α2t exp
(
− 1

κ

αt+1 − αT +1

1− α

)
. (68)

Let us now bound the second term on the RHS

σ2

2 L

T∑
t=1

α2t exp
(
− 1

κ

αt+1 − αT +1

1− α

)
= σ2

2 L
exp

(
αT +1

κ (1− α)

) T∑
t=1

α2t exp
(
− αt+1

κ (1− α)

)
(69)

By Lemma 8, exp(−x) ≤
( 2

e x

)2

≤ σ2

2 L
exp

(
αT +1

κ (1− α)

) T∑
t=1

α2t

(
2 (1− α) κ

e αt+1

)2
(70)

= σ2

2 L
exp

(
αT +1

κ (1− α)

)
4 (1− α)2 κ2

e2 α2 T (71)

Since 1− x ≤ ln
( 1

x

)
and using it to bound (1− α)2 where α =

(
β
T

) 1
T

≤ σ2

2 L
exp

(
αT +1

κ (1− α)

)
4 κ2

e2 α2

ln2
(

T
β

)
T

. (72)

Putting everything together

E[δ(θT +1)] ≤ E[δ(θ1)] exp
(
− 1

κ

α− αT +1

1− α

)
+ σ2

2 L
exp

(
αT +1

κ (1− α)

)
4 κ2

e2 α2

ln2
(

T
β

)
T

(73)

= E[δ(θ1)] exp
(

αT +1

κ (1− α)

)
exp
(
− α

κ (1− α)

)
+ σ2

2 L
exp

(
αT +1

κ (1− α)

)
4 κ2

e2 α2

ln2
(

T
β

)
T

(74)

By Lemma 6, αT +1

1−α ≤
2β

ln(T/β)

≤ E[δ(θ1)] exp
(

2 β

κ ln(T/β)

)
exp
(
− α

κ (1− α)

)
+ σ2

2 L
exp
(

2 β

κ ln(T/β)

)
4 κ2

e2 α2

ln2
(

T
β

)
T

(75)

Since 1− x ≤ ln
( 1

x

)
, α

(1−α) ≥
α T

ln(T/β)

≤ E[δ(θ1)] exp
(

2 β

κ ln(T/β)

)
exp
(
− α T

κ ln(T/β)

)
+ σ2

2 L
exp
(

2 β

κ ln(T/β)

)
4 κ2

e2 α2

ln2
(

T
β

)
T

.

(76)

Making the dependence on the constants explicit

=⇒ E[f∗ − f(θT +1)]

≤ E[f∗ − f(θ1)] exp
(

2 β

κ ln(T/β)

)
exp
(
− α T

κ ln(T/β)

)
+ σ2

2 L
exp
(

2 β

κ ln(T/β)

)
4 κ2

e2 α2

ln2
(

T
β

)
T

(77)
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Since ϵ < 1

= E[f∗ − f(θ1)] exp
(

µ β

L ln(T/β)

)
exp
(
− µ ϵ α T

2 L ln(T/β)

)
+ exp

(
µ β

L ln(T/β)

) 32 L σ2 ln2
(

T
β

)
e2 α2 µ2 ϵ2 T

.

(78)

Corollary 6. In the bandit setting, for a given ϵ ∈ (0, 1), using Update 2 with exponentially

decreasing step-sizes ηt = η0 αt where η0 = 5
2 and α =

(
β
T

) 1
T , β ≥ 1 results in the following

convergence:
If E[(π∗ − πθt

)⊤r] ≥ ϵ for all t ∈ [1, T ], then,

E[(π∗ − πθT +1)⊤r] ≤ E[(π∗ − πθ1)⊤r] C1 exp
(
− α ϵ T

κ ln(T/β)

)
+

C1 C2 ln2
(

T
β

)
ϵ2 T

(79)

where µ :=
[
E
[
mint∈[1,T ][πθt

(a∗)]
]−2
]−1

> 0, κ := 5
µ , C1 := exp

(
2 β

κ ln(T/β)

)
and C2 := 4κ2

5 e2α2 .
Otherwise, mint∈[1,T ] E[f∗ − f(θt)] ≤ ϵ.

Proof. We can extend Theorem 3 to the bandit setting since:

• by Lemma 24, f is 5
2 -smooth

• by Lemma 31, f is non-uniform Łojsiewciz with ξ = 0 and C(θ) = πθ(a∗)
• since T is finite and the updates are bounded, µ :=

[
E
[
mint∈[1,T ][πθt

(a∗)]−2]]−1
> 0

• by Lemma 35, the stochastic gradient is unbiased and σ2 ≤ 2

Corollary 7. In the tabular MDP setting, for a given ϵ ∈ (0, 1), using Update 2 with exponentially

decreasing step-sizes ηt = η0 αt where η0 = (1−γ)3

8 and α =
(

β
T

) 1
T , β ≥ 1 results in the following

convergence:
If E[V ∗(ρ)− V πθt (ρ)] ≥ ϵ for all t ∈ [1, T ], then,

E[V ∗(ρ)− V πθT +1 (ρ)] ≤ E[V ∗(ρ)− V πθ1 (ρ)] C1 exp
(
− α ϵ T

κ ln(T/β)

)
+

C1 C2 ln2
(

T
β

)
ϵ2 T

(80)

where µ :=
[
E
[
mint∈[1,T ]

(
mins πθ(a∗(s)|s)√

S
∥∥dπ∗

ρ /d
πθ
ρ

∥∥
∞

)]−2
]−1

> 0, κ := 16
µ (1−γ)3 , C1 := exp

(
2 β

κ ln(T/β)

)
and

C2 := A κ2

4 (1−γ) e2 α2 . Otherwise, mint∈[1,T ] E[V ∗(ρ)− V πθt (ρ)] ≤ ϵ.

Proof. We can extend Theorem 3 to the tabular MDP setting since:

• by Lemma 27, f is 8
(1−γ)3 -smooth

• by Lemma 32, f is non-uniform Łojsiewciz with ξ = 0 and C(θ) = mins πθ(a∗(s)|s)
√

S

∥∥∥ dπ∗
ρ

d
πθ
ρ

∥∥∥
∞

• since T is finite and the updates are bounded, µ :=
[
E

[
mint∈[1,T ]

(
mins πθ(a∗(s)|s)√

S
∥∥dπ∗

ρ /d
πθ
ρ

∥∥
∞

)−2
]]−1

>

0
• by Lemma 36, the stochastic gradient is unbiased and σ2 ≤ 2 S

(1−γ)4
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C.2 Proof of Theorem 5
Theorem 5. For a given ϵ ∈ (0, 1), assuming f is (i) L1 non-uniform smooth, (ii) satisfies the
non-uniform Łojasiewciz condition with ξ = 0, (iii) µ :=

[
E
[
inft≥1[C(θt)]−2]]−1

> 0, using Update 2
with unbiased stochastic gradients that are (a) bounded, i.e. ∥∇f̃(θ)∥ ≤ B and satisfy the strong
growth condition with ϱ and (b) exponentially decreasing step-sizes ηt = η0 αt where η0 < 1

L2
1B

and

α =
(

β
T

) 1
T , β ≥ 1, results in the following convergence:

If E[f∗ − f(θt)] > ϵ for all t ∈ [1, T ], then,

E[f∗ − f(θT +1)] ≤ E[f∗ − f(θ1)] C1 exp
(
− α ϵ T

κ ln(T )

)
+ C2

∑T0−1
t=1 E[f∗ − f(θt)]

ϵ2 T 2 (6)

where κ := 2
µ η0

, C1 := exp
(

2 β
κ ln(T/β)

)
, C2 := exp

(
2 β

κ ln(T/β)

)
16 ϱ L κ2

e2 α2 ln2(T/β),

T0 := T max
{

ln(ϱ η0)
ln(T/β) , 0

}
. Otherwise mint∈[1,T ] E[f∗ − f(θt)] ≤ ϵ.

Proof. Assuming f is L1 ∥∇f(θ)∥ non-uniform smooth and the stochastic gradients are bounded, i.e.
∥∇f̃(θ)∥ ≤ B, by Lemma 5, using Update 2 with ηt ∈

(
0, 1

L1B

)
|f(θt+1)− f(θt)− ⟨∇f(θt), θt+1 − θt⟩| ≤

1
2

L1 ∥∇f(θt)∥
1− L1 B ηt

∥θt+1 − θt∥2
2 (81)

Then following the initial proof of Theorem 3 we obtain

E[f∗ − f(θt+1)]︸ ︷︷ ︸
:=δ(θt+1)

≤ E[f∗ − f(θt)]︸ ︷︷ ︸
:=δ(θt)

−ηt ∥∇f(θt)∥2
2 + ηt

2

2
L1 ∥∇f(θt)∥
1− L1 B ηt

E
[∥∥∥∇f̃(θt)

∥∥∥2

2

]
(82)

Assuming f satisfies the strong growth condition, E
∥∥∥∇f̃(θt)

∥∥∥2

2
≤ ϱ ∥∇f(θt)∥

≤ δ(θt)− ηt ∥∇f(θt)∥2
2 + ϱ ηt

2

2
L1

1− L1 B ηt
∥∇f(θt)∥2

2 (83)

Since for all t ≥ 1, ηt ≤ η0, 1
1−L1 B ηt

≤ 1
1−L1 B η0

≤ δ(θt)− ηt ∥∇f(θt)∥2
2 + ϱ ηt

2

2
L1

1− L1 B η0
∥∇f(θt)∥2

2 (84)

Picking η0 such that L1
1−L1 Bη0

< 1 =⇒ η0 < 1
L2

1 B

=⇒ δ(θt+1) ≤ δ(θt)− ηt ∥∇f(θt)∥2
2 + ϱ ηt

2

2 ∥∇f(θt)∥2
2. (85)

Since ηt is decreasing, we will now consider the following phases:

Phase 1 : When ηt is “large”, i.e. ηt > 1
ϱ

Phase 2 : When ηt is “small”, i.e. ηt ≤ 1
ϱ .

For ηt ≤ 1
ϱ we require that

η0

(
β

T

) t
T

≤ 1
ϱ

=⇒ t ≥ T0 := T
ln(ϱ η0)
ln
(

T
β

) . (86)
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Hence, when t ≥ T0, the step-size is small enough to be in Phase 2. Let us first analyze Phase 1.

Phase 1: In Phase 1 we have ηt > 1
ϱ . Starting with Equation (85),

δ(θt+1) ≤ δ(θt)− ηt ∥∇f(θt)∥2
2 + ϱ ηt

2

2 ∥∇f(θt)∥2
2. (87)

To simplify ∥∇f(θt)∥2
2, since f is L-smooth for any θ and θ′

f(θ′) ≥ f(θ) + ⟨∇f(θ), θ′ − θ⟩ − L

2 ∥θ
′ − θ∥2

2 (88)

Setting θ′ = θ + 1
L ∇f(θ)

≥ f(θ) + 1
L
∥∇f(θ)∥2

2 (89)

=⇒ ∥∇f(θ)∥2
2 ≤ 2L [f(θ′)− f(θ)] ≤ 2L [f∗ − f(θ)] (90)

=⇒ ϱ

2∥∇f(θt)∥2
2 ≤ ϱ L [f∗ − f(θ)] = ϱ L δ(θt). (91)

Hence,

δ(θt+1) ≤ δ(θt)−
ηt

2 ∥∇f(θt)∥2
2 + L ϱ ηt

2 δ(θt) (92)

Since f satisfies the non-uniform Łojsaiewciz condition with ξ = 0

≤ δ(θt)−
ηt [C(θt)]2

2 [δ(θt)]2 + L ϱ ηt
2 δ(θt) (93)

Since m := inft≥1[C(θt)]2 > 0

≤ δ(θt)−
ηt m

2 [δ(θt)]2 + ηt
2 L ϱ δ(θt)︸ ︷︷ ︸

:=Γt

(94)

Taking expectation with respect to all previous iterations t ≥ 1 on both sides

=⇒ E[δ(θt+1)] ≤ E[δ(θt)]−
ηt

2 E[m δ(θt)]2] + ηt
2 L ϱE[δ(θt)]︸ ︷︷ ︸

:=Γt

(95)

Using Cauchy-Schwarz to lower-bound E[m [δ(θt)]2]

≤ E[δ(θt)]−
ηt

2E[m−1] E[δ(θt)] + ηt
2 Γt (96)

Define µ := 1
E[m−1]

≤ E[δ(θt)]−
ηt µ

2 E[δ(θt)] + ηt
2 Γt (97)

If E[δ(θt)] ≤ ϵ for some t ∈ {1, . . . , T}, then we are done. Else for all t ∈ {1, . . . , T}, E[δ(θt)] > ϵ.
Hence,

E[δ(θt+1)] ≤ E[δ(θt)]
(

1− ηt µ ϵ

2

)
+ ηt

2 Γt (98)

= E[δ(θt)]
(

1− η0 µ ϵ

2 αt
)

+ η2
0 α2t Γt (99)

Define 1
κ := η0 µ ϵ

2

=⇒ E[δ(θt+1)] = E[δ(θt)]
(

1− 1
κ

αt

)
+ η2

0 α2t Γt. (100)
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Recall we are in Phase 1 when t < T0. Using Equation (100) and recursing from t = 1 to T0 − 1

E[δ(θT0)] ≤ E[δ(θ1)]
T0−1∏
t=1

(
1− 1

κ
αt

)
+ η2

0

T0−1∑
t=1

α2t Γt

T0−1∏
i=t+1

(
1− 1

κ
αi

)
(101)

Using 1− x ≤ exp(−x) and by summing up the geometric series

=⇒ E[δ(θT0)] ≤ E[δ(θ1)] exp
(
− 1

κ

α− αT0

1− α

)
+ η2

0

T0−1∑
t=1

α2t Γt exp
(
− 1

κ

αt+1 − αT0

1− α

)
. (102)

Let us now bound the second term on the RHS

η2
0

T0−1∑
t=1

α2t Γt exp
(
− 1

κ

αt+1 − αT0

1− α

)
= η2

0 exp
(

αT0

κ (1− α)

) T0−1∑
t=1

α2t Γt exp
(
− αt+1

κ (1− α)

)
(103)

By Lemma 8, exp(−x) ≤
( 2

ex

)2

≤ η2
0 exp

(
αT0

κ (1− α)

) T0−1∑
t=1

α2t Γt

(
2 (1− α) κ

e αt+1

)2
(104)

= exp
(

αT0

κ (1− α)

)
4 η2

0 (1− α)2 κ2

e2 α2

T0−1∑
t=1

Γt (105)

Since 1− x ≤ ln
( 1

x

)
and using it to bound (1− α)2 where α =

(
β
T

) 1
T

≤ exp
(

αT0

κ (1− α)

)
4 η2

0 κ2

e2 α2

ln2
(

T
β

) ∑T0−1
t=1 Γt

T 2 . (106)

Putting everything together,

=⇒ E[δ(θT0)] ≤ E[δ(θ1)] exp
(
− 1

κ

α− αT0

1− α

)
+ exp

(
αT0

κ (1− α)

)
4 η2

0 κ2

e2 α2

ln2
(

T
β

) ∑T0−1
t=1 Γt

T 2 .

(107)

Now let us consider Phase 2.
Phase 2: We are in Phase 2 when ηt ≤ 1

ϱ . Starting with Equation (85),

δ(θt+1) ≤ δ(θt)− ηt ∥∇f(θt)∥2
2 + ϱ ηt

2

2 ∥∇f(θt)∥2
2 (108)

Since f satisfies the non-uniform Łojsaiewciz condition with ξ = 0

≤ δ(θt)−
ηt [C(θt)]2

2 [δ(θt)]2 (109)

Since m := inft≥1[C(θt)]2 > 0

≤ δ(θt)−
ηt m

2 [δ(θt)]2 (110)

Taking expectation with respect to all previous iterations t ≥ 1 on both sides

E[δ(θt+1)] ≤ E[δ(θt)]−
ηt

2 E[m[δ(θt)]2] (111)
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Using Cauchy-Schwarz to lower-bound E[m [δ(θt)]2]

E[δ(θt+1)] ≤ E[δ(θt)]−
ηt

2E[m−1] E[δ(θt)] (112)

Define µ := 1
E[m−1]

E[δ(θt+1)] ≤ E[δ(θt)]−
ηt µ

2 E[δ(θt)] (113)

If E[δ(θt)] ≤ ϵ for some t ∈ {1, . . . , T}, then we are done. Else for all t ∈ {1, . . . , T}, E[δ(θt)] > ϵ.
Hence,

E[δ(θt+1)] ≤ E[δ(θt)]
(

1− ηt µ ϵ

2

)
. (114)

Recall we are in Phase 2 when t ≥ T0. Using Equation (114) and recursing from t = T0 to T

E[δ(θT +1)] ≤
T∏

t=T0

(
1− ηt µ ϵ

2

)
E[δ(θT0)] (115)

Using 1− x ≤ exp(−x)

E[δ(θT +1)] ≤ exp
(
−µ ϵ

2

T∑
t=T0

ηt

)
E[δ(θT0)] (116)

Since ηt = η0 αt and summing up the geometric series

=⇒ E[δ(θT +1)] ≤ exp
(
−η0 µ ϵ

2
αT0 − αT +1

1− α

)
E[δ(θT0)] (117)

Since 1
κ = η0 µ ϵ

2

= exp
(
− 1

κ

αT0 − αT +1

1− α

)
E[δ(θT0)]. (118)

(119)

Combining the results of Phase 1 (Equation (107)) and Phase 2 (Equation (118))

E[δ(θT +1)] ≤ exp
(
− 1

κ

αT0 − αT +1

1− α

)
E[δ(θ1)] exp

(
− 1

κ

α− αT0

1− α

)
+ exp

(
αT0

κ (1− α)

)
4 η2

0 κ2

e2 α2

ln2
(

T
β

) ∑T0−1
t=1 Γt

T 2


(120)

= E[δ(θ1)] exp
(
− 1

κ

α− αT +1

1− α

)
+ exp

(
αT +1

κ (1− α)

)
4 η2

0 κ2

e2 α2

ln2
(

T
β

) ∑T0−1
t=1 Γt

T 2

(121)

= E[δ(θ1)] exp
(

αT +1

κ (1− α)

)
exp

(
− α

κ (1− α)

)

+ exp
(

αT +1

κ (1− α)

)
4 η2

0 κ2

e2 α2

ln2
(

T
β

) ∑T0−1
t=1 Γt

T 2 (122)
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By Lemma 6, αT +1

(1−α) ≤
2β

ln(T/β)

≤ E[δ(θ1)] exp
(

2β

κ ln(T/β)

)
exp

(
− α

κ (1− α)

)

+ exp
(

2 β

κ ln(T/β)

)
4 η2

0 κ2

e2 α2

ln2
(

T
β

) ∑T0−1
t=1 Γt

T 2 (123)

Since 1− x ≤ ln
( 1

x

)
, α

1−α ≥
αT

ln(T/β)

≤ E[δ(θ1)] exp
(

2 β

κ ln(T/β)

)
︸ ︷︷ ︸

:=C1

exp
(
− α T

κ ln(T/β)

)

+ exp
(

2 β

κ ln(T/β)

)
4 η2

0 κ2

e2 α2 ln2
(

T

β

)
︸ ︷︷ ︸

:=C2

∑T0−1
t=1 Γt

T 2 (124)

=⇒ E[δ(θT +1)] ≤ C1 E[δ(θ1)] exp
(
− αT

κ ln(T/β)

)
+ C2

∑T0−1
t=1 Γt

T 2 . (125)

Making the dependence on the constants explicit

=⇒ E[δ(θT +1)]

≤ E[δ(θ1)] exp
(

µ ϵ η0 β

ln(T/β)

)
exp

(
−µ ϵ η0 α T

2 ln(T/β)

)
+ exp

(
µ ϵ η0 β

ln(T/β)

)
16 L ϱ ln2(T/β)

e2 α2 µ2 ϵ2

∑T0−1
t=1 E[δ(θt)]

T 2

(126)

Since ϵ < 1

≤ E[δ(θ1)] exp
(

µ η0 β

ln(T/β)

)
exp

(
−µ ϵ η0 α T

2 ln(T/β)

)
+ exp

(
µ η0 β

ln(T/β)

)
16 L ϱ ln2(T/β)

e2 α2 µ2 ϵ2

∑T0−1
t=1 E[δ(θt)]

T 2

(127)

Corollary 1. In the bandit setting, for a given ϵ ∈ (0, 1), using Update 2 with exponentially

decreasing step-sizes ηt = η0 αt where η0 ≤ 1
18 , α =

(
β
T

) 1
T , β ≥ 1 results in the following

convergence:
If E[(π∗ − πθt

)⊤r] ≥ ϵ for all t ∈ [1, T ], then,

E[(π∗ − πθT +1)⊤r] ≤ E[(π∗ − πθ1)⊤r] C1 exp
(
− α ϵ T

κ ln(T/β)

)
+ C2

∑T0−1
t=1 E[(π∗ − πθt)⊤r]

ϵ2 T 2 (7)

where κ := 2
µ η0

, C1 := exp
(

2 β
κ ln(T/β)

)
, C2 := exp

(
2β

κ ln(T/β)

)
32 ϱ κ2

5 e2 α2 ln2(T/β), T0 :=

T max
{

ln(4 ϱ η0)
ln(T/β) , 0

}
, ρ = 8 A3/2

∆2 and µ :=
[
E
[
mint∈[1,T ][πθt(a∗)]−2]]−1 > 0. Otherwise

mint∈[1,T ] E[(π∗ − πθt
)⊤r] ≤ ϵ.

Proof. We can extend Theorem 5 to the bandit setting since:

• by Lemma 24, f is 5
2 -smooth

• by Lemma 29, f is 3-non-uniform smooth
• by Lemma 31, f is non-uniform Łojsiewciz with ξ = 0 and C(θ) = πθ(a∗)

30



RLJ | RLC 2024

• since T is finite and the updates are bounded, µ :=
[
E
[
mint∈[1,T ] πθt

(a∗)−2]]−1
> 0

• by Lemma 35, the stochastic gradient is unbiased
• by Lemma 7, the stochastic gradient satisfies the strong growth condition with ϱ = 8 A3/2

∆2

where ∆ := mina̸=a′ |r(a)− r(a′)|
• by Mei et al. (2023, Equation 52) ∥d⟨πθ,r⟩

dθ ∥ ≤
√

2 and η0 := 1
18 < 1

L2
1B

= 1
9

√
2 .

Corollary 8. Assuming mins∈S ρ(s) > 0, in the tabular MDP setting, for a given ϵ ∈ (0, 1), using

Update 2 with exponentially decreasing step-sizes ηt = η0 αt where η0 < 1
C2B and α =

(
β
T

) 1
T , β ≥ 1

results in the following convergence:
If E[V π∗(ρ)− V πθt (ρ)] ≥ ϵ for all t ∈ [1, T ], then,

E[V π∗
(ρ)−V πθT +1 (ρ)] ≤ E[V π∗

(ρ)−V πθ1 (ρ)] C1 exp
(
− α ϵ T

κ ln(T/β)

)
+C2

∑T0−1
t=1 E[V π∗(ρ)− V πθt (ρ)]

ϵ2 T 2

(128)
where C :=

[
3 + 2 C∞−(1−γ)

(1−γ) γ

]√
S, C∞ := maxπ

∥∥∥dπ
ρ

ρ

∥∥∥
∞
≤ 1

mins ρ(s) < ∞, B :=
√

2 S
(1−γ)4 , κ := 2

µ η0
,

C1 := exp
(

2 β
κ ln(T/β)

)
, C2 := exp

(
2 β

κ ln(T/β)

)
128 ϱ κ2

(1−γ)3 e2 α2 ln2(T/β), T0 := T max
{

ln(ϱ η0)
ln(T/β) , 0

}
and µ :=[

E

[
mint∈[1,T ]

(
mins πθ(a∗(s)|s)√

S
∥∥dπ∗

ρ /d
πθ
ρ

∥∥
∞

)−2
]]−1

> 0. Otherwise, mint∈[1,T ] E[V π∗(ρ)− V πθt (ρ)] ≤ ϵ.

Proof. We can extend Theorem 5 to the tabular MDP setting since:

• by Lemma 27, f is 8
(1−γ)3 -smooth

• by Lemma 30, f is C-non-uniform smooth where C :=
[
3 + 2 C∞−(1−γ)

(1−γ)γ

]√
S and C∞ :=

maxπ

∥∥∥dπ
ρ

ρ

∥∥∥
∞
≤ 1

mins ρ(s) <∞,

• by Lemma 32, f is non-uniform Łojsiewciz with ξ = 0 and C(θ) = mins πθ(a∗(s)|s)√
S
∥∥dπ∗

ρ /d
πθ
ρ

∥∥
∞

• since T is finite and the update is bounded, µ :=
[
E

[
mint∈[1,T ]

(
mins πθ(a∗(s)|s)√

S
∥∥dπ∗

ρ /d
πθ
ρ

∥∥
∞

)−2
]]−1

> 0

• by Lemma 36, the stochastic gradient is unbiased
• by Theorem 6, the stochastic gradient satisfies the strong growth condition with ϱ = 4 A3/2 S1/2

(1−γ)4 ∆2

where ∆ := mins mina̸=a′ |Qπθ (s, a)−Qπθ (s, a′)|
• by Equation (153), ∥∇f̃(θt)∥ ≤ B :=

√
2 S

(1−γ)2
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Corollary 9. Assuming ρ(s) = 1
S for all s ∈ S, in the tabular MDP setting, for a given ϵ ∈ (0, 1),

using Update 2 with exponentially decreasing step-sizes ηt = η0 αt where η0 < 1
C2B and α =

(
β
T

) 1
T ,

β ≥ 1 results in the following convergence:
If E[V π∗(ρ)− V πθt (ρ)] ≥ ϵ for all t ∈ [1, T ], then,

E[V π∗
(ρ)−V πθT +1 (ρ)] ≤ E[V π∗

(ρ)−V πθ1 (ρ)] C1 exp
(
− α ϵ T

κ ln(T/β)

)
+C2

∑T0−1
t=1 E[V π∗(ρ)− V πθt (ρ)]

ϵ2 T 2

(129)
where C :=

[
3 + 2 A−1−(1−γ)

(1−γ) γ

]√
S, B :=

√
2 S

(1−γ)2 , κ := 2
µ η0

, C1 := exp
(

2 β
κ ln(T/β)

)
,

C2 := exp
(

2 ,β
κ ln(T/β)

)
128 ϱ κ2

(1−γ)3 e2 α2 ln2(T/β), T0 := T max
{

ln(ϱ η0)
ln(T/β) , 0

}
and µ :=[

E

[
mint∈[1,T ]

(
mins πθ(a∗(s)|s)√

S
∥∥dπ∗

ρ /d
πθ
ρ

∥∥
∞

)−2
]]−1

> 0. Otherwise, mint∈[1,T ] E[V π∗(ρ)− V πθt (ρ)] ≤ ϵ.

Proof. Follows from Corollary 8.

C.3 Strong Growth Condition - Dependence of Reward Gap

We first show that the dependence of the reward gap ∆ in the SGC constant ϱ cannot be re-
moved.
Proposition 1. The dependence of ∆ in the strong growth condition in Lemma 7 is necessary.

Proof. Consider a 2-arm bandit problem with deterministic rewards: r1 := r(1) and r2 := r(2).
Assume that ∆ := r1 − r2 > 0, and hence arm 1 is the optimal arm. We will show that in SGC in
Lemma 7, the dependence of ∆ in the SGC constant ϱ is necessary. Let r̂(a) := 1{at=a}

πθt (a) r(a) for all
a ∈ A. The stochastic gradient estimate satisfies the following SGC:

Et

[∥∥∥∥d[⟨πθt
, r̂t⟩]

dθt

∥∥∥∥2

2

]
≤ ϱ

∥∥∥∥d[⟨πθt
, r⟩]

dθt

∥∥∥∥. (130)

Calculating the LHS

d⟨πθt , r̂t⟩
dθt(a) = [1 {at = a} − πθt

(a)] r(at) (131)

=⇒
∥∥∥∥d⟨πθt

, r̂t⟩
dθt

∥∥∥∥2

2
=
∑

a

[[1 {at = a} − πθt
(a)] r(at)]2 (132)

Let p := πθt
(a1) as the probability of pulling the optimal arm

= [[1 {at = a1} − p] r(at)]2 + [[1 {at = a2} − (1− p)] r(at)]2 . (133)

Et

[∥∥∥∥d⟨πθt , r̂t⟩
dθt

∥∥∥∥2

2

]
= Et

[∥∥∥∥d⟨πθt , r̂t⟩
dθt

∥∥∥∥2

2
| at = a1

]
Pr[at = a1]

+ Et

[∥∥∥∥d⟨πθt
, r̂t⟩

dθt

∥∥∥∥2

2
| at ̸= a1

]
Pr[at ̸= a1] (134)

=
(
(1− p)2 r2

1 + (1− p)2 r2
1
)

p +
(
p2 r2

2 + p2 r2
2
)

(1− p) (135)
=⇒ LHS = 2p (1− p)2 r2

1 + 2(1− p) p2 r2
2 = 2p (1− p)

[
(1− p) r2

1 + p r2
2
]

. (136)
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Calculating the RHS

d⟨πθt
, r⟩

dθt(a) = πθt
(a) [ra − ⟨πθt

, r⟩] (137)

=⇒
∥∥∥∥d⟨πθt

, r⟩
dθt

∥∥∥∥2

2
=
∑

a

πθt
(a)2 [ra − ⟨πθt

, r⟩]2 (138)

= p2 [r1 − ⟨πθt , r⟩]2 + (1− p)2 [r2 − ⟨πθt , r⟩]2 (139)

Since ⟨πθt
, r⟩ = p r1 + (1− p) r2

= p2 [r1 − [p r1 + (1− p) r2]]2 + (1− p)2 [r2 − [p r1 + (1− p) r2]]2 (140)
= p2 (1− p)2 ∆2 + (1− p)2 p2 ∆2 = 2 p2 (1− p)2 ∆2 (141)

=⇒ RHS =
∥∥∥∥d⟨πθt

, r⟩
dθt

∥∥∥∥ =
√

2 p (1− p) ∆. (142)

Hence,

LHS =
√

2
[
(1− p) r2

1 + p r2
2
]

∆ RHS =⇒ ϱ =
√

2
[
(1− p) r2

1 + p r2
2
]

∆ .

For rewards r1 > r2 > 0, the numerator depends on the magnitude of the rewards, while the
denominator depends on their gap. Since we have derived an equality, the dependence on 1

∆ in ϱ is
necessary.

C.4 Strong Growth Condition - Tabular MDP Setting, IS Parallel Estimator

Following (Mei et al., 2021a, Definition 3), we first consider stochastic gradients using the on-policy
parallel IS estimator.
Definition 1 (On-policy parallel IS estimator). In the tabular MDP setting, at iteration t, under
each state s ∈ S sample one action at(s) ∼ πθt

(·|s). The IS state-action value estimator Q̂πθt is
constructed as Q̂πθt (s, a) = 1{at(s)=a}

πθt (a|s) Qπθt (s, a) for all (s, a) ∈ S ×A.

Using this parallel IS parallel estimator, the following PG estimator constructed in Algorithm 1
satisfies the SGC.

Algorithm 1: Softmax PG, on-policy stochastic gradient
Input: Learning rate η > 0.
Output: Policy πθt

= softmax(θt).
Initialize parameters θ1(s, a) for all (s, a) ∈ S ×A
while t ≥ 1 do

Sample at(s) ∼ πθt
(·|s) for all s ∈ S

Q̂πθt (s, a)← I{at(s)=a}
πθt (a|s) Qπθt (s, a)

ĝt(s, ·)← 1
1−γ d

πθt
ρ (s)

[∑
a

∂πθt (a|s)
∂θt(s,·) Q̂πθt (s, a)

]
θt+1 ← θt + η ĝt

end

Recall in the tabular MDP setting, the PG theorem (Sutton et al., 1999b) states

∂V πθt (ρ)
∂θ

= 1
1− γ

Es′∼d
πθ
ρ

[∑
a′∈A

∂πθ(a′|s′)
∂θ

Qπθ (s′, a′)
]

. (143)

33



RLJ | RLC 2024

For tabular softmax policy for any s′ ̸= s and any a ∈ A, ∂πθ(a|s′)
∂θ(s,·) = 0. Hence,

V πθ (ρ)
∂θ(s, a) = 1

1− γ
dπθ

ρ (s) πθ(a|s) (Qπθ (s, a)− ⟨πθ(·), Qπθ (s, ·)⟩). (144)

In contrast, in Algorithm 1 the stochastic gradient is

ĝ(s, a) = 1
1− γ

dπθ
ρ (s) πθ(a|s)

(
Q̂πθ (s, a)−

〈
πθ(·), Q̂πθ (s, ·)

〉)
. (145)

Theorem 6. In the tabular MDP setting, using Update 2 with the on-policy parallel IS estimator,
we have for any θ,

E

[∑
s∈S

∑
a∈A

dπθ
ρ (s)2

(1− γ)2 πθ(a | s)2
(

Q̂πθ (s, a)−
〈

πθ(· | s), Q̂πθ (s, ·)
〉)2

]
≤ 4 A3/2 S1/2

(1− γ)4 ∆2

∥∥∥∥∂V πθ (ρ)
∂θ

∥∥∥∥
2

(146)
where ∆ := mins mina̸=a′ |Qπθ (s, a)−Qπθ (s, a′)|.

Proof. In the tabular MDP setting we have∥∥∥∇f̃(θ)
∥∥∥2

2
=
∑
s∈S

∑
a∈A

dπθ
ρ (s)2

(1− γ)2 πθ(a | s)2
(

Q̂πθ (s, a)−
〈

πθ(·|s), Q̂πθ (s, ·)
〉)2

. (147)

Let us first bound the RHS. For a fixed s ∈ S.∑
a∈A

πθ(a | s)2
(

Q̂πθ (s, a)−
〈

πθ(· | s), Q̂πθ (s, ·)
〉)2

(148)

=
∑
a∈A

πθ(a | s)2
[
1 {a(s) = a}

πθ(a | s)2 Qπθ (s, a)2 − 2 1 {a(s) = a}
πθt

(a | s) Qπθ (s, a)
〈

πθ(·|s), Q̂πθ (s, ·)
〉

+
(〈

πθ(·|s), Q̂πθ (s, ·)
〉)2

]
(149)

= Qπθ (s, a(s))2 − 2 πθ(a(s)|s) Qπθ (s, a(s))2 + Qπθ (s, a(s))2
∑
a∈A

πθ(a|s)2 (150)

= (1− πθ(a(s)|s))2 Qπθ (s, a(s))2 + Qπθ (s, a(s))2
∑

a ̸=a(s)

πθ(a|s)2 (151)

= 1
(1− γ)2 (1− πθ(a(s)|s))2 +

∑
a̸=a(s)

πθ(a|s)2 (Qπθ (s, a) ≤ 1
1−γ )

≤ 1
(1− γ)2

(1− πθ(a(s)|s))2 +

 ∑
a ̸=a(s)

πθ(a|s)

2
 (∥x∥2 ≤ ∥x∥1)

= 2
(1− γ)2 (1− πθ(a(s)|s))2 (152)

Accounting for every s ∈ S,

=⇒
∥∥∥∇f̃(θ)

∥∥∥2

2
≤ 2

(1− γ)4

∑
s∈S

[
dπθ

ρ (s)
]2(1− πθ(a(s)|s))2 (153)

In Algorithm 1, the only source of stochasticy is from sampling a(s) ∼ πθ(·|s) for each s ∈ S.
Therefore

E
[∥∥∥∇f̃(θ)

∥∥∥
2

]
= Ea1∼πθ(·|s1)

[
Ea2∼πθ(·|s2)

[
. . .EaS∼πθ(·|sS)

[∥∥∥∇f̃(θ)
∥∥∥2

2

]]]
. (154)
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Let us first consider Ea1∼πθ(·|s1)

[∥∥∥∇f̃(θ)
∥∥∥2

2

]
. By Equation (153)

Ea1∼πθ(·|s1)

[∥∥∥∇f̃(θt)
∥∥∥2

2

]
(155)

≤ 2
(1− γ)4

∑
a1∈A

πθ(a1|s1)

[dπθ
ρ (s1)

]2 (1− πθ(a1|s1))2 +
∑
s̸=s1

[
dπθ

ρ (s)
]2 (1− πθ(a(s)|s))2


(156)

= 2
(1− γ)4 (157)
[
dπθ

ρ (s1)
]2 ∑

a1∈A
πθ(a1|s1) (1− πθ(a1|s1))2

︸ ︷︷ ︸
:=Cs1

+
∑

a1∈A
πθ(a1|s1)︸ ︷︷ ︸

=1

∑
s̸=s1

[
dπθ

ρ (s)
]2 (1− πθ(a(s)|s))2


(158)

= 2
(1− γ)4

Cs1 +
∑
s̸=s1

[
dπθ

ρ (s)
]2 (1− πθ(a(s)|s))2

. (159)

Next let us consider Ea2∼πθ(·|s2)Ea1∼πθ(·|s1)

[∥∥∥∇f̃(θ)
∥∥∥2

2

]
and by the same argument

Ea2∼πθ(·|s2)Ea1∼πθ(·|s1)

[∥∥∥∇f̃(θ)
∥∥∥2

2

]
≤ 2

(1− γ)4

Cs1 + Cs2 +
∑
s̸=s1
s̸=s2

[
dπθ

ρ (s)
]2 (1− πθ(a(s)|s))2

 (160)

Continuing in the same way for the remaining s ∈ S we have

E
[∥∥∥∇f̃(θ)

∥∥∥2

2

]
≤ 2

(1− γ)4

∑
s∈S

Cs (161)

= 2
(1− γ)4

∑
s∈S

[
dπθ

ρ (s)
]2 ∑

a∈A
πθ(a|s) (1− πθ(a|s))2 (162)

Denote k(s) := arg maxa∈A πθ(a|s) as the action with the largest probability at state s

= 2
(1− γ)4

∑
s∈S

[
dπθ

ρ (s)
]2πθ(k(s)|s) (1− πθ(k(s)|s))2 +

∑
a̸=k(s)

πθ(a|s) (1− πθ(a|s))2


(163)

≤ 2
(1− γ)4

∑
s∈S

[
dπθ

ρ (s)
]2 (1− πθ(k(s)|s)) +

∑
a̸=kt(s)

πθ(a(s|s)

 (164)

= 4
(1− γ)4

∑
s∈S

[
dπθ

ρ (s)
]2 (1− πθ(k(s)|s)) (πθ(a|s) ∈ [0, 1])

Since dπθ
ρ (s) ≤ 1 for all s ∈ S

≤ 4
(1− γ)4

∑
s∈S

dπθ
ρ (s) (1− πθ(k(s)|s)) (165)
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=⇒ E
[∥∥∥∇f̃(θ)

∥∥∥2

2

]
≤ 4

(1− γ)4

∑
s∈S

dπθ
ρ (s) (1− πθt(k(s)|s)). (166)

Now we lower bound
∥∥∥V πθ (ρ)

∂θ

∥∥∥2

2∥∥∥∥V πθ (ρ)
∂θ

∥∥∥∥2

2
(167)

= 1
(1− γ)2

(∑
s∈S

∑
a∈A

dπθ
ρ (s)2 πθ(a|s)2 Aπθ (s, a)2

)
(168)

Multiplying and dividing by
∑

(s′,a′) Aπθ (s, a)2

= 1
(1− γ)2


∑
s′∈S

∑
a′∈A

Aπθ (s′, a′)2
∑
s∈S

∑
a∈A

dπθ
ρ (s) πθ(a|s)︸ ︷︷ ︸

:=w(s,a)


2

(Aπθ (s, a))2∑
(s′,a′)∈S×A Aπθ (s′, a′)2︸ ︷︷ ︸

:=p(s,a)


(169)

Since p(s, a) ≥ 0 and
∑

s,a p(s, a) = 1, using Jensen’s inequality,∑
s,a w(s, a)2 p(s, a) ≥ (

∑
s,a w(s, a) p(s, a))2

≥ 1
(1− γ)2

∑
s′∈S

∑
a′∈A

Aπθ (s′, a′)2

[∑
s∈S

∑
a∈A

dπθ
ρ (s) πθt

(a|s) Aπθ (s, a)2∑
(s′,a′)∈S×A Aπθ (s′, a′)2

]2
 (170)

= 1
(1− γ)2

 1∑
(s′,a′)∈S×A Aπθ (s′, a′)2

[∑
s∈S

∑
a∈A

dπθ
ρ (s) πθ(a|s) Aπθ (s, a)2

]2
 (171)

Since Aπθ (s, a) ≤ 1
1−γ , 1∑

(s′,a′)
Aπθ (s′,a′)2 ≥

(1−γ)2

S A

=⇒
∥∥∥∥∂V πθt (ρ)

∂θ

∥∥∥∥2

2
≥ 1

S A

[∑
s∈S

∑
a∈A

dπθ
ρ (s) πθ(a|s)Aπθ (s, a)2

]2

(172)

=⇒
∑
s∈S

∑
a∈A

dπθ
ρ (s) πθ(a|s) Aπθ (s, a)2 ≤

√
S A

∥∥∥∥∂V πθ (ρ)
∂θ

∥∥∥∥
2
. (173)

To connect Equation (166) and Equation (173) for a fixed s ∈ S∑
a∈A

πθ(a|s) Aπθ (s, a)2

=
∑
a∈A

πθ(a|s) (Qπθ (s, a)− V πθ (s))2 (174)

=
∑
a∈A

πθ(a|s)
[
Qπθ (s, a)2 − 2 V πθ (s) Qπθ (s, a) + V πθ (s)2] (175)

=
∑
a∈A

πθ(a|s) Qπθ (s, a)2 − 2 V πθ (s)
∑
a∈A

πθ(a|s) Qπθ (s, a)︸ ︷︷ ︸
=V πθ (s)

+V πθ (s)2
∑
a∈A

πθ(a|s)︸ ︷︷ ︸
=1

(176)

=
∑
a∈A

πθ(a|s)Qπθ (s, a)2 −

[∑
a∈A

πθ(a|s) Qπθ (s, a)
]2

(177)
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Recall k(s) := arg maxa∈A πθ(a|s), by Lemma 9,

≥ πθ(k(s)|s)
∑

a ̸=k(s)

πθ(k(s)|s) (Qπθ (s, k(s))−Qπθ (s, a))2 (178)

Let ∆s := mina̸=a′ |Qπθ (s, a)−Qπθ (s, a′)| and since πθ(k(s)|s) ≥ 1
A ,

≥ (1− πθ(k(s)|s) ∆2
s

A
(179)

Let ∆ := mins ∆s

≥ (1− πθ(k(s)|s) ∆2

A
(180)

=⇒ (1− πθ(k(s)|s) ≤ A

∆2

∑
a∈A

πθ(a|s) Aπθ (s, a)2 (181)

Putting everything together, by Equation (166)

E
[∥∥∥∇f̃(θ)

∥∥∥2

2

]
≤ 4

(1− γ)4

∑
s

dπθ
ρ (s) (1− πθ(k(s) | s)) (182)

By Equation (181)

≤ 4 A

(1− γ)4 ∆2

∑
s∈S

∑
a∈A

dπθ
ρ (s) πθ(a | s) Aπθ (s, a)2 (183)

By Equation (173)

≤ 4 A3/2 S1/2

(1− γ)4 ∆2

∥∥∥∥∂V πθ (ρ)
∂θ

∥∥∥∥
2
. (184)

C.5 Additional Lemmas
Lemma 5. Assuming that f is L1-non-uniform smooth and the stochastic gradient is bounded, i.e.
∥∇f̃(θt)∥ ≤ B, using Update 2 with ηt ∈ (0, 1

L1 B ) we have,

|f(θt+1)− f(θt)− ⟨∇f(θt), θt+1 − θt⟩| ≤
1
2

L1 ∥∇f(θt)∥
1− L1 B ηt

∥θt+1 − θt∥. (185)

Proof. Following (Mei et al., 2023, Lemma 4.2), denote θζ := θt + ζ (θt+1 − θt) for some ζ ∈ [0, 1].
According to Taylor’s theorem, we have

|f(θt+1)− f(θt)− ⟨∇f(θt), θt+1 − θt⟩| =
1
2
∣∣(θt+1 − θt)⊤∇2f(θζ) (θt+1 − θt)

∣∣ (186)

Assuming f is L1 non-uniform smooth

≤ L1 ∥∇f(θζ)∥
2 ∥θt+1 − θt∥2

2. (187)

Denote θζ1 := θt + ζ1 (θζ − θt) for some ζ1 ∈ [0, 1]. By the fundamental theorem of calculus,

∥∇f(θζ)−∇f(θt)∥ =
∥∥∥∥∫ 1

0

〈
∇2f(θζ1), θζ − θt

〉
dζ1

∥∥∥∥ (188)
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Using Cauchy-Schwarz

≤
∫ 1

0

∥∥∇2f(θζ1)
∥∥ ∥θζ − θt∥dζ1 (189)

Since f is L1-non-uniform smooth

≤
∫ 1

0
L1 ∥∇f(θζ1)∥ ∥θζ − θt∥dζ1 (190)

=
∫ 1

0
L1 ∥∇f(θζ1)∥ ζ ∥θt+1 − θt∥dζ1 (θζ := θt + ζ (θt+1 − θt))

Since ζ ∈ [0, 1] and using Update 2, θt+1 = θt + ηt∇f̃(θt)

=⇒ ∥∇f(θζ)−∇f(θt)∥ ≤ L1ηt ∥∇f̃(θt)∥
∫ 1

0
∥∇f(θζ1)∥ dζ1 (191)

Therefore, we have

∥∇f(θζ)∥ = ∥∇f(θ) +∇f(θζ)−∇f(θ)∥ (192)

Using triangle inequality

≤ ∥∇f(θt)∥+ ∥∇f(θζ)−∇f(θt)∥ (193)

By Equation (191)

=⇒ ∥∇f(θζ)∥ ≤ ∥∇f(θt)∥+ L1 ηt ∥∇f̃(θt)∥
∫ 1

0
∥∇f(θζ1)∥ dζ1 (194)

Denote θζ1 := θt + ζ2 (θζ1 − θt) with θζ2 ∈ [0, 1]. Using similar calculations when deriving Equa-
tion (191),

∥∇f(θζ1)∥ ≤ ∥∇f(θt)∥+ L1 ηt ∥∇f̃(θt)∥
∫ 1

0
∥∇f(θζ)∥ dζ2 (195)

Putting Equation (194) and Equation (194) together,

∥∇f(θζ)∥ ≤
(

1 + L1 ηt ∥∇f̃(θt)∥
)
∥∇f(θt)∥+

(
L1 ηt ∥∇f̃(θt)∥

)2 ∫ 1

0

∫ 1

0
∥∇f(θζ2)∥dζ2 dζ1 (196)

Using Equation (196) and continuing in the same way for ζi as i→∞

∥∇f(θζ)∥ ≤
∞∑

i=0

(
L1 ηt ∥∇f̃(θt)∥

)i

︸ ︷︷ ︸
♡

∥∇f(θt)∥. (197)

To ensure that ♡ is finite, we require that L1 ηt ∥∇f̃(θt)∥ < 1. Assuming ∥∇f̃(θt)∥ ≤ B for all t

L1 ηt ∥∇f(θt)∥ ≤ L1 B ηt < 1 =⇒ ηt <
1

L1 B
(198)

For ηt ∈
(

0, 1
L1 B

)
, summing the geometric series

∥∇f(θζ)∥ ≤ ∥∇f(θt)∥
1− L1 B ηt

. (199)

Putting Equation (187) and Equation (199) together, for ηt ∈
(

0, 1
L1,B

)
we have

|f(θt+1)− f(θt)− ⟨∇f(θt), θt+1 − θt⟩| ≤
1
2

L1 ∥∇f(θt)∥
1− L1 B ηt

∥θt+1 − θt∥. (200)
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Lemma 6 (Lemma 5 in (Vaswani et al., 2022)).

αT +1

1− α
≤ 2β

ln(T/β) (201)
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Lemma 7 (Lemma 4.3 in (Mei et al., 2023)). Using Update 2, we have for all t ≥ 1,

Et

[∥∥∥∥d⟨πθt
, r̂t⟩

dθt

∥∥∥∥2

2

]
≤ 8 A3/2

∆2

∥∥∥∥d⟨πθt
, r̂t⟩

dθt

∥∥∥∥
2

(202)

where ∆ := mina̸=a′ |r(a)− r(a′)|.

Lemma 8 (Lemma 17 in (Vaswani et al., 2022)). For all x, γ > 0,

exp(−x) ≤
( γ

ex

)γ

(203)

Lemma 9. Let p, b ∈ RK such that p1 ≥ p2 ≥ · · · ≥ pK ≥ 0,
∑K

i=1 pi = 1 and bi ≥ 0 for all i then

K∑
i=1

pi b2
i −

[
K∑

i=1
pi bi

]2

≥ p1

K∑
j=2

pj [bi − bj ]2 (204)

Proof.

K∑
i=1

pi b2
i −

[
K∑

i=1
pi bi

]2

=
K∑

i=1
pi b2

i −
K∑

i=1
p2

i b2
i − 2

K−1∑
i=1

pi ri

K∑
j=i+1

pj rj (205)

=
K∑

i=1
(pi b2

i − p2
i b2

i )− 2
K−1∑
i=1

pi ri

K∑
j=i+1

pj rj (206)

=
K∑

i=1
pi b2

i (1− pi)− 2
K−1∑
i=1

pi ri

K∑
j=i+1

pj rj (207)

=
K∑

i=1
pi︸︷︷︸
xi

b2
i︸︷︷︸

yi

K∑
i=1,j ̸=i

pj︸︷︷︸
xj

−2
K−1∑
i=1

pi ri

K∑
j=i+1

pj rj (pi = 1−
∑

j ̸=1 pj)

For any xi, yi,
∑K

i=1 xi yi

∑K
j=1,j ̸=i xj =

∑K−1
i=1 xi

∑K
j=i+1 xj [yi + yj ]

=
K−1∑
i=1

pi

K∑
j=i+1

pj [b2
i + b2

j ]− 2
K−1∑
i=1

pi bi

K∑
j=i+1

pj bj (208)

=
K−1∑
i=1

pi

K∑
j=i+1

pj

[
b2

i − 2bi bj + b2
j

]
(209)

=
K−1∑
i=1

pi

K∑
j=i+1

pj [bi − bj ]2 (210)

Discarding extra terms since p2 ≥ · · · ≥ pK−1 ≥ 0,

≥ p1

K∑
j=2

pj [bi − bj ]2. (211)
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Lemma 10. In the bandit setting, ∥∥∥∥d⟨πθ, r̂⟩
dθ

∥∥∥∥ ≤ √2. (212)

Proof. Follows from Mei et al. (2023, Equation 55).

Lemma 11. In the tabular MDP setting,∥∥∥∥∥∑
s∈S

∑
a∈A

dπθ
ρ (s)2

(1− γ)2 πθ(a|s)2
(

Q̂πθ (s, a)−
〈

πθ(·|s), Q̂πθ (s, ·)
〉)2

∥∥∥∥∥ ≤
√

2 S

(1− γ)2 . (213)

Proof. Follows from Equation (153).

D Policy Gradient with Entropy Regularization

We will next consider adding entropy regularization to the objective in the exact and stochastic
settings. Entropy regularization RL, also known as maximum entropy RL, uses entropy regularization
to promote action diversity and prevent premature convergence to a deterministic policy (Williams,
1992; Haarnoja et al., 2018). While it is widely believed to help with exploration, the addition of
entropy regularization results in a smoother optimization landscape, enabling PG methods to escape
flat regions within the optimization landscape (Ahmed et al., 2019). For example in the bandits
setting, flat regions occur when a policy commits to an arm. Mei et al. (2020) showed entropy
regularization helps escaping these regions when starting from a “bad” initialization, i.e. the initial
policy selects an sub-optimal arm with high probability.

In the exact setting, where the full gradient can be computed, Mei et al. (2020) showed softmax PG
with entropy regularization obtains a fast O(log(1/ϵ)) rate to a biased ϵ-optimal policy. The resulting
optimal policy is biased since the presence of entropy prevents convergence to a deterministic policy.
Additionally, in the same setting, Cen et al. (2022) showed NPG with entropy regularization achieves
the same O(log(1/ϵ)) convergence rate to a biased ϵ-optimal policy. To ensure that the resulting
optimal policy is unbiased, the strength of the entropy regularization term must be decayed or
removed. Mei et al. (2020) introduced a two-stage approach to obtain the optimal policy when
using softmax PG with entropy regularization. In the first stage, entropy regularization is used to
obtain fast convergence close to the optimal policy. In the second stage, the regularizer is removed
to guarantee convergence to the optimal policy. Unfortunately, the final convergence rate is O(1/ϵ)
which matches the same rate as softmax PG. Additionally, in order to transition from the first to the
second stage, the reward gap is needed making the resulting algorithm impractical.

In the stochastic setting, where the value function must be approximated, Ding et al. introduced a
two-stage approach for stochastic softmax PG with entropy regularization. Instead of modifying the
strength of the entropy regularizer across stages, the batch size is modified. The resulting algorithm
requires O(1/ϵ) iterations at the second stage and Õ(1/ϵ2) samples to converge to an biased ϵ-optimal
policy. The method allows for global convergence with arbitrary initiation. However, the strength of
the entropy regularizer is not decayed, preventing convergence to the optimal policy. Additionally,
the biased optimal policy to set the algorithm hyper-parameters making the resulting algorithm
redundant. Moreover, in the stochastic setting with access to a generative model, using NPG with
entropy regularization, Cen et al. (2022) achieved a linear rate of convergence to a biased optimal
policy with a Õ(1/ϵ2) sample complexity.

In the following sections, we will present a multi-stage algorithm that iteratively reduces the strength
of the entropy regularization term. This method obtains convergence to the optimal policy while
eliminating the reliance on unknown quantities compared to prior work. In Appendix D.1 we
first state how the objective’s functional property changes when entropy regularization is added.
In Appendix D.2 we present the multi-stage algorithm in the exact setting and the algorithm
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achieves an O(1/ϵp) rate. Here, p relies on the estimation of the lower bound of the non-uniform
Łojsiewciz condition of the entropy regularized objective. Next in Appendix D.3, we extend the same
multi-stage algorithm in the stochastic setting with exponentially decreasing step-sizes to obtain
an also O(1/ϵ2p+1) rate to the optimal policy. Finally, in Appendix D.3.1 we compare the proposed
our multi-stage algorithm to prior PG methods without entropy regularization and show that the
multi-stage algorithm helps escape flat regions within the optimization landscape.

D.1 Problem Setup

Following Section 2, for a policy π, the entropy regularized action-value function is defined as
Q̃π

τ (s, a) := E[
∑∞

t=0 γt(r(s, a) − τ log π)] and the entropy regularized value function is defined as
Ṽ π

τ (s) := Ea∼π[Q̃π
τ (s, a)](s) . The entropy regularized advantage function is defined as Ãπ

τ (s, a) :=
Q̃π

τ (s, a)− τ log π(a|s)− Ṽ π
τ (s).

Additionally, let fτ (θ) := f(θ) + τ Λ(πθ) denote the entropy regularized objective, where Λ(πθ) is
the “discounted entropy” for a policy πθ and τ ≥ 0 is the “temperature” or strength of the entropy
regularization. For a fixed τ , fτ is Lτ -uniform smooth and note that the smoothness now depends on
τ . Furthermore, fτ satisfies a non-uniform Łojasiewciz condition with Cτ (θ) and ξ = 1/2. Compared
to f , whose non-uniform Łojasiewciz degree is ξ = 0 (refer to Table 1), the increase to ξ = 1/2
allows for faster convergence. Table 3 summarizes the entropy regularizer, uniform smoothness
and non-uniform Łojsaiewciz properties for the bandit and general MDP settings with entropy
regularization. Finally, we will denote the maximum value of the regularized objective function as
f∗τ := fτ (θ∗

τ ), where θ∗
τ := arg maxθ fτ (θ).

Setting Λ(πθ) [∇fτ (θ)]s,a Lτ Cτ (θ)
Bandits −⟨πθ, log πθ⟩ πθ(a) [r(a)− ⟨πθ, r − τ log πθ⟩] 5/2 + 5 τ (1 + log A)

√
2τ mina πθ(a)

MDP H(πθ) dπθ (s) πθ(a|s) Ãπθ (s,a)
1−γ

8+τ (4+8 log A)
(1−γ)3

√
τ mins

√
ρ(s) mins,a πθ(a|s)

S

∥∥∥ dπ∗τ
ρ

d
πθ
ρ

∥∥∥1/2

∞

Table 3: Entropy regularizer, uniform smoothness and non-uniform Łojasiewciz condition with
ξ = 1/2 for bandits and general tabular MDPs setting with entropy regularization. Here, H(πθ) :=
E[
∑∞

t=0−γt log πθ(at|st)].

With the above properties of fτ , we next present how to principally decay τ for softmax PG with
entropy regularization to obtain convergence to the optimal policy.

D.2 Exact Setting

We first consider the exact setting as a test bed to analyze how to decay τ to obtain convergence
to the optimal policy. Recall that for a constant τ > 0, softmax PG with entropy regularization is
unable to converge to the optimal policy since the regularizer prevents the final policy from becoming
deterministic. Softmax PG with entropy regularization has the following update:
Update 3. (Softmax PG with Entropy Regularization, True Gradient) θt+1 = θt + ηt∇fτ (θt).

Refer to Table 3 for the entropy regularized policy gradient ∇fτ (θ) in both the bandits and the general
MDP cases. In this setting, Mei et al. (2020) prove that softmax PG with entropy regularization
converges to a biased optimal policy at an O(log 1/ϵ) rate when using a fixed step-size of ηt = η = 1

Lτ .
The optimal policy is biased since τ > 0 is fixed. In order for entropy regularized objective to
converge to the globally optimal policy, τ → 0 is required. In the bandits setting, Mei et al. (2020)
proposed a two-stage approach to decay τ to obtain global convergence. A fixed τ > 0 is used in
the first stage but is then set to be 0 in the second stage. However, the resulting algorithm requires
knowledge of the reward gap ∆ := maxa∗ ̸=a r(a∗)− r(a) in order to transition from the first stage to
the second stage, rendering the method to be impractical. Additionally, Mei et al. (2020) proposed

42



RLJ | RLC 2024

an additional approach by allowing τ be a function of t and slowly decreasing τt over time. This
approach also obtain convergence to the global optimal policy. However, it required τt ∝ ∆ and
knowledge of the reward gap were again needed. Moreover, the final convergence rate to the optimal
policy could not be established since it could not be proved that inft≥1 Cτ (θt) > 0.

For example, in the bandits setting (refer to Table 3) Cτ (θt) :=
√

2τ mina πθt(a). In order for
πθt → π∗, we must have mina πθt(a)→ 0. However, in order to guarantee convergence when τ > 0,
we also require inft≥0 mina πθt

(a) > 0. We conjecture that the non-uniform Łojasiewciz condition
bound is loose which results in a pessimistic bound involving mina πθ(a). We will make the benign
assumption that fτ satisfies the following non-uniform Łojasiewciz condition with ξ = 1/2 such that
µ := inft≥0[Cτ (θt)]2 = τp B1 for constants p ≥ 1 and B1 > 0.
Assumption 1. fτ satisfies the non-uniform Łojasiewciz condition for some Cτ (θ) and ξ = 1

2 such
that µ := inft≥1[Cτ (θt)]2 = τp B1 for constants p ≥ 1 and B1 > 0.

Here we will assume the next worst dependence, which is having a polynomial dependence of τ
for µ = τp B1. Recall that f has a non-uniform Łojasiewciz condition with degree ξ = 0 and in
the bandit setting C(θ) = πθ(a∗). We conjecture that as τ → 0, we switch from the non-uniform
Łojasiewciz condition with degree ξ = 1/2 to degree ξ = 0. We leave the investigate of how these two
conditions interpolate as future work.

Under Assumption 1, we propose a multi-stage algorithm (Algorithm 2) to decay τ that can obtain
ϵ-convergence to the globally optimal policy without knowledge of the reward gap or any other
problem-dependent parameters. Algorithm 2 consists of multiple stages, where the temperature is
decreased in each stage. Specifically, in stage i uses τi for Ti iterations and is halved i.e. τi+1 = τi

2 in
the following stage. To prove the method achieves global convergence, we first make the following
assumptions to relate the entropy regularization objective fτ to the unregularized objective f :
Assumption 2. fτ is Lτ -smooth and Lτ ≤ Lmax, where Lmax = maxτ∈[0,1] Lτ is a constant.
Furthermore, Lτ ≥ Lmin, where Lmin = minτ∈[0,1] Lτ > 0 is a constant.
Assumption 3. f∗ − f(θ∗

τ ) ≤ τB2, for a constant B2 > 0.
Assumption 4. For a constant B3 > 0, f(θ∗

τ )− f(θ) ≤ f∗τ − fτ (θ) + τB3.
Assumption 5. For τ2 < τ1 and a constant B4 > 0, f∗τ2 − fτ2(θ) ≤ f∗τ1 − fτ1(θ) + τ1B4.

The Assumptions 2 to 5 hold for both the bandits and tabular MPD setting and are proved in
Appendix E.2 and Appendix E.3 respectively.

The following theorem (proved in Appendix E) shows that Algorithm 2 converges to the unbiased
optimal policy at an O(1/ϵp) rate.
Theorem 7. Assuming fτ and f satisfy Assumptions 1 to 5, for a given ϵ ∈ (0, 1), Algorithm 2
achieves ϵ-suboptimality to the globally optimal after Ttotal = 4 Lmax Cp

1
ϵp B1

log (2 (1 + B4)) iterations,
where C1 = max

(
1, f∗τ0 −fτ0 (θ0)

τ0

)
+ B2 + B3.

The resulting O(1/ϵp) rate depends on the constant p in Assumption 1. In the best case, when p = 1,
we recover an O(1/ϵ) convergence rate. Otherwise, if p is large, we obtain a slower rate similar to the
pessimistic analysis using Cτ (θ) ∝ mina πθ(a|s). Compared to Mei et al. (2020), when using entropy
regularization, our method is able to obtain ϵ-convergence without requiring the knowledge of the
reward gap.

We compare Algorithm 2 (PG-E-MS) assuming p = 1 and B1 = 0.01 to softmax PG (PG) with a fixed
step-size of ηt = 1

L = 2
5 and softmax PG with entropy regularization (PG-E) with fixed τ = 0.1 and

ηt = η = 1
Lτ = 2

5+10 τ(1+log A) in the bandits setting with A = 10. For PG-E-MS, p and B1 were
selected by using grid-search on separate set of bandit instances. We test the algorithms on bandit
settings of varying difficulty based on their minimum reward gap ∆̄ := mina∗ ̸=a r(a∗)− r(a). The
easy, medium and hard environments correspond to ∆̄ = 0.2, 0.1, 0.05 respectively. The figure plots
the average and 95% confidence interval of 50 random mean reward vectors.
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Figure 3: Sub-optimality gap across various environments and initializations. Top Row: the initial
policy’s parameters is uniform, i.e. θ0(a) = 0 ∀a. Bottom Row: the initial policy’s parameters is
“bad”, i.e. θ0(a′) = 12 where a′ = arg mina r(a)

In Figure 3, PG-E-MS is able to converge to the optimal policy unlike PG-E since the temperature τ is
decreasing. Furthermore, under “bad” initialization, PG-E-MS outpreforms PG since the addition of
entropy enables the method to able to escape the initial flat region. On the other hand, PG-E is able
to escape the initial region quickly, but is unable to converge to the optimal policy since τ is fixed.

Additionally, from our experiments, we observe that the multi-stage algorithm with p = 1 has a similar
performance compared to softmax PG using uniform initialization. This confirms our theoretical
observation that p = 1 results in a O(1/ϵ) convergence rate. We additionally investigated how entropy
regularization can help when starting with a “bad” initialization. In this case, the worst arm has a
high probability of getting chosen, which results in a flat optimization landscape.

In most realistic scenarios it is difficult to calculate the exact gradient of the objective function. In
the next section, we investigate how to extend the presented multi-stage algorithm to the stochastic
setting.
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D.3 Stochastic Setting

Following Section 4.1, we can construct an stochastic policy gradient using on-policy importance
sampling (IS) reward estimates for the entropy regularized objective. Let ∇f̃τ (θt) denote the
stochastic gradient with entropy regularization. By Lemma 37, the gradient estimators ∇f̃τ (θ) are (i)
unbiased i.e. E[∇f̃τ (θ)] = ∇fτ (θ) and have (ii) bounded variance i.e. E

∥∥∥∇f̃τ (θ)−∇fτ (θ)
∥∥∥2

2
≤ σ2.

The bound of the variance is differs compared to ∇f̃(θ) since σ2 depends on the regularization
strength τ . In this setting, we will consider the following update,
Update 4. (Stochastic Softmax PG with Entropy, Importance Sampling) θt+1 = θt + ηt∇f̃τ (θt).

Under the same setting when using on-policy IS reward estimates, prior work (Ding et al.) proposes
a two-stage approach that converges to a biased optimal policy by modifying the batch size to
counteract the variance. However, the method requires a Õ(1/ϵ2) sample complexity and knowledge of
the biased optimal policy to set the algorithm hyper-parameters. Additionally, even with knowledge
of the biased optimal policy, Ding et al. is unable to converge to the optimal policy.

To extend Algorithm 2 to the stochastic setting we first require an additional assumption since
inft≥1[Cτ (θt)]2 is a now random variable in the stochastic setting.
Assumption 6. fτ satisfies the non-uniform Łojasiewciz condition for some Cτ (θ) and ξ = 1

2 such
that µ := E

[
inft≥1[Cτ (θt)]2

]
= τp B1 for constants p ≥ 1 and B1 > 0.

Under Assumption 6 and motivated by Section 4.1, we will utilize exponentially decaying step-sizes
(Li et al., 2021; Vaswani et al., 2022) for each stage. At stage i, the resulting step-size at iteration t is

set as: ηi,t−1 = 1
Lτi

α
t−lasti−1
i where αi =

(
β
Ti

) 1
Ti , β ≥ 1, and Ti is the length of stage i. Additionally,

τi is the “temperature” of stage i. All together, this results in Algorithm 3.

The following theorem (proved in Appendix F.1) shows that Algorithm 3 converges to the globally
optimal policy at an Õ

(
1/ϵp + σ2

/ϵ2p+1
)

rate.

Theorem 8. Assuming fτ and f satisfy Assumptions 2 to 6, for a given ϵ ∈ (0, 1), using Algorithm 3
with (a) unbiased stochastic gradients whose variance is bounded by σ2 and (b) exponentially

decreasing step-sizes ηi,t = ηi,lasti−1 α
t−lasti−1+1
i where ηi,lasti−1 = 1

Lτi
and αi =

(
β
Ti

) 1
Ti , β = 1,

achieves ϵ-sub-optimality to the globally optimal policy after Õ
(

1
ϵp + σ2

ϵ2p+1

)
iterations.

If p = 1, then convergence rate matches the Õ(σ2
/ϵ3) rate in Theorem 3. We remark that this the first

stochastic softmax PG algorithm to obtain ϵ-convergece to the optimal policy while using entropy
regularization. Unlike in prior work (Ding et al.), oracle-like knowledge of the environment is not
necessary to obtain convergence while using entropy regularization in the stochastic setting.

In the next section, we will compare the multi-stage method with baseline methods in the bandits
setting. To investigate if entropy regularization is indeed useufl, we will consider both uniform and
“bad” initialization.
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D.3.1 Experimental Evaluation

We evaluate the methods in multi-armed bandit environments with A = 10 in stochastic settings.
For each environment, we compare the various algorithms based on their expected sub-optimality
gap E[(π∗ − πθt

)⊤r]. We plot the average and 95% confidence interval of the expected sub-optimality
gap across 25 independent bandit instances over T = 106 iterations. To counteract the randomness of
each algorithm, for each bandit instance we additionally run each algorithm 5 times. In total, for each
algorithm, the corresponding plot is comprised of 125 runs. To investigate if entropy regularization is
helpful in escaping flat regions, we consider uniform and “bad” initialization. For experiments with
uniform initialization, the initial policy is uniform, i.e. πθ0(a) = 1/A for all a ∈ A. For experiments
with bad initialization, the initial policy favours the worst arm, i.e. θ0(a′) = 9 (πθ0(a′) ≈ 0.999),
where a′ := arg mina r(a).

Environment Details: Each environment’s underlying reward distribution is either a Bernoulli,
Gaussian, or Beta distribution with a fixed mean reward vector r ∈ RA and support [0, 1]. The
difficulty of the environment is determined by the maximum reward gap ∆̄ := mina∗ ̸=a r(a∗)− r(a).
In easy environments ∆̄ = 0.5 and in the hard environments ∆̄ = 0.1. For each environment, r is
randomly generated for each run.

Methods: We compare the presented stochastic softmax PG multi-stage algorithm (Algorithm 3)
(SPG-E-MS) to stochastic softmax PG (SPG-ESS) and stochastic softmax PG with entropy regular-
ization (SPG-E-ESS) with exponentially decreasing step-sizes and when using the “doubling” trick
(SPG-ESS [D]). We also compare with prior work that uses the full gradient (SPG-O-G) (Mei et al.,
2021a) and the reward gap (SPG-O-R) (Mei et al., 2023) when setting the step-size. For SPG-ESS and
SPG-ESS [D], we select β = 1 and η0 = 1

18 . For SPG-E-ESS we fix τ = 0.1, and similarly select β = 1
and η0 = 1

Lτ = 2
5+10 τ (1+log A) . Finally, for SPG-E-MS, we observed that the number of iterations

Ti at each stage derived by Lemma 21 for the stochastic multistage algorithm are loose due to the
exponentially-decreasing step-size analysis. Furthermore, we observed in the deterministic setting
that when p = 1, the number of iterations doubles after each stage. Therefore, instead of using the
theoretical number of iterations at each stage, we use the “doubling trick” (refer to Section 5). For
SPG-E-ESS set the hyper-parameters T1 = 5000, τ0 = 0.5, B1 = 1 by employing a grid-search on a
separate validation set of bandit instances. To fairly compare against SPG-ESS and SPG-ESS [D] we
also select β = 1.
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Figure 4: Expected sub-optimality gap across various environments with uniform initialization

Figure 5: Expected sub-optimality gap across various environments with “bad” initialization
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Results: From Figure 4, with uniform initialization, the performance of SPG-E-MS is comparable to
SPG-ESS, SPG-ESS [D] and SPG-O-G. However, in the “bad” initialization settings (Figure 5), due to
the presence of entropy, SPG-E-MS out preforms all other methods. Here we also find that entropy
regularization helps escaping from flat regions in the stochastic setting. Since SPG-E-ESS uses a fixed
entropy regularization term it is unable to converge to the optimal policy.

D.4 Discussion

We proposed a systematic method for (stochastic) softmax policy gradient (PG) to utilize the benefits
of entropy regularization while guaranteeing convergence to the optimal policy. Under Assumption 1,
our proposed multi-stage algorithm achieves convergence the optimal policy without any oracle-like
knowledge when compared to prior methods. We empirically demonstrate that our multi-stage
algorithm can escape flat regions in the exact and stochastic settings, due to entropy regularization.
For future work, we aim to bridge the non-uniform Łojasiewciz conditions of f and fτ as τ → 0.
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E Proofs of Appendix D.2

Algorithm 2: Multi-Stage Softmax PG with Entropy Regularization
Output: Policy πθt = softmax(θt)
Initialize parameters θ0, τ0, Nstages
t← 0
last0 ← t
i← 1
while i ≤ Nstages do

τi ← τi−1/2
ηi ← 1/Lτi

Ti ← 2
ηi µi

log
(

τi−1
τi

(1 + B4)
)

while t− lasti−1 < Ti do
θt+1 ← θt + ηi∇fτi(θt)
t← t + 1

end
lasti ← t
i← i + 1

end

E.1 Proof of Theorem 7
Theorem 7. Assuming fτ and f satisfy Assumptions 1 to 5, for a given ϵ ∈ (0, 1), Algorithm 2
achieves ϵ-suboptimality to the globally optimal after Ttotal = 4 Lmax Cp

1
ϵp B1

log (2 (1 + B4)) iterations,
where C1 = max

(
1, f∗τ0 −fτ0 (θ0)

τ0

)
+ B2 + B3.

Proof. Observe that in Algorithm 2, we use τi and ηi at stage i ≥ 1, which starts at iteration
lasti−1 + 1, runs for Ti = 2

ηi µi
log
(

τi−1
τi

(1 + B4)
)

iterations, and ends at iteration lasti. Now, we

prove by induction that f∗τi − fτi(θlasti
) ≤ τi max

(
1, f∗τ0 −fτ0 (θ0)

τ0

)
for all i ≥ 0:

Base Case: For i = 0, we have

f∗τ0 − fτ0(θ0) ≤ max(τ0, f∗τ0 − fτ0(θ0)) = τ0 max
(

1,
f∗τ0 − fτ0(θ0)

τ0

)
. (214)

Induction Step: Suppose f∗τi−1 − fτi−1(θlasti−1) ≤ τi−1 max
(

1, f∗τ0 −fτ0 (θ0)
τ0

)
holds.

Since fτi(θ) is Lτi -smooth and satisfies the non-uniform Łojasiewciz condition with µi := inft≥1 C2
τ (θt),

we use Lemma 12 for stage i:

f∗τi − fτi(θlasti
) ≤ exp(−ηi µi

2 Ti)[f∗τi − fτi(θlasti−1)] (215)

If Ti ≥ 2
ηi µi

log
(

τi−1
τi

(1 + B4)
)

, we have

=
f∗τi − fτi(θlasti−1)

exp
(

log
(

τi−1
τi

(1 + B4)
)) (216)

Under Assumption 5

≤
f∗τi−1 − fτi−1(θlasti−1) + τi−1B4

τi−1
τi

(1 + B4) (217)
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Using the inductive hypothesis

≤
τi τi−1

(
max

(
1, f∗τ0 −fτ0 (θ0)

τ0

)
+ B4

)
τi−1 (1 + B4) (218)

≤
τi max

(
1, f∗τ0 −fτ0 (θ0)

τ0

)
(1 + B4)

1 + B4
(219)

= τi max
(

1,
f∗τ0 − fτ0(θ0)

τ0

)
. (220)

Therefore, for all i ≥ 0

f∗τi − fτi(θlasti) ≤ τi max
(

1,
f∗τ0 − fτ0(θ0)

τ0

)
. (221)

Define ϵi := f∗ − f(θlasti
) as the sub-optimality at the end of stage i. We have

ϵi = f∗ − f(θlasti
) (222)

=
[
f∗ − f(θ∗

τi
)
]

+
[
f(θ∗

τi
)− f(θlasti

)
]

(223)

Under Assumption 4

≤
[
f∗ − f(θ∗

τi
)
]

+ f∗τi − fτi(θlasti
) + τiB3 (224)

By Equation (221),

≤
[
f∗ − f(θ∗

τi
)
]

+ τi

(
max

(
1,

f∗τ0 − fτ0(θ0)
τ0

)
+ B3

)
(225)

Using Assumption 3,

≤ τi B2 + τi

(
max

(
1,

f∗τ0 − fτ0(θ0)
τ0

)
+ B3

)
(226)

= τi

(
max

(
1,

f∗τ0 − fτ0(θ0)
τ0

)
+ B2 + B3

)
︸ ︷︷ ︸

:=C1

(227)

= 2−i τ0 C1. (τi = 2−i τ0)

Therefore, the number of stages Nstages required to obtain an ϵ sub-optimality is given as:

2Nstages ≥ τ0 C1

ϵ
=⇒ Nstages ≥ log2

(
τ0 C1

ϵ

)
. (228)

On the other hand, the sufficient number of iterations at stage i is:

Ti ≥
2

ηi µi
log
(

τi−1

τi
(1 + B4)

)
(229)

Since ηi = 1
Lτi

= 2 Lτi

µi
log
(

τi−1

τi
(1 + B4)

)
, (230)

Since Lτi ≤ Lmax, it is sufficient to set Ti as:

Ti = 2 Lmax

µi
log
(

τi−1

τi
(1 + B4)

)
(231)
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Under Assumption 1, µi = τp
i B1

= 2 Lmax

τp
i B1

log
(

τi−1

τi
(1 + B4)

)
(232)

Since τi = 2−i τ0, we have

= 2 Lmax 2ip

τp
0 B1

log (2 (1 + B4)) (233)

Consequently, we can calculate the sufficient total number of iterations TTotal in terms of ϵ:

TTotal ≥
Nstages∑

i=1
Ti =

Nstages∑
i=1

[
2 Lmax 2ip

τp
0 B1

log (2 (1 + B4))
]

(234)

= 2 Lmax ∑Nstages
i=1 (2p)i

τp
0 B1

log (2 (1 + B4)) (235)

Since for all x > 1, n ≥ 0,
∑n

i=0 xi = xn+1−1
x−1

=
2 Lmax

[
(2p)Nstages+1−1

2p−1 − 1
]

τp
0 B1

log (2 (1 + B4)) (236)

Therefore, it is sufficient that

TTotal ≥
2 Lmax (2p)Nstages+1

2p−1
τp

0 B1
log (2 (1 + B4)) (237)

=
2 Lmax 2p (2p)Nstages

2p−1
τp

0 B1
log (2 (1 + B4)) (238)

Since p ≥ 1, we have 2p

2p−1 ≤ 2. Hence, it is sufficient to use

TTotal =4 Lmax (2p)Nstages

τp
0 B1

log (2 (1 + B4)) (239)

= 4 Lmax (2Nstages)p

τp
0 B1

log (2 (1 + B4)) (240)

Using Equation (228),

≥ 4 Lmax Cp
1

ϵp B1
log (2 (1 + B4)) (241)

in order to guarantee f∗ − f(θTtotal) ≤ ϵ.

Corollary 10. In the bandit setting, assuming for each stage i, µi = τp
i B1 for constants p ≥ 1 and

B1 > 0, for a given ϵ ∈ (0, 1), using Algorithm 2 with ηi = 2
5+10 τi (1+log A) achieves ϵ-sub-optimality

after Ttotal = 4 Lmax Cp
1

ϵp B1
log
(
2
(
1 + W

(
A−1

e

)
+ log A

))
iterations, where Lmax = 5

2 + 5 (1 + log A) and
C1 = max

(
1, f∗τ0 −fτ0 (θ0)

τ0

)
+ W

(
A−1

e

)
+ log A.

Proof. Set f(θ) = πθ
⊤r and fτ (θ) = πθ

⊤(r − τ log πθ). We can extend Theorem 7 to the bandit
setting since:
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• by Lemma 26, fτ is Lτ -smooth and since τ ∈ [0, 1]

5
2 = Lmin ≤ Lτ = 5

2 + τ 5 (1 + log A) ≤ 5
2 + 5 (1 + log A) = Lmax (242)

• by Lemma 14, we have f∗ − f(θ∗
τ ) ≤ τW

(
A−1

e

)
• by Lemma 15, we have for all θ, f(θ∗

τ )− f(θ) ≤ f∗τ − fτ (θ) + τ log A
• by Lemma 16, we have for all θ, f∗τ2 − fτ2(θ) ≤ f∗τ1 − fτ1(θ) + τ1W

(
A−1

e

)
+ log A

Corollary 11. In the tabular MDP setting, assuming for each stage i, µi = τp
i B1 for constants

p ≥ 1 and B1 > 0, for a given ϵ ∈ (0, 1), using Algorithm 2 with ηi = (1−γ)3

8+τi (4+8 log A) achieves
ϵ-sub-optimality after Ttotal = 4 Lmax Cp

1
ϵp B1

log
(

2
(

1 + 2 log A
1−γ

))
iterations, where Lmax = 12+8 log A

(1−γ)3

and C1 = max
(

1, f∗τ0 −fτ0 (θ0)
τ0

)
+ 2 log A

1−γ .

Proof. Set f(θ) = V πθ (ρ) and fτ (θ) = Ṽ πθ
τ (ρ). We can extend Theorem 7 to the tabular MDP

setting since:

• by Lemma 28, fτ (θ) is Lτ -smooth and since τ ∈ [0, 1]

Lmin = 8
(1− γ)3 ≤ Lτ = 8 + τ(4 + 8 log A)

(1− γ)3 ≤ 12 + 8 log A

(1− γ)3 = Lmax (243)

• by Lemma 17, we have f∗ − f(θ∗
τ ) ≤ τ log A

1−γ

• by Lemma 19, we have for all θ, f(θ∗
τ )− f(θ) ≤ f∗τ − fτ (θ) + τ log A

1−γ

• by Lemma 20, we have for all θ, f∗τ2 − fτ2(θ) ≤ f∗τ1 − fτ1(θ) + τ1
2 log A

1−γ

E.1.1 Additional Lemmas
Lemma 12. Assuming fτ satisfies Assumptions 1 and 2, using Update 3 with ηt = 1

Lτ , we have

f∗τ − fτ (θt2) ≤ exp
(
−ηt µ

2 (t2 − t1)
)

[f∗τ − fτ (θt1)] (244)

where t1 < t2.

Proof.

Since fτ is Lτ -smooth

fτ (θt+1) ≥ fτ (θt) + ⟨∇fτ (θt), θt+1 − θt⟩ −
Lτ

2 ∥θt+1 − θt∥2
2 (245)

Using Update 3, θt+1 = θt + ηt∇fτ (θt)

= fτ (θt) + η∥∇fτ (θt)∥2
2 −

Lτ ηt
2

2 ||∇fτ (θt)||22 (246)

Using ηt = 1
Lτ

= fτ (θt) + ηt

2 ∥∇fτ (θt)∥2
2 (247)
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Assuming Assumption 1 is satisfied, ∥∇fτ (θ)∥2
2 ≥ µ |f∗τ − fτ (θ)|

≥ fτ (θt) + η µ

2 [f∗τ − fτ (θt)] (248)

Multiplying both sides by −1 and adding f∗

=⇒ f∗τ − fτ (θt+1) ≤
(

1− ηt µ

2

)
[f∗τ − fτ (θt)] (249)

Using 1− x ≤ exp(−x)

≤ exp
(
−ηt µ

2

)
[f∗τ − fτ (θt)]. (250)

Therefore,

f∗τ − fτ (θt2) ≤ exp
(
−ηt µ

2 (t2 − t1)
)

[f∗τ − fτ (θt1)]. (251)

E.2 Lemmas for the Bandit Setting

E.2.1 Verifying assumption 3
Lemma 13. if ∇r

[
(π∗ − π∗

τ )⊤r
]

= 0, then all suboptimal rewards must be equal.

Proof. Setting gradient of the bias of softmax optimal policy (π∗ − π∗
τ )⊤r with respect to the reward

vector r equal to a zero vector, the derivative of the bias with respect to an arbitrary suboptimal
reward r(â), where â is a suboptimal action, should be 0:

d

dr(â) (π∗ − π∗
τ )⊤r = 0 =⇒ d

dr(â)

∑
a ̸=a∗ e

r(a)
τ ∆(a)∑

a′ e
r(a′)

τ

= 0 (252)

=⇒

(
e

r(â)
τ

τ [r(a∗)− r(â)]− e
r(â)

τ

)(∑
a e

r(a)
τ

)
− e

r(â)
τ

τ

(∑
a e

r(a)
τ [r(a∗)− r(a)]

)
(∑

a′ e
r(a′)

τ

)2 = 0 (253)

=⇒
e

r(â)
τ

τ

(∑
a e

r(a)
τ [r(a)− r(â)− τ ]

)
(∑

a′ e
r(a′)

τ

)2 = 0 =⇒
∑

a

e
r(a)

τ [r(a)− r(â)− τ ] = 0 (254)

Now, for any two suboptimal actions âi and âj , we have

=⇒
∑

a

e
r(a)

τ [r(a)− r(âi)− τ ]−
∑

a

e
r(a)

τ [r(a)− r(âj)− τ ] = 0− 0 (255)

=⇒
∑

a

e
r(a)

τ [r(âj))− r(âi)] = 0 =⇒ r(âj) = r(âi). (256)

Therefore, all suboptimal rewards must be equal.

Lemma 14. We have (π∗ − π∗
τ )⊤r ≤ τW

(
A−1

e

)
, where W : R+ 7→ R+ is the principal branch of

the Lambert W function, which is defined by W (x)eW (x) = x ∀x ≥ 0.
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Proof. We want to find an upper bound on the difference between the expected reward achieved by the
optimal policy π∗ and the softmax optimal policy π∗

τ = softmax(r/τ). Denoting ∆(a) = r(a∗)− r(a),
∆ = mina ̸=a∗ ∆(a), and a∗ is the optimal action, we have

(π∗ − π∗
τ )⊤r =

∑
a

π∗
τ (a) r(a∗)−

∑
a

π∗
τ (a) r(a) =

∑
a ̸=a∗

π∗
τ (a) ∆(a) =

∑
a̸=a∗ e

r(a)
τ ∆(a)∑

a′ e
r(a′)

τ

. (257)

To find the upper bound, it is enough to find a reward vector r ∈ RA that maximizes the bias. To do
so, we find a unique stationary point and then prove that it is the reward vector with the maximum
bias. First, we show that decreasing all rewards by a constant value c does not change the bias:

(π∗ − π∗
τ )⊤(r − c1) =

∑
a̸=a∗ e

r(a)−c
τ ∆(a)∑

a′ e
r(a′)−c

τ

=
e− c

τ

∑
a̸=a∗ e

r(a)
τ ∆(a)

e− c
τ

∑
a′ e

r(a′)
τ

(258)

=
∑

a̸=a∗ e
r(a)

τ ∆(a)∑
a′ e

r(a′)
τ

= (π∗ − π∗
τ )⊤r (259)

Therefore, without loss of generality, we assume that the smallest reward value equals 0. Furthermore,
according to Lemma 13, stationary reward vectors must have equal values for all non-optimal actions.
Therefore, we assume that the reward vector has a value of ra∗ = ∆ for the optimal action and 0
values for all other actions. In this case,

(π∗ − π∗
τ )⊤r =

∑
a ̸=a∗ e

r(a)
τ ∆(a)∑

a′ e
r(a′)

τ

= (A− 1)∆
e

∆
τ + A− 1

. (260)

Now, we find the reward gap ∆ that makes the first derivative of the bias with respect to ∆ equal to
0:

d

d∆
(A− 1)∆

e
∆
τ + A− 1

= 0 =⇒
(A− 1)

(
e

∆
τ + A− 1

)
− (A−1)∆e

∆
τ

τ(
e

∆
τ + A− 1

)2 = 0 (261)

=⇒ (A− 1)
(

e
∆
τ + A− 1

)
− (A− 1)∆e

∆
τ

τ
= 0 =⇒ τ

(
e

∆
τ + A− 1

)
= ∆e

∆
τ (262)

=⇒ τ(A− 1) = (∆− τ)e ∆
τ =⇒ ∆− τ

τ
e

∆
τ = A− 1 =⇒ ∆− τ

τ
e

∆−τ
τ = A− 1

e
(263)

=⇒W

(
A− 1

e

)
= ∆− τ

τ
=⇒ ∆ = τ

(
W

(
A− 1

e

)
+ 1
)

, (264)

where W : R 7→ R is the principal branch of the Lambert W function. Since this value is the only
stationary point of the bias with respect to the rewards vector, ∆ = τ

(
W
(

A−1
e

)
+ 1
)

is either the
global maximum or the global minimum point. Since π∗ is the optimal policy, the bias (π∗ − π∗

τ )⊤r
is always non-negative. For ∆ = 0, the bias is equal to 0, so the unique stationary point must yield
the global maximum. Substituting it in Equation (260), we get

(π∗ − π∗
τ )⊤r ≤

(A− 1)τ
(
W
(

A−1
e

)
+ 1
)

eW( A−1
e )+1 + A− 1

. (265)

Now, since eW (x) = x
W (x) ,

=
(A− 1)τ

(
W
(

A−1
e

)
+ 1
)

A−1
W( A−1

e ) + A− 1
(266)

=τW

(
A− 1

e

)
. (267)
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E.2.2 Verifying assumption 4
Lemma 15. For a fixed θ and τ , we have

(π∗
τ − πθ)⊤r ≤ π∗

τ
⊤(r − τ log π∗

τ )− πθ
⊤(r − τ log πθ) + τ log A. (268)

Proof.

(π∗
τ − πθ)⊤r = π∗

τ
⊤(r − τ log π∗

τ )− πθ
⊤(r − τ log πθ) + τ(π∗

τ log π∗
τ − πθ log πθ) (269)

For all θ, log 1
A ≤ πθ

⊤ log πθ ≤ 0

≤ π∗
τ

⊤(r − τ log π∗
τ )− πθ

⊤(r − τ log πθ) + τ

(
0− log 1

A

)
(270)

= π∗
τ

⊤(r − τ log π∗
τ )− πθ

⊤(r − τ log πθ) + τ log A. (271)

E.2.3 Verifying assumption 5
Lemma 16. Set fτ (θ) = πθ

⊤(r − τ log πθ). For a fixed θ, if τ2 < τ1, then

f∗τ2 − fτ2(θ) ≤ f∗τ1 − fτ1(θ) + τ1W

(
A− 1

e

)
+ τ1 log A. (272)

Proof. Assuming τ2 < τ1, we have

[f∗τ2 − fτ2(θ)]− [f∗τ1 − fτ1(θ)] = [f∗τ2 − f∗τ1 ]− [fτ2(θ)− fτ1(θ)] (273)

=
[
π∗

τ2
⊤(r − τ2 log π∗

τ2
)− π∗

τ1
⊤(r − τ1 log π∗

τ1
)
]
− [πθ

⊤(r − τ2 log πθ)− πθ
⊤(r − τ1 log πθ)] (274)

=(π∗
τ2
− π∗

τ1
)⊤r −

[
τ2 π∗

τ2
⊤ log π∗

τ2
− τ1 π∗

τ1
⊤ log π∗

τ1

]
+ (τ2 − τ1) πθ

⊤ log πθ (275)

For all θ, log 1
A ≤ πθ

⊤ log πθ ≤ 0

≤(π∗
τ2
− π∗

τ1
)⊤r −

[
τ2 log 1

A
− τ1 0

]
+ (τ2 − τ1) log 1

A
≤ (π∗ − π∗

τ1
)⊤r + τ1 log A. (276)

By Lemma 14

=⇒ f∗τ2 − fτ2(θ) ≤ f∗τ1 − fτ1(θ) + τ1W

(
A− 1

e

)
+ τ1 log A. (277)
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E.3 Lemmas for Tabular MDP Setting

E.3.1 Verifying assumption 3
Lemma 17 (Equation (12) in (Cen et al., 2022)). V ∗(ρ)− V π∗

τ (ρ) ≤ τ log A
1−γ .

E.3.2 Verifying assumption 4
Lemma 18. For any π and ρ, we have

H(π) ≤ log A

1− γ
, (278)

where

H(π) := E
s0∼ρ,at∼π(·|st),
st+1∼P(·|st,at)

[ ∞∑
t=0
−γt log π(at|st)

]
. (279)

Proof.

H(π) = E
s0∼ρ,at∼π(·|st),
st+1∼P(·|st,at)

[ ∞∑
t=0
−γt log π(at|st)

]
(280)

= 1
1− γ

∑
s,a

dπ
ρ (s) π(a|s) [− log π(a|s)] (281)

= 1
1− γ

∑
s

dπ
ρ (s)

[
−
∑

a

π(a|s) log π(a|s)
]

(282)

Since for all π, log 1
A ≤

∑
a π(a|s) log π(a|s) ≤ 0

≤ 1
1− γ

∑
s

dπ
ρ (s)

[
− log 1

A

]
(283)

= 1
1− γ

∑
s

dπ
ρ (s) log A (284)

= log A

1− γ
(285)

Lemma 19. For a fixed θ and τ , we have

V π∗
τ (ρ)− V πθ (ρ) ≤ Ṽ ∗

τ (ρ)− Ṽ πθ
τ (ρ) + τ log A

1− γ
. (286)

Proof.

V π∗
τ (ρ)− V πθ (ρ) =(V π∗

τ (ρ) + τH(ρ, π∗
τ ))− (V πθ (ρ) + τH(πθ)) + τ(H(πθ)−H(π∗

τ )) (287)
=Ṽ ∗

τ (ρ)− Ṽ πθ
τ (ρ) + τ(H(πθ)−H(π∗

τ )) (288)

Since for all π, H(π) ≥ 0

≤Ṽ ∗
τ (ρ)− Ṽ πθ

τ (ρ) + τH(πθ) (289)

By Lemma 18

≤Ṽ ∗
τ (ρ)− Ṽ πθ

τ (ρ) + τ log A

1− γ
(290)
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E.3.3 Verifying assumption 5
Lemma 20. For a fixed θ, if τ2 < τ1, then

Ṽ ∗
τ2

(ρ)− Ṽ πθ
τ2

(ρ) ≤ Ṽ ∗
τ1

(ρ)− Ṽ πθ
τ1

(ρ) + 2 τ1 log A

1− γ
. (291)

Proof. Assuming τ2 < τ1, we have

Ṽ ∗
τ2

(ρ)− Ṽ πθ
τ2

(ρ)− Ṽ ∗
τ1

(ρ)− Ṽ πθ
τ1

(ρ) = [Ṽ ∗
τ2

(ρ)− Ṽ ∗
τ1

(ρ)]− [Ṽ πθ
τ2

(ρ)− Ṽ πθ
τ1

(ρ)] (292)

=
[(

V π∗
τ2 (ρ) + τ2 H(π∗

τ2
)
)
−
(

V π∗
τ1 (ρ) + τ1 H(π∗

τ1
)
)]

− [(V πθ (ρ) + τ2 H(πθ))− (V πθ (ρ) + τ1 H(πθ))] (293)

=
[
V π∗

τ2 (ρ)− V π∗
τ1 (ρ)

]
+
[
τ2 H(π∗

τ2
)− τ1 H(π∗

τ1
)
]

+ (τ1 − τ2)H(ρ, πθ). (294)

By Lemma 18, 0 ≤ H(π) ≤ log A
1−γ

≤
[
V π∗

τ2 (ρ)− V π∗
τ1 (ρ)

]
+
[
τ2

log A

1− γ
− τ1 0

]
+ (τ1 − τ2) log A

1− γ
(295)

≤ V ∗(ρ)− V π∗
τ1 (ρ) + τ1

log A

1− γ
. (296)

By Lemma 17,
=⇒ Ṽ ∗

τ2
(ρ)− Ṽ πθ

τ2
(ρ) ≤ Ṽ ∗

τ1
(ρ)− Ṽ πθ

τ1
(ρ) + 2τ1 log A

1− γ
. (297)
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F Proofs of Appendix D.3

Algorithm 3: Stochastic Multi-Stage Softmax PG with Entropy Regularization
Output: Policy πθt = softmax(θt)
Initialize parameters θ0, τ0, Nstages, β = 1
t← 0
last0 ← t
i← 1
while i ≤ Nstages do

τi ← τi−1
2

X1 ← exp
(

µi β
Lτ log(T/β)

)
X2 ← 0.69

Lτ

X3 ← 5 Lτ X1
e2

T
′

i ← 2
X2 µi

log
(

2 X1 τi−1
τi

(1 + B4)
)

T
′′

i ← 2 X3 σ2

τi µ2
i

Ti ← max(5583, 2 T
′

i log T
′

i , 4 T
′′

i log2 T
′′

i )

αi ←
(

β
Ti

) 1
Ti

ηi,t ← αi

Lτi

while t− lasti−1 < Ti do
θt+1 ← θt + ηi,t∇f̃τ (θt)
ηi,t+1 ← ηi,t αi

t← t + 1
end
lasti ← t
i← i + 1

end

F.1 Proof of Theorem 8
Theorem 8. Assuming fτ and f satisfy Assumptions 2 to 6, for a given ϵ ∈ (0, 1), using Algorithm 3
with (a) unbiased stochastic gradients whose variance is bounded by σ2 and (b) exponentially

decreasing step-sizes ηi,t = ηi,lasti−1 α
t−lasti−1+1
i where ηi,lasti−1 = 1

Lτi
and αi =

(
β
Ti

) 1
Ti , β = 1,

achieves ϵ-sub-optimality to the globally optimal policy after Õ
(

1
ϵp + σ2

ϵ2p+1

)
iterations.

Proof. Observe that in Algorithm 3, we use τi at stage i ≥ 1, which starts at iteration lasti−1 + 1,
ends at iteration lasti, and runs for Ti = max(5583, 2 T

′

i log T
′

i , 4 T
′′

i log2 T
′′

i ) iterations, where

T
′

i =
2 log

(
2 X1 τi−1(1+B4)

τi

)
X2 µi

, T
′′

i = 2 X3 σ2

τi µ2
i

, (298)

where X1 = exp
(

µi β
Lτi log(T/β)

)
, X2 = 0.69

Lτi
, and X3 = 5 Lτi X1

e2 . Now, we will prove by induction that

E[f∗τi − fτi(θlasti
)] ≤ τi max

(
1, f∗τ0 −fτ0 (θ0)

τ0

)
for all i ≥ 0:

Base Case: For i = 0, we have

f∗τ0 − fτ0(θ0) ≤ max(τ0, f∗τ0 − fτ0(θ0)) = τ0 max
(

1,
f∗τ0 − fτ0(θ0)

τ0

)
. (299)
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Induction Step: Suppose E[f∗τi−1 − fτi−1(θlasti−1)] ≤ τi−1 max
(

1, f∗τ0 −fτ0 (θ0)
τ0

)
holds. At stage i,

by Lemma 21, using exponentially decreasing step-size ηi,t = ηi,lasti−1 α
t−lasti−1+1
i , where ηi,lasti−1 =

1
Lτi

, αi =
(

β
Ti

) 1
Ti with β = 1, for E[f∗τi − fτi(θlasti)] ≤ τi max

(
1, f∗τ0 −fτ0 (θ0)

τ0

)
to hold, it suffices

that Ti ≥ max(5583, 2 Yi log Yi, 4 Y
′

i log2 Y
′

i ), where

Yi =

2 log

 2 X1 E[f∗τi −fτi (θlasti−1 )]

τi max
(

1,
f

∗τ0 −fτ0 (θ0)
τ0

) 
X2 µi

, Y
′

i = 2 X3 σ2

τi µ2
i max

(
1, f∗τ0 −fτ0 (θ0)

τ0

) . (300)

Under Assumption 5,

Yi ≤

2 log

 2 X1 (E[f∗τi−1 −fτi−1 (θlasti−1 )]+τi−1B4)
τi max

(
1,

f
∗τ0 −fτ0 (θ0)

τ0

) 
X2 µi

(301)

Using the inductive hypothesis

≤

2 log

 2 X1

(
τi−1 max

(
1,

f
∗τ0 −fτ0 (θ0)

τ0

)
+τi−1B4

)
τi max

(
1,

f
∗τ0 −fτ0 (θ0)

τ0

) 
X2 µi

(302)

≤

2 log

 2 X1 τi−1 max
(

1,
f

∗τ0 −fτ0 (θ0)
τ0

)
(1+B4)

τi max
(

1,
f

∗τ0 −fτ0 (θ0)
τ0

) 
X2 µi

(303)

=
2 log

(
2 X1 τi−1(1+B4)

τi

)
X2 µi

= T
′

i . (304)

On the other hand, we have

Y
′

i ≤
2 X3 σ2

τi µ2
i

= T
′′

i . (305)

Therefore, Ti = max(5583, 2 T
′

i log T
′

i , 4 T
′′

i log2 T
′′

i ) ≥ max(5583, 2 Yi log Yi, 4 Y
′

i log2 Y
′

i ). This
implies E[f∗τi − fτi(θlasti)] ≤ τi max

(
1, f∗τ0 −fτ0 (θ0)

τ0

)
holds for all i ≥ 0. As a result, under

Assumption 4, we have

E[f(θ∗
τi

)− f(θlasti
)] ≤E[f∗τi − fτi(θlasti

)] + τi B3 (306)

≤ τi

(
max

(
1,

f∗τ0 − fτ0(θ0)
τ0

)
+ B3

)
(307)

Denote ϵi := E[f∗ − f(θlasti
)] as the suboptimality at the end of stage i. We have

ϵi =E[f∗ − f(θlasti)] (308)
= f∗ − f(θ∗

τi
) + E[f(θ∗

τi
)− f(θlasti)] (309)

Under Assumption 3

≤ τi C1 (310)
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where C1 = max
(

1, f∗τ0 −fτ0 (θ0)
τ0

)
+ B2 + B3. Therefore, ϵi has an upper bound that is proportional

to τi. Now, since τi = 2−i τ0, the sub-optimality ϵi has an exponential rate in terms of the number of
executed stages:

= 2−i τ0 C1 (311)

Therefore, the required number of stages Nstages in terms of the final sub-optimality ϵ := ϵNstages is

2Nstages ≥ τ0 C1

ϵ
=⇒ Nstages ≥ log2

(
τ0 C1

ϵ

)
. (312)

On the other hand, we have the sufficient number of iterations at stage i:

Ti ≥ max

5583,
4 log

(
2 X1 τi−1(1+B4)

τi

)
X2 µi

log

 log
(

2 X1 τi−1(1+B4)
τi

)
X2 µi

 ,
8 X3 σ2

τi µ2
i

log2
(

2 X3 σ2

τi µ2
i

)
(313)

Since τi ≤ 1, under Assumption 6, we have µi = τp
i B1 ≤ B1. Furthermore, log

(
Ti

β

)
≥ 1, and under

Assumption 2, we have 0 < Lmin ≤ Lτi ≤ Lmax. Therefore,

X1 ≤ A1 = exp
(

B1 β

Lmin

)
, (314)

X2 ≥ A2 = 0.69
Lmax , (315)

X3 ≤ A3 = 5 Lmax A1

e2 . (316)

Hence, we can safely substitute variables X1, X2, X3 with their corresponding constants A1, A2, A3.
Therefore, it is sufficient to set Ti as

Ti ≥ max

5583,
4 log

(
2 A1 τi−1(1+B4)

τi

)
A2 µi

log

 log
(

2 A1 τi−1(1+B4)
τi

)
A2 µi

 ,
8 A3 σ2

τi µ2
i

log2
(

2 A3 σ2

τi µ2
i

)
(317)

Under Assumption 6, µi = τp
i B1

= max

5583,
4 log

(
2 A1 τi−1(1+B4)

τi

)
A2 τp

i B1
log

 log
(

2 A1 τi−1(1+B4)
τi

)
A2 τp

i B1

 ,
8 A3 σ2

τ2p+1
i B2

1
log2

(
2 A3 σ2

τ2p+1
i B2

1

)
(318)

Since τi = 2−i τ0

= max
(

5583,
4 log(4 A1 (1 + B4)) 2ip

A2 τp
0 B1

log
(

log(4 A1 (1 + B4)) 2ip

A2 τp
0 B1

)
,

8 A3 σ2 2i(2p+1)

τ2p+1
0 B2

1
log2

(
2 A3 σ2 2i(2p+1)

τ2p+1
0 B2

1

))
(319)

Since i ≤ Nstages, it is sufficient that

Ti = max
(

5583,
4 log(4 A1 (1 + B4)) 2ip

A2 τp
0 B1

Y1,
8 A3 σ2 2i(2p+1)

τ2p+1
0 B2

1
Y2

)
(320)
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where Y1 = log
(

log(4 A1 (1+B4)) (2Nstages )p

A2 τp
0 B1

)
and Y2 = log2

(
2 A3 σ2 (2Nstages )2p+1

τ2p+1
0 B2

1

)
. Consequently, we

can calculate the sufficient total number of iterations TTotal in terms of ϵ:

TTotal ≥
Nstages∑

i=1
Ti (321)

=
Nstages∑

i=1
max

(
5583,

4 log(4 A1 (1 + B4)) 2ip

A2 τp
0 B1

Y1,
8 A3 σ2 2i(2p+1)

τ2p+1
0 B2

1
Y2

)
(322)

= max
(

5583 Nstages,
4 log(4 A1 (1 + B4))

∑Nstages
i=1 (2p)i

A2 τp
0 B1

Y1,
8 A3 σ2 ∑Nstages

i=1 (22p+1)i

τ2p+1
0 B2

1
Y2

)
(323)

Since ∀x > 1, n ≥ 0,
∑n

i=0 xi = xn+1−1
x−1

= max

5583 Nstages,
4 log(4 A1 (1 + B4))

[
(2p)Nstages+1−1

2p−1 − 1
]

A2 τp
0 B1

Y1,

8 A3 σ2
[

(22p+1)Nstages+1−1
22p+1−1 − 1

]
τ2p+1

0 B2
1

Y2

 (324)

Therefore, it is sufficient that

TTotal ≥max

5583 Nstages,
4 log(4 A1 (1 + B4)) (2p)Nstages+1

2p−1
A2 τp

0 B1
Y1,

8 A3 σ2 (22p+1)Nstages+1

22p+1−1

τ2p+1
0 B2

1
Y2

 (325)

= max

5583 Nstages,
4 log(4 A1 (1 + B4)) 2p (2p)Nstages

2p−1
A2 τp

0 B1
Y1,

8 A3 σ2 22p+1 (22p+1)Nstages

22p+1−1

τ2p+1
0 B2

1
Y2


(326)

Since p ≥ 1, we have 2p

2p−1 ≤ 2 and 22p+1

22p+1−1 ≤
8
7 . Hence, it is sufficient to use

TTotal = max
(

5583 Nstages,
8 log(4 A1 (1 + B4)) (2p)Nstages

A2 τp
0 B1

Y1,
64 A3 σ2 (22p+1)Nstages

7 τ2p+1
0 B2

1
Y2

)
(327)

= max
(

5583 Nstages,
8 log(4 A1 (1 + B4)) (2Nstages)p

A2 τp
0 B1

Y1,
64 A3 σ2 (2Nstages)2p+1

7 τ2p+1
0 B2

1
Y2

)
(328)

Using Equation (312)

≥ max

5583 log2

(
τ0 C1

ϵ

)
,

8 log(4 A1 (1 + B4)) Cp
1 log

(
log(4 A1 (1+B4)) Cp

1
A2 B1 ϵp

)
A2 B1 ϵp

,

64 A3 C2p+1
1 log2

(
2 A3 C2p+1

1 σ2

B2
1 ϵ2p+1

)
σ2

7 B2
1 ϵ2p+1

 (329)

=⇒ TTotal ∈ Õ
(

1
ϵp

+ σ2

ϵ2p+1

)
. (330)
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Corollary 12. In the bandit setting, assuming for each stage i, µi = τp
i B1 for constants p ≥

1, B1 > 0, for a given ϵ ∈ (0, 1), using Algorithm 3 with exponentially decreasing step-sizes

ηi,t = ηi,lasti−1 α
t−lasti−1+1
i where ηi,lasti−1 = 2

5+10 τi (1+log A) and αi =
(

β
Ti

) 1
Ti , β = 1, achieves

ϵ-suboptimality after TTotal ∈ Õ
(

1
ϵp + σ2

ϵ2p+1

)
iterations.

Proof. Set f(θ) = πθ
⊤r and fτ (θ) = πθ

⊤(r − τ log πθ). We can extend Theorem 8 to the bandit
setting since:

• by Lemma 26, fτ is Lτ -smooth and τ ∈ [0, 1]

5
2 = Lmin ≤ Lτ = 5

2 + τ 5 (1 + log A) ≤ 5
2 + 5 (1 + log A) = Lmax (331)

• by Lemma 14, we have f∗ − f(θ∗
τ ) ≤ τW

(
A−1

e

)
• by Lemma 15, we have for all θ, f(θ∗

τ )− f(θ) ≤ f∗τ − fτ (θ) + τ log A
• by Lemma 16, we have for all θ, f∗τ2 − fτ2(θ) ≤ f∗τ1 − fτ1(θ) + τ1W

(
A−1

e

)
+ log A

• by Lemma 38, the gradient estimator is unbiased and have bounded variance where σ2 =
8 (1 + (τ log A)2).

Corollary 13. In the tabular MDP setting, assuming for each stage i , µi = τp
i B1 for constants

p ≥ 1, B1 > 0, for a given ϵ ∈ (0, 1), using Algorithm 3 with exponentially decreasing step-sizes

ηi,t = ηi,lasti−1 α
t−lasti−1+1
i , where ηi,lasti−1 = (1−γ)3

8+τi(4+8 log A) and αi =
(

β
Ti

) 1
Ti , β = 1, achieves

ϵ-sub-optimality after TTotal ∈ Õ
(

1
ϵp + σ2

ϵ2p+1

)
iterations.

Proof. Set f(θ) = V πθ (ρ) and fτ (θ) = Ṽ πθ
τ (ρ). We can extend Theorem 8 to the MDP setting since:

• by Lemma 28, fτ is Lτ -smooth and since τ ∈ [0, 1]

Lmin = 8
(1− γ)3 ≤ Lτ = 8 + τ(4 + 8 log A)

(1− γ)3 ≤ 12 + 8 log A

(1− γ)3 = Lmax (332)

• by Lemma 17, we have f∗ − f(θ∗
τ ) ≤ τ log A

1−γ

• by Lemma 19, we have for all θ, f(θ∗
τ )− f(θ) ≤ f∗τ − fτ (θ) + τ log A

1−γ

• by Lemma 20, we have for all θ, f∗τ2 − fτ2(θ) ≤ f∗τ1 − fτ1(θ) + τ1
2 log A

1−γ
• by Lemma 37, the gradient estimators are unbiased and have bounded variance where

σ2 = 8
(1−γ)2

(
1+(τ log A)2

(1−γ1/2)2

)
.
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F.1.1 Additional Lemmas
Lemma 21. Assuming fτ satisfies Assumptions 2 and 6 and the gradient estimators ∇f̃τ (θt)
are unbiased and have bounded variance σ2, for a given ϵ ∈ (0, 1), using Update 4 from iteration
t1 + 1 to t2 with exponentially decreasing step-sizes ηt = η0 αt−t1+1, where ηt = 1

Lτ and α =
( β

T ) 1
T , β ≥ 1, and T = t2 − t1 > 0, is achieved in ϵ-sub-optimality is achieved in max(β +

1, 5583, 2 Y1 log Y1, 4 Y2 log2 Y2) iterations, where Y1 =
2 log

(
2 X1 E[f∗τ −fτ (θt1 )]

ϵ

)
X2 µ , Y2 = 2 X3 σ2

µ2 ϵ ,X1 =
exp
(

µ β
Lτ log(T/β)

)
, X2 = 0.69

Lτ , and X3 = 5 Lτ X1
e2 .

Proof. From (Li et al., 2021, Theorem 1), using Update 4 with exponentially decreasing step-sizes
results from iterations t1 + 1 to t2 results in the following convergence

E[f∗τ − fτ (θt2)] ≤ X1 exp
(
−X2 µ

2
T

log T
β

)
E[f∗τ − fτ (θt1)] + X3 σ2

µ2 T
log2 T

β

, (333)

where

X1 = exp
(

µ β

Lτ log T
β

)
, X2 = 0.69

Lτ
, X3 = 5 Lτ X1

e2 (334)

and µ := inft≥1 Cτ (θ) with T = t2 − t1. We show that if the inequalities T
log T

β

≥ Y1 and T
log2 T

β

≥ Y2

are satisfied, where

Y1 =
2 log

(
2 X1 E[f∗τ −fτ (θt1 )]

ϵ

)
X2 µ

, Y2 = 2 X3 σ2

µ2 ϵ
, (335)

then E[f∗τ − fτ (θt2)] ≤ ϵ holds since

E[f∗τ − fτ (θt2)] (336)

≤ X1 exp
(
−X2 µ

2
2

X2 µ
log
(

2 X1 [f∗τ − fτ (θt1)]
ϵ

))
E[f∗τ − fτ (θt1)] + X3 σ2

µ2 2 X3 σ2

µ2 ϵ

(337)

= ϵ

2 + ϵ

2 (338)

= ϵ. (339)

By Lemma 22 and since 1 ≤ β < T , for T
log(T/β) ≥

T
log T ≥ Y1 to hold, it suffices that T ≥

max(2, 2 Y1 log Y1). Furthermore, according to Lemma 23 and since 1 ≤ β < T , for T
log2(T/β) ≥

T
log2 T

≥ Y2 to hold, it suffices that T ≥ max(5583, 4 Y2 log2 Y2). Therefore, the required number of
iterations to achieve ϵ-sub-optimality is max(5583, 2 Y1 log Y1, 4 Y2 log2 Y2).

Lemma 22. For all C > 0, if T ≥ max(2, 2 C log C), then T
log T ≥ C.

Proof. If C < 2, knowing that T ≥ 2, we have

T

log T
> 2 > C (340)

Otherwise, if C ≥ 2,

2 C log C = C(log C + log C) (341)
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Since ∀C > 0, C ≥ 2 log C,
≥ C(log C + log(2 log C)) (342)
= C log(2 C log C) (343)

=⇒ 2 C log C

log(2 C log C) ≥ C. (344)

Therefore, knowing that T ≥ 2 C log C, since 2 C log C ≥ 4 log 2 > 2.72, we have
T

log T
≥ 2 C log C

log(2 C log C) ≥ C. (345)

Lemma 23. For all C > 0, if T ≥ max(5583, 4 C log2 C), then T
log2 T

≥ C.

Proof. If C < 75, knowing that T ≥ 5583, we have
T

log2 T
> 75 > C. (346)

Otherwise, if C ≥ 75,
4 C log2 C =C(log C + log C)2 (347)

Since C ≥ 4 log2 C ∀C ≥ 75,
≥C(log C + log(4 log2 C))2 = C log2(4 C log2 C) (348)

=⇒ 4 C log2 C

log2(4 C log2 C)
≥ C. (349)

Therefore, knowing that T ≥ 4 C log2 C, since 4 C log2 C ≥ 300 log2 75 > 8, we have
T

log2 T
≥ 4 C log2 C

log2(4 C log2 C)
≥ C. (350)

G Additional Experiments

G.1 Environmental Details

In each of the following environments, we set the inital state distribution to be uniform, i.e. for all
s ∈ S, ρ(s) = 1

S .

Cliff World (Sutton & Barto, 2018, Example 6.6): The environment consists of 21 states and
4 actions. The objective is for an agent to each the goal state while avoiding a cliff. If the agent falls
into the chasm, the agent receives a reward of −100. If the agent reaches the goal, the agent receives
a reward of +1. All other rewards are 0. In this environment γ = 0.9.

Deep Sea Treasure (Osband et al., 2019): The environment consists 25 states and 2 actions.
The agent begin from the top-left corner of the grid and descends one row per each time it takes an
action. The goal of the agent is to stay left in order to reach the treasure. If the agent transitions to
the right, it receives a reward of −0.02. Otherwise if the agent reaches the treasure, it receives a
reward of +1. In this environment γ = 0.9.

Flat Grad (Agarwal et al., 2021): The environment consists 22 states and 4 actions. The agent
begin from the left and the objective is for the agent to reach the goal on the far right. For each
state, only one action moves the agent to the right while all other actions causes the agent to remain
in the same state. The agent only receives a sparse reward of +1 when it reaches the goal. In this
environment γ = 22

23 .
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G.2 Average Run-time Experiments

We additionally show the average runtime of the compared methods in Figure 1.

Figure 6: We compare softmax PG that (i) uses a step-size that satisfies the Armijo condition
in Equation (1) (denoted as PG-LS), (ii) uses a step-sizes that satisfies the Armijo condition on the
log-loss in Equation (3) (PG-Log-LS) to GNPG (GNPG) and PG-A (PG-A). The figure plots the average
runtime (in seconds per run) over 50 runs for each optimization method for across all environments.
Although the run time PG-LS and PG-Log-LS are longer, the methods are able to converge faster
than GNPG. This justifies the use of line-search despite the marginal increase of runtime.

H Extra Lemmas

For completeness, we append external lemmas here.

H.1 Smoothness
Lemma 24 (Lemma 2 in Mei et al. (2020)). ∀r ∈ [0, 1]A θ 7→ ⟨πθ, r⟩ is 5

2 -smooth.

Lemma 25 (Lemma 14 in (Mei et al., 2020)). θ → −⟨πθ, log πθ⟩ is 5 (1 + log K)-smooth.

Lemma 26. θ → ⟨πθ, r − τ log πθ⟩ is 5
2 + τ 5 (1 + log K)-smooth.

Proof. By Lemma 24 and Lemma 25.

Lemma 27 (Lemma 7 in Mei et al. (2020)). θ → V πθ (ρ) is 8
(1−γ)3 -smooth.

Lemma 28 (Lemmas 7 and 14 in (Mei et al., 2020)). θ → V πθ (ρ) + τ H(πθ) is 8+τ (4+8 log A)
(1−γ)3 -

smooth.

Lemma 29 (Lemma 2 in (Mei et al., 2021b)). In the bandits setting, for any r ∈ [0, 1]A, θ → ⟨πθ, r⟩
is 3-non-uniform smooth.
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Lemma 30 (Lemma 6 in (Mei et al., 2021b)). In the tabular MDP setting, assuming mins∈S ρ(s) >

0, θ → V πθ (ρ) is C-non-uniform smooth with where C :=
[
3 + 2 C∞−(1−γ)

(1−γ) γ

]√
S and C∞ :=

maxπ

∥∥∥dπ
ρ

ρ

∥∥∥
∞
≤ 1

mins ρ(s) <∞.

H.1.1 Non-uniform Łojasiewicz condition
Lemma 31 (Lemma 3 in Mei et al. (2020)). Let π∗ := maxπ∈Π ⟨π, r⟩. Then∥∥∥∥d⟨πθ, r⟩

dθ

∥∥∥∥
2
≥ C(θ) ⟨π∗ − πθ, r⟩ (351)

where C(θ) := πθ(a∗).

Lemma 32 (Lemma 8 in Mei et al. (2020)). Let V ∗(ρ) := maxπ∈Π V π(ρ). Then∥∥∥∥∂V πθ (ρ)
∂θ

∥∥∥∥
2
≥ C(θ) (V ∗(ρ)− V πθ (ρ)) (352)

where C(θ) := mins πθ(a∗(s) | s)
√

S

∥∥∥ dπ∗
ρ

d
πθ
ρ

∥∥∥
∞

.

Lemma 33 (Proposition 5 in (Mei et al., 2020)). In the bandits setting, the non-uniform Łojasiewicz
condition is∥∥∥∥d⟨πθ, (r − τ log πθ)⟩

dθ

∥∥∥∥
2
≥ Cτ (θ)

(
Ea∼π∗

τ
[r(a)− τ log π∗

τ ]− Ea∼πθ
[r(a)− τ log πθ]

) 1
2 (353)

with
Cτ (θ) :=

√
2τ min

a
πθ(a). (354)

Lemma 34 (Lemma 15 in (Mei et al., 2020)). In the tabular MDP setting, supposing ρ(s) > 0 for
all states s ∈ S, the non-uniform Łojasiewicz condition is∥∥∥∥∂Ṽ πθ

τ (ρ)
∂θ

∥∥∥∥
2
≥ Cτ (θ)

[
Ṽ ∗

τ (ρ)− Ṽ πθ
τ (ρ)

] 1
2 (355)

with

Cτ (θ) :=
√

2τ√
S

min
s

√
ρ(s) min

s,a
πθ(a|s)

∥∥∥∥∥d
π∗

τ
ρ

dπθ
ρ

∥∥∥∥∥
− 1

2

∞

. (356)

H.2 Stochastic Policy Gradients
Lemma 35 (Lemma 5 from (Mei et al., 2021a)). Let r̂ be the IS estimator using on-policy sampling
a ∼ πθ(·). Then stochastic softmax PG estimator is:
Unbiased: Ea∼πθ

[
∇f̃(θ)

]
= ∇f(θ)

Bounded Variance: Ea∼πθ

∥∥∥∇f̃(θ)
∥∥∥2

2
≤ 2⇒ σ2 := Ea∼πθ

[
∇f̃(θ)−∇f(θ)

]
= Ea∼πθ

∥∥∥∇f̃(θ)
∥∥∥2

2
−

Ea∼πθ
∥∇f(θ)∥2

2 ≤ 2.
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Lemma 36 (Lemma 11 from (Mei et al., 2021a)). Let Q̂πθ be the IS estimator using on-policy
sampling a(s) ∼ πθ(·|s). Then stochastic softmax PG estimator is:
Unbiased: E

[
∇f̃τ (θ)

]
= ∇fτ (θ).

Bounded Variance: E
∥∥∥∇f̃(θ)

∥∥∥2

2
≤ 2 S

(1−γ)4 ⇒ σ2 := E
[
∇f̃(θ)−∇f(θ)

]
≤ 2 S

(1−γ)4 .

Lemma 37 (Lemma 3 and Lemma 4 from (Ding et al.)). Let Q̂πθ
τ be the entropy regularized IS

estimator using on-policy sampling a(s) ∼ πθ(·|s). Then stochastic softmax PG estimator using
entropy regularization is:
Unbiased: E

[
∇f̃τ (θ)

]
= ∇fτ (θ).

Bounded Variance: E
∥∥∥∇f̃τ (θ)− E[∇f̃τ (θ)]

∥∥∥2

2
≤ σ2, where σ2 = 8

(1−γ)2

(
1+(τ log A)2

(1−γ1/2)2

)
.

Lemma 38 (Instantiation of Lemma 37 in the bandits setting). Let r̂ be the entropy regularized
IS estimator using on-policy sampling a ∼ πθ(·). Then stochastic softmax PG estimator using
entropy regularization is:
Unbiased: E

[
∇f̃τ (θ)

]
= ∇fτ (θ).

Bounded Variance: E
∥∥∥∇f̃τ (θ)− E[∇f̃τ (θ)]

∥∥∥2

2
≤ σ2, where σ2 = 8 (1 + (τ log A)2).
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