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ABSTRACT

Having an LLM that aligns with human preference is essential for accommodating
individual needs, such as maintaining writing style or generating specific topics
of interest. The majority of current alignment methods rely on fine-tuning or
prompting, which can be either costly or difficult to control. Model steering
algorithms, which construct certain steering directions used to modify the model
output, are typically easy to implement and optimization-free. However, their
capabilities are typically limited to steering the model into one of the two directions
(i.e., bidreictional steering), and that there has been no theoretical understanding to
guarantee their performance. In this work, we propose a theoretical framework to
understand and quantify the model steering methods. Inspired by the framework,
we propose a confident direction steering method (CONFST) that steers LLMs via
modifying their activations in inference time. More specifically, CONFST builds
a confident direction that is closely aligned with users’ preferences, and then this
direction is added to the activations of the LLMs to effectively steer the model
output. Our approach offers three key advantages over popular bidirectional model
steering methods: 1) It is more powerful, since multiple (i.e. more than two) users’
preferences can be aligned simultaneously; 2) It is very simple to implement, since
there is no need to determine which layer the steering vector should be added to;
3) No explicit user instruction is required. We validate our method on GPT-2 XL
(1.5B), Mistral (7B) and Gemma-it (9B) models for tasks that require shifting the
output of LLMs across a number of different topics and styles.

1 INTRODUCTION

Large Language Models (LLMs) have the remarkable ability to generate text in response to human
prompts, However, since LLMs are pre-trained on corpora, they may fail to meet the specific needs
of users during the inference stage, e.g, certain interested topics, language style, etc. The pre-trained
model is not inherently designed to accommodate these personalized preferences, leading to outputs
that may not align with the user’s unique requirements or expectations, illustrated in Fig. 1

Figure 1: LLM personalized answer. Different users may input similar even same question. However,
users have different expectations on the responses generated by LLMs.

To address this gap, many works have been developed to guide LLMs for desired outputs (Rafailov
et al., 2024; Woźniak et al., 2024; Salemi et al., 2023). Some of these works focus on the safety
of LLM generation, which reduces the controversial or offensive generation (Kocoń et al., 2021;
Kanclerz et al., 2021). Other works try to incorporate personal perspectives by learning the responses
or the difference between users (Miłkowski et al., 2021; Kazienko et al., 2023). In (Kocoń et al.,
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2023), the personalized ChatGPT responses are tested on subjective tasks, which demonstrates better
user-based predictions. Besides, another line of works incorporate the human feedback by building a
reward model to enhance the LLM performance (Ziegler et al., 2019; Ouyang et al., 2022; Sun et al.,
2023; Yu et al., 2024). Most of the above works require fine-tuning LLM Peng et al. (2023); Hong
et al. (2024), which is extremely costly when the model size is large.

Although fine-tuning methods have achieved outstanding performance, it is questionable whether
LLM fine-tuning is necessary for all personalization or alignment tasks. In some tasks, the model
only needs to capture a “rough” alignment direction of users, rather than a precise alignment, such as
language style adaptation Konen et al. (2024) or topic focus Turner et al. (2023), can be effectively
realized without fine-tuning LLM. To this end, various optimization-free or minimal-optimization
methods have emerged, including prompt engineering, e.g., in-context learning Brown (2020); Min
et al. (2022); Dong et al. (2022), model editing (Wang et al., 2023a; Meng et al., 2022b;a) and model
steering Li et al. (2024b); Rimsky et al. (2023); Li et al. (2024a); Turner et al. (2023); Wang et al.
(2024a); Subramani et al. (2022). Model steering aims to guide and control the output of LLMs
during the inference stage. As illustrated in Fig. 2, in user alignment tasks, the model steering method
generates a steering direction based on user history information. This steering direction is then used
to adjust the internal states of the model, thereby aligning the output with the user’s preferences.
However, prompt engineering and model editing Gao et al. (2024) usually require human instructions
to determine the guiding direction. Thus, model steering is an ideal method to realize personalization
or alignment when the target direction is easy to capture based on history data.

Figure 2: Framework of the
model steering algorithm: The
steering direction is inferred
from the user’s history and
then fed back to the LLM to
steer the output according to
the user’s preferences.

Despite tremendous progress that has been made in model steering
algorithm design, there are challenges still persist in the current
literature. One major challenge is that most existing optimization-
free alignment techniques consider the case where there are two
alignment directions in total, e.g, truthful vs untruthful, harmless vs
harmful, and steer towards one of them (Adila et al., 2024a;b; Lee
et al., 2024; Soumalias et al., 2024), while in practice, it is more
common to align one direction among multiple directions such as
specific topics, text styles, etc. We show in Fig. 11 that scaling
from two directions to multiple is non-trivial and more challenging.
Additionally, existing methods mostly loop over all the LLM layers
and heads to select the internal states that are most separable Li
et al. (2024b); Adila et al. (2024a). However, deriving and storing
all these internal states are costly. Furthermore, unlike in-context
learning (Liu et al., 2023), the existing literature of model steering
lacks in-depth studies that explore the underlying mechanisms and effectiveness of these methods. A
deeper theoretical understanding is needed to explain how and why model steering work, along with
its scalability and application.

Despite the challenges in model steering, this method remains an efficient and interpretable approach,
capable of capturing the “rough” direction of personalization when precise alignment is not necessary.
In response to these challenges, our objectives include: 1) Provide theoretical analysis that explains
and characterizes the model steering algorithm, and 2) Design an effective algorithm that aligns with
the insights from this analysis, capable of capturing multiple user preferences and enabling targeted
interventions in the language model to meet diverse needs.

Our contributions are summarized:

•We propose a theoretical framework to explain why model steering works and further provide a
theoretical characterization of the steering direction that can effectively align with user preferences.
• Inspired by the theory, we propose the confident direction steering algorithm (CONFST), that is able
to: 1) Perform offline alignment towards one user’s preference among multiple candidate preferences
by steering one fixed shallow layer; 2) Perform implicit model steering without instruction ; 3) Allow
control over how closely the generated content aligns with the user’s preferences, enabling adjustable
levels of relevance to the user’s latent preferences.
•We conduct experiments on GPT-2XL(1.5B), Mistral-Instruct-v01(7B) and Gemma-2-it(9B) on
topic and style shift tasks to validate our proposed CONFST algorithm, and we observe that our
proposed method is more effective than massive mean steering algorithms used in literature.
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2 RELATED WORKS

Several works in the model steering literature are closely related to our approach. (Li et al., 2024b)
improves LLM performance and mitigates hallucinations by steering the model towards truthful
directions. However, their algorithm iterates over all layers and heads to identify the most separable
activations for steering, which is computationally expensive. (Turner et al., 2023) proposes an
activation addition method to steer LLMs towards specific topics, but it requires explicit user input,
making it impractical when preferences are not explicitly expressed. (Wang et al., 2024a) and (Adila
et al., 2024a) focus on truthfulness or helpfulness but do not consider other directions, and both
works also loop through all layers and heads for steering. (Gao et al., 2024) introduces an interactive
alignment framework, though it relies on real-time user interaction rather than history data. (Konen
et al., 2024) explores more steering directions like topic shift, and (Lee et al., 2024) proposes a
conditional refusal method that is related to our confident direction steering method, but neither
provides theoretical quantification on steering effect. We list some related works in Table 1.

No explicit
instruction

No head
selection

Multi-candidate
steering

No user
edit

ActAdd(Turner et al., 2023) ✗ ✓ ✓ ✓
ITI (Li et al., 2024b) ✓ ✗ ✗ ✓
ACT (Wang et al., 2024a) ✓ ✗ ✗ ✓
CIPHER (Gao et al., 2024) ✓ ✓ ✓ ✗
CONFST (Our Method) ✓ ✓ ✓ ✓

Table 1: Related works in model steering literature.

3 THEORETICAL UNDERSTANDING FOR MODEL STEERING

Although model steering methods have achieved outstanding performance in many tasks, there is no
theoretical understanding on why this optimization-free method works well. It is not clear: 1) What
kind of steering direction is effective? 2) When can model steering accurately generate the desired
content? To address the above questions, in this section, we quantify the steering effect based on the
Bayesian analysis method from (Xie et al., 2021) and theoretically characterize a “good” steering
direction. Furthermore, we outline the conditions under which the model steering method yields
optimal sequence generation.

3.1 MATHEMATICAL MODEL FOR THE LLM STEERING PROCESS

Steering direction as condition: As illustrated in Fig. 2, the steering direction, derived from the
user’s history, is fed back into the LLM as additional information to guide the output. A natural way
to understand the steering direction is to model the generation process as prediction by conditional
probability on the steering direction.
To describe our framework, we consider the case where each user has a set of tokenized history
information, A1:n := A1, A2, · · · , An. Each sample in the history has a maximum sequence length
of r. Denote X as the prompt, and M as the LLM. We assume the output domain Y is a discrete
space, where the distribution of y ∈ Y is also discrete. The output distribution of model M with
prompt X is PM (y | X).
Latent preference generation (Xie et al., 2021): Let θ ∈ Θ denote a user’s latent preference, which
represents the user’s implicit tendencies on the generated output. These latent preferences may not
be directly observable but influence how the user expects the model to generate responses. A latent
preference also dictates a corresponding output distribution of the model M . More specifically, the
output distribution of model M conditioned on the preference θ ∈ Θ is given by PM (y | θ;X). This
formulation allows the model to align its predictions with user-specific preferences, ensuring that
each preference θ produces a unique output distribution. Specifically, let θ∗ ∈ Θ denote ground-truth
preference of the user.
Generation with Bayesian optimal predictor: The sequence generation is conditioned on the ground-
truth user preference θ∗, where the posterior output distribution can be written as PM (y | θ∗;X).

Embedding function T :Let T denote the function that maps the original set of sequences to some
internal states, e.g., activations, of a language model M . For example, T (A1:n) ∈ Rn×r×D, where
D is the embedding dimension of each token, and recall n is the number of samples in the history
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information set A1:n. The output is an n× r ×D matrix and each row is a vector with size r ×D,
which represents the embedding of r tokens.
Steering direction extraction function: Denote f(·) := Rn×rD → R1×rD as a feature extraction
function. Given a set of tokenized sequences A1:n , the extracted steering direction can be written as
f (T (A1:n)).
Generation with steering direction: The sequence generation is based on the posterior output
distribution conditioned on the prompt and extracted steering direction, which can be written as
PM (y | f (T (A1:n)) ;X).
Remark 1. In this framework, we require all the sequences to have the same length r for simplicity.
In practice, the sequence length of samples can be different. Ideally, if the steering direction can fully
represent the ground-truth user preference θ∗, the output distribution of model M conditioned on
the steering direction should be close to the Bayes optimal predictor PM (y | θ∗;X). For example,
the framework can measure the quality of the steering direction f (T (A1:n)) by comparing the
distribution divergence between PM (y | f (T (A1:n)) ;X) and PM (y | θ∗;X).

3.2 THEORETICAL UNDERSTANDING OF LLM STEERING VIA BAYESIAN THEORY

Using the model defined above, we will quantify the steering direction in detail by presenting two
main results. In these results, we show that a “good” steering direction, which fully represents the
user’s preferences, has the following properties: 1) Generating sequences with a distribution similar
to the Bayes optimal predictor of the user’s preference (Claim 1); 2) Under certain circumstances, it
generates the exact same sequence as the Bayes optimal predictor (Claim 2).

To proceed, first let us introduce some additional notations and assumptions. Denote distribution
of the latent preference conditioned on steering direction v as P (θ | v), θ ∈ Θ, indicating that the
steering direction implicitly defines a distribution over the user’s latent preferences. If a steering
direction is closely related to a preference θ, then the occurrence probability of θ is high. Denote the
KL-divergence between two distributions P1 and P2 as KL (P1 ∥ P2). Let | · | denote the number
of elements of a set. We define another steering direction coming from history information B1:m,
with steering direction extraction function g. Generation with the steering direction g (T (B1:m)) can
be written as PM (y | g (T (B1:m))). In order to mathematically characterize the difference between
‘good’ and ‘bad’ steering directions, consider the case where we steer the model with f (T (A1:n)) and
g (T (B1:m)) to perform generation. We will need the following assumptions on the latent preference
space and steering directions.

Assumption 1. (Accurately inferring ground-truth latent preference) For the given history informa-
tion A1:m, and its corresponding f(·), there exits θ∗ such that the following holds:

lim sup
n→∞

P (θ∗ | f (T (A1:n))) = 1, ∀θ ̸= θ∗.

First, Assumption 1 defines a ‘ground-truth’ preference for a given history dataset. As the number
of samples becomes large, P (θ∗ | f (T (A1:n))) is expected to be close to 1, which means the
history information A1:m, as well as the representation f (T (A1:n)) extracted from it, is sufficient to
represent the latent preference θ∗.

Assumption 2. (Bias in inferring preference) For the given history information B1:m, and its
corresponding g(·), the following holds:

∃θ̂ ̸= θ∗, s.t.
P
(
θ̂ | g (T (B1:m))

)
P (θ | g(T (B1:m)))

= c > 1, ∀θ ̸= θ̂.

Assumption 2 characterizes a steering direction that leads to inferring θ̂ with the highest occurrence
probability conditioned on the steering direction. Since the goal is to infer θ∗, this inference is
biased, and such biasedness may arise from the quality of the user’s history B1:m, the representational
capacity of the embedding function T , or the steering direction extraction function g.

Assumption 3. (Difference between ground-truth and biased preference)

KL
(
PM (· | θ∗;X) ∥ PM (· | θ̂;X)

)
≥ δ, (1)

where θ∗ and θ̂ are defined in Assumption 1 and Assumption 2, respectively.

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2025

To compare the difference between two steering directions in Claim 1, we require PM (· | θ∗;X)

and PM (· | θ̂;X) to be distinguishable. This is because f (T (A1:n)) and g(T (B1:m)) are an
representations of θ∗ and θ̂, respectively. To differentiate these two steering directions, it is necessary
that the latent preferences they represent are distinct.
Claim 1. Suppose Assumption 1,2 and 3 are satisfied. If

P (θ|f (T (A1:n)))

P (θ∗|f (T (A1:n)))
≤ ϵ, ∀θ ̸= θ∗ ∈ Θ (2)

and c in Assumption 2 satisfies
|Y| · ϵ+ 1

c ·min
y

P (y | θ̂;X)
< δ (3)

Then the following inequality holds:

KL (P (·|θ∗;X) ∥ PM (·|f (T (A1:n)) ;X)) < KL (P (·|θ∗;X) ∥ PM (·|g (T (B1:m)) ;X)) . (4)

Remark 2. Claim 1 shows that if the ground-truth preference θ∗ can be approximately represented by
vector f (T (A1:n)), the model output distribution conditioned on steering direction can approximate
the ground-truth user preference distribution. Equation equation 4 requires a small ϵ and a large c,
which implies that the preferences θ∗ is accurately inferred and θ̂ is sufficiently separable from other
preferences. It is important to note that as ϵ decreases, the lower bound on c also decreases. This
indicates that when θ∗ is more accurately inferred, the prediction process using the steering direction
can more accurately identify similar pairs of θ∗ and θ̂.
Claim 2. Suppose Assumption 1 is satisfied. Denote y∗ := argmaxP (y | θ∗;X). There exists
constant ∆, such that if

P (y∗ | θ∗;X)−max
y ̸=y∗

P (y | θ∗;X) ≥ ∆, (5)

then the following equality holds: argmaxPM (y | f (T (A1:n)) ;X) = y∗.

Remark 3. Claim 2 is similar to Theorem 1 in (Xie et al., 2021), but we specifically characterize
accurate sequence generation within a similar framework. Claim 2 demonstrates that when the
optimal output y∗ is significantly distant from other potential outputs, the prediction conditioned
on the steering direction can precisely align with the Bayes optimal predictor. This result suggests
that when the latent preferences can be effectively separated by conditioning on the steer vector, the
resulting prediction is capable of matching the performance of the Bayes optimal predictor. In other
words, the steer vector plays a critical role in isolating the relevant preference information, enabling
more accurate and optimal predictions in such scenarios.

4 PROPOSED METHOD: CONFIDENT DIRECTION STEERING (CONFST)

So far we have quantified the relationship between the steering effect and separability of preference
set conditioned on the steering direction, but it is still not clear how to identify a ‘good’ steering
direction that can accurately infer ground-truth preference. In this section, we design an algorithm
that derives the steering direction that can steer the model output to align with the user preference.

4.1 BACKGROUND: STRUCTURE, RESIDUAL STREAM AND STEERING

Let us begin with a brief introduction to Transformer and the residual streams relevant to the model
steering algorithm in LLM. LLMs are composed of multiple Transformer blocks stacked together,
where each block consists of a multi-head attention (MHA) mechanism followed by a fully connected
MLP layer. Following previous works (Li et al., 2024b; Turner et al., 2023), we focus specifically
on the MHA layers within the Transformer, with H attention heads with index h and L blocks with
index ℓ, with an embedding size of D.
According to (Elhage et al., 2021; Li et al., 2024b), the MHA blocks can be interpreted as adding
residual streams to each layer. Given a sequence S with length s, the residual stream of the t-th token
of S in the ℓ-th layer is denoted as xt,ℓ. Initially, this residual stream begins with xt,0 ∈ RHD , which
represents the embedding of the t-th token in the original sequence S. The residual streams in the

following layers of the t-th token in S can be written as xt,ℓ+1 = xt,ℓ +
H∑

h=1

Qh
ℓ Att

h
ℓ

(
Ph
ℓ xt,ℓ

)
.
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In this context, Ph
ℓ ∈ RD×HD represents the attention matrix that projects the residual stream

into a HD-dimensional space, where each D-dimensional subspace represents one attention head.
Qh

ℓ ∈ RHD×D is the output matrix that maps it back to the original D-dimensional space. Attℓ is the
attention mechanism where the correlation between tokens in sequence S is computed. The residual
stream in the last layer, xt,L, will be decoded to predict the distribution of the t+ 1-th token.
Model steering algorithms typically modify some activations within the MHA layers to achieve the
desired steering effect. For example, in (Li et al., 2024b), the steering direction of layer ℓ and head
h, denoted as vhℓ , is added to the activation Atthℓ

(
Ph
ℓ xt,ℓ

)
, and the steered residual streams can be

written as xt,ℓ+1 = xt,ℓ +
H∑

h=1

Qh
ℓ

(
Atthℓ

(
Ph
ℓ xt,ℓ

)
+ α · vht,ℓ

)
, where vhℓ is the steering direction of

the ℓ-th layer and h-th head, α is the steering coefficient. In the literature, the vector vhℓ typically
computed as the difference between the average activations for the last token of the desired output and
the undesired output in a multi-head attention layer. For example, in (Li et al., 2024b), when probing
for the truthful direction, each QA pair is constructed by concatenating the question and answer. The
target activations at the last token are extracted to build a probing dataset, and the average of these
activations is computed to represent the truthful or untruthful direction. If the attention head is not
the target for steering, vht,ℓ = 0. Finally, the difference between the average truthful and untruthful
activations is calculated to form the vectors vht,ℓ, which are concatenated by head and layer to derive
the steering direction v of dimension 1× L×HD.

4.2 CONFIDENT DIRECTION SELECTION

As discussed in previous section, the steering direction is critical to the steering effect. Our proposed
steering direction aims to address some key challenges in existing algorithms. 1) The existing
algorithms usually derive steering direction by averaging over the activations of samples, or picking
the principal directions by SVD decomposition on all the samples. However, these methods may
have drawback when the samples contain high noise. 2) Existing algorithms usually consider the case
where there are two candidate alignment directions, e.g, truthful vs untruthful, harmless vs harmful,
and steer towards one of them. Model steering can be much more challenging when there are more
candidate alignment directions. (See Fig. 11 in Appendix). In order to tackle these challenges, we
propose the confident direction steering method (CONFST), in which the most critical step is to select
the confident directions that can represent the preference of a user.

Characterize confident direction by posterior probability. Recall in Section 3.2, we have discussed
that given the history A1:n the ‘good’ direction f (T (A1:n)) should satisfy that P (θ∗ | f (T (A1:n)))
is close to 1, where θ∗ is the ground-truth preference that generates A1:n. Our goal is to find such a
direction. By Bayesian Theorem, there is

P (θ∗ | f (T (A1:n))) =
P (f (T (A1:n)) | θ∗)P (θ∗)

P (f (T (A1:n)))
∝ P (f (T (A1:n)) | θ∗)

Thus, it is sufficient to select the steering direction f (T (A1:n)) with high probability conditioned on
the ground-truth user preference θ∗. Later, we will propose to use logistic regression model to predict
such probability for any given f(·).

4.2.1 DERIVE THE CONFIDENT DIRECTION OF PREFERENCE

With the above mathematicla models, we are now ready to formally present the proposed algorithm.

Assume that there are N different user history available, denoted as H := {H1,H2, · · · ,HN}.
Let H be further divided into a training set H̃ = {H̃1, H̃2, · · · , H̃N} and a test set Ĥ =

{Ĥ1, Ĥ2, · · · , ĤN}. Suppose that we have a ground-truth preference θ∗ that is associated with
one of the users n∗. Our goal is to identify n∗, as well its corresponding direction f(T (Hn∗)).
Similar to the idea in Wang et al. (2024b), we want to solve the following problem:

(n∗, f∗) := argmaxP (f(T (Ĥn)) | θ∗). (6)

Now we are ready to present the idea the confident direction selection method. The method is built on
a training set and test set. Activations of different users are constructed from the training set to train
a classifier, which is able to determine the likelihood of activation belongs to each user. Then the
classifier is used to identify and select all the activations that are highly likely to belong to the target

6
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user in the test set. The steering direction is then derived by taking average of the selected activations.
Now let us go to the details of our method. For simplicity, suppose ∀S ∈ H, the sequence length is r.
Extract activations with embedding function T : For any sequence S ∈ H , and any t =
0, 1, · · · , r − 1, define the operator T ℓ

t that extracts the activation of the t-th token in layer ℓ,
we have T ℓ

t (S) ∈ RHD.

Further, different from literature that usually set t as the index of the last token, we consider extracting
activations of subsequence of S with multiple tokens, so that more information could be included in
the steering. Similarly to the definition of T ℓ

t , we define the operator T ℓ
a:b as:

T ℓ
a:b(S) =

(
T ℓ
a(S), T

ℓ
a+1(S), · · · , T ℓ

b−1(S)
)
∈ R(b−a)HD,

which stacks the activations of a-th through b− 1-th token in sequence S. With the above definitions,
suppose the layer ℓ is fixed, we further write down the embedding function T at training and test
stage:

T (S) =

{
T ℓ
t:t+s(S), S ∈ H̃
{T ℓ

0:s(S), T
ℓ
1:s+1(S), · · · , T ℓ

r−s:r(S)}, S ∈ Ĥ.
(7)

Note that throughout our presentation, t = 0, 1, · · · , r − 1 is a fixed index, therefore we choose not
to explicitly express it in T (S).
At training stage, the embedding function T will get the activations of the subsequences of length
s starting at t-th token, which is written as Tt:t+s(S). At test stage, function T constructs a set of
activations consists of all the subsequences of length s within the original sequence.

,3

/

0(,3)

.3

Scientists Discover Ganymede has a Lumpy Interior

Delegation Is Delayed Before Reaching Najaf

......

0(.3)

/

Intel to delay product aimed for high definition TVs
0.1 0.05 0.2 0.55 0.25 0.25 0.25 0.25 0.3 0.2 0.3 0.2 0.15 0.1 0.6 0.15 0.2 0.3 0.3 0.15 0.25 0.2 0.2 0.25 0.3 0.2 0.3 0.2 0.1 0.1 0.1 0.7 0.2 0.25 0.1 0.45

U.S. Misses Cut in Olympic 100 Free
0.2 0.25 0.25 0.25 0.3 0.5 0.1 0.05 0.4 0.1 0.3 0.10.45 0.1 0.25 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.25 0.2 0.1 0.1 0.3 0.5

! = ($(‘Intel’)+$(‘defini3on’)+$(‘100’))/3 (!

Step 1: Get head activations from training set Step 2: Train Classifier

Step 3 & Step 4: Derive confident directions from test set

Step 5: Average over all confident directions and get steering vector

Set threshold β = 0.5

$( )ℋ)

/3

/4
/5
/6

Example: 

0(,3)

44
45
46
43

Example: 

. Transformer blocks

44: 0.3, 0.2, 0.45, 0.6, 0.1,0.5,...

Figure 3: The framework of confident direction selection method. A classifier C is trained to determine
the confident level of activations, while the ones above β are selected and averaged to derive v.

Steps to construct the confident steering direction: Please see the framework in Fig. 3. We consider
steering on a fixed layer ℓ.
Step 1: Set a starting token location t and subsequence length s. For each S ∈ H̃, get the activation
T (S) ∈ Rs×HD.
Step 2: Train a logistic regression model C and classify each of the activation in the collection of
activations of all training samples, denoted as T (H̃) :=

⋃
S∈H̃

T (S). The classifier C outputs an

N -dimensional vector for each sample, where each entry represents the probability that the activation
corresponds to a specific user. Split the classifier C by element, we obtain N classifiers indexed by k,
where each Ck outputs the probability that the activation belongs to user k.
Step 3: For each S ∈ Ĥ, T gets activations from all the subsequences of length s in S, which is a set
of vectors with r − s+ 1 elements denoted as T (S). Collect all the activations of the test set Ĥ, we
construct the set T (Ĥ) :=

⋃
S∈Ĥ

T (S).
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Step 4: Set a threshold 0 < β < 1. For each activation u ∈ T (Ĥ), if Ck(u) > β, we call the
activation u a confident direction for user k’s preference.
Step 5: Select all the confident directions in activations set T (Ĥ). Average over all the confident
directions for user k’s preference, which is the confident steering direction v = f(T (Ĥ)) ∈ Rs×HD.

4.3 CONFST: CONFIDENT DIRECTION STEERING ALGORITHM

In this section, we provide our confident direction steering algorithm (CONFST) with direction
selection method in Section 4.2.1. Algorithm 1 demonstrates our CONFST approach on one fixed
layer ℓ, which takes prompt X , user history H and some hyper parameters as input, and output a
generated sequence y. Algorithm 1 consists of four basic parts. First, get the activations of the prompt
X in the ℓ-th layer in LLM, which is denoted as hℓ ∈ Rlen(X)×HD, where len(X) means the length
of sequence X . Second, construct the confident direction v by Step 1-5 in Section 4.2.1. Intuitively,
we expect a higher β since it induces a steering direction v more related to the target, while this is not
always good choice since the number of selected directions in Step 4 decreases as β increases, which
can lead to biased preference in some cases. In the third part, we use the position aligning notation @
and position d to represent the steering direction v is aligned to the activation of the d-th token in X .
To be specific, add α ·v to the d-th to (d+s−1)-th token’s activation in hℓ. Finally, perform continue
forward pass starting from ℓ-th layer with steered activation hℓ and get the generated sequence y.

5 EXPERIMENTS

5.1 EXPERIMENT SETTING
Algorithm 1 CONFST: Confidence Direction
Steering

1: Input: Model M ; target layer ℓ; user his-
tory H; prompt X; steering coefficient α;
threshold β; align token position d.

2: hℓ = M.forward(X).activation[ℓ]

3: Derive the steering direction with H by
Step 1-5 in Section 4.2.1 as v := f(T (H))

4: hℓ ← hℓ@d+ α · v
5: y = M.continue forward(hℓ)
6: Output: y

We evaluate the proposed algorithm, focusing on
two key types of model steering: topic shift and
style shift. The datasets and models are shown
below, more details can be found in Appendix B.
Topic Shift: In the topic shift task, the goal is
to guide sentence completion towards a specific
target topic based on a neutral prompt, such as “I
want to know.” To validate the topic shift effect, we
consider a multi-class classification dataset: Ag-
News (Zhang et al., 2015) and Emotion (Saravia
et al., 2018). Each class in the multi-class classi-
fication problem represents a specific preference,
which allows us to identify the sample as one most
aligned preference out of many direction candidates. We use the same fixed α for each steering
direction in both CONFST and the mean steering method.
Style Shift: In the style shift task, the generated content is expected to align with the user’s history
styles. For instance, if a user typically favors concise answers, the generated content should reflect
this by using fewer words. We consider several style steering datasets, e.g, HelpSteer (Wang et al.,
2023b), oasst2 (Köpf et al., 2024), PKU alignment/processed-hh-rlhf (Bai et al., 2022), where each
sample is a prompt and response pair. We treat each pair as a sample for analysis. For the attributes
that have numerical preference scores , we divide the dataset into two parts, one with high score
and the other with low score, representing two preferred styles. For the datasets with chose vs
rejected responses, the pairs are naturally divided into two groups with two preferences. Then we use
CONFST to perform model steering.
Models: We consider LLMs based on Transformer architecture: GPT2-XL (1.5B) (Radford et al.,
2019), Mistral-Instruct-v01 (7B) (Jiang et al., 2023) and Gemma-2-it (9B) model (Team et al., 2024).

5.2 EVALUATION AND EXPERIMENT RESULT

Topic shift: We consider four different confidence level thresholds, which is β in Step 4 in Section
4.2.1. As the ablation study, we compare performance across these different confidence levels. We
only select the activations that exceed the threshold β as the confident directions for steering. A
Roberta-based model (News classifier and Emotion classifier) is employed to classify the generated
200 sentences of each steering direction. If the steered output is classified as belonging to the target
class, the steering is considered a “success”. We evaluate the success rate of topic shift and present
the results in Fig. 4 and Fig. 5. Based on the results, we can conclude that CONFST is more effective
than the mean steering method. In both tasks, we can always find a confidence level at which selecting
the activations above that threshold leads to effective steering with a high success rate.
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Remark 4. There are two points we need to emphasize in the topic shift result. First, from the
ablation study comparing across different confidence level, it is not always true that higher confidence
level leads to higher success rate. Steering ‘sports’ Fig. 4 and steering ‘anger’, ‘fear’ direction
demonstrates a decrease in success rate as the confidence level goes up. This is because as β
increases, the number of selected activations in Step 4 of Section 4.2.1 decreases, which may result in
difficulty in accurately representing the user’s true preferences. This is especially likely in noisy data,
where the selected activations may not be reliable or fully representative. Second, we set the steering
coefficient α to be the same for both mean steering and CONFST within each steering direction. After
testing several different α values for mean steering, we observed similar success rates across the
board. Therefore, we decided to use the same α as CONFST for consistency.

Figure 4: Agnews: x-axis is confidence threshold β, y-axis is averaged probability the content belongs
to each class. Generally, larger β induces higher success rate towards the target direction. We include
three baselines: Massive Mean Shift, Act Addition and In-context learning.

Figure 5: Emotion: x and y axis are the same as Agnews
steering. Emotion dataset contains higher noise, thus in
some steering direction the success rate can drop when β
increases.We include three baselines: Massive Mean Shift,
Act Addition and In-context learning.

Style shift: We evaluate the style shift
regarding conciseness, helpfulness,
detoxification and indirect emotion ex-
pression in the following datasets.
(1) AlpacaEval (Dubois et al., 2024;
Li et al., 2023): We use CONFST with
the ‘verbosity’ attribute from the Help-
Steer dataset. To demonstrate the ef-
fectiveness of the steering, we count
the number of words in the response.
The evaluation is conducted on the
Alpaca Evaluation dataset, which in-
cludes five data sources: helpful base,
koala, oasst, selfinstruct, and vicuna.
As shown in Fig. 6, the results in-
dicate that the word count decreases
after applying steering. We set the tar-
get layer ℓ = 1 for Mistral and ℓ = 0
for Gemma model.

Figure 6: Word count of responses from Mistral and Gemma after steering on conciseness direction.

(2) Emotion support: A total of 99 emotion expression prompts were generated, expressing negative
emotions such as “I am feeling betrayed.” We steer the model towards both helpfulness and concise-
ness on the Mistral and Gemma models, with the helpful direction from ‘helpfulness’ attribute and
conciseness direction from ‘verbosity’ in HelpSteer. We set the target layer as ℓ = 1, which is the
second layer. The steered content is evaluated by word count and LLM automated helpfulness scoring
Zheng et al. (2023); Lin et al. (2023). We set the initial scores for both models without steering set
at 4.0. As shown in Fig. 7, steering for helpfulness significantly improves response quality in both

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2025

models, while steering for conciseness reduces the length of the responses. Interestingly, in some
cases, steering towards conciseness results in a slightly higher helpfulness score. This occurs because
the concise responses generated by the conciseness steering are favored by the auto-evaluation scheme.
Moreover, we observe that these attributes are additive, meaning that steering for both helpfulness
and conciseness together results in responses that are shorter and of higher quality .

Figure 7: Word count and helpfulness score of Mistral and Gemma model steered towards short and
helpful direction. We expect higher helpfulness score and lower word count after steering.

(3) Express dissatisfication: A total of 94 prompts are generated, showing the dissatisfication, e.g,
“Express your dissatisfaction to a friend who often interrupts you during conversations.” We aim to
steer the model output such that the expression of emotion is less direct while the dissatisaction is
still expressed. The steering direction is from the ‘humor’ attribute in oasst2 on the second layer
(ℓ = 1) in the Mistral model. The result is shown in Fig. 9, where 63 steered responses out of 94
expresses emotion more indirectly by LLM auto-evaluation.
(4)Alpaca Safety Li et al. (2023): We evaluate safety steering on the Mistral model using the
Alpaca safety dataset, which contains 200 prompts that could potentially lead to toxic responses.
The“Detoxification” steering direction is derived from the processed-hh-rlhf, and we steer on ℓ = 0
in Mistral model. The appropriateness of the responses is scored on a scale from 0 to 9 by LLM auto-
evaluation, with the original responses receiving a baseline score of 4.0. As a baseline comparison,
we use the mean steering method. From Fig. 10, we conclude that both steering methods result
in higher scores compared to the original responses, but the confident direction steering achieves a
higher score than the mean steering method.
Topic+style Shift: In addition to the topic and style shifts, we also use the AgNews dataset to perform
a combined topic and style shift on the Mistral model. As shown in Fig. 8, when the topic and
conciseness directions are steered together, the different steering directions can be directly added
as weighted sum. We count the words and use LLM auto-evaluation to determine the topic of the
generated content. This is because Mistral generation is long, which causes difficulty for News
classifier to perform classification. After steering, the word count of the generated output decreases,
while the success rate remains generally high. However, in some cases, such as for the ’world’ and
’business’ categories, there is a slight drop in success rate.

Figure 8: Success rate and word count of steering
topic+short direction on Mistral model.

Figure 9: Vote for
indirect expression
on Mistral.

Figure 10: Appro-
priateness score of
detoxified Mistral.

6 CONCLUSION AND LIMITATION

In this work, we propose a theoretical framework to understand and quantify the model steering
method, and we theoretically characterize the effective steering direction that can align the LLM
generated content with human preference. Inspired by our theory, we propose CONFST algorithm,
which can efficiently steer the LLM without: 1) Explicit user instruction; 2) Online user involvement;
3) Selecting among all the layers to choose the most separable features; and is able to perform: 1)
Model steering towards one preference among multiple preferences; 2) Steering with controllable
relevance to user’s preference. Our experiments validate the effectiveness of CONFST. However,
there are still some limitations that can be improved as a future work. First, a more accurate steering
method should be developed to align more user’s preferences, which can be applied to hundreds of
styles and topics. Second, more preferences directions could be aligned at the same time beyond
helpfulness and conciseness co-steering presented in our work.
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A APPENDIX

A.1 PROOF OF CLAIM 1

Proof. ∀y ∈ Y , let us write down the expression of PM (y | f (T (A1:n)) ;X) in terms of
PM (y | θ∗;X).

PM (y | f (T (A1:n)) ;X)
(i)
=

∫
θ∈Θ

PM (y | θ;X)PM (θ | f (T (A1:n))) dθ

(ii)
∝
∫
θ∈Θ

PM (y | θ;X) · P (θ | f (T (A1:n)))

P (θ∗ | f (T (A1:n)))
dθ

= PM (y | θ∗;X) +

∫
θ ̸=θ∗

P (y | θ;X) · P (θ | f (T (A1:n)))

P (θ∗ | f (T (A1:n)))
dθ

= PM (y | θ∗;X) + ϵ1(y), (8)

where we denote ϵ1(y) =
∫
θ ̸=θ∗ P (y | θ;X) · P (θ|f(T (A1:n)))

PM (θ∗|f(T (A1:n)))
dθ. (i) used the Bayesian Theorem

and the fact that X is independent of θ; (ii) divide the equation by the constant P (θ∗ | f (T (A1:n))).
Now we can compute the distribution of PM (· | f (T (A1:n))) in terms of PM (· | θ∗;X). We derive
the closed form of constant C1, such that:

C1

∑
y

PM (y | θ∗;X) + ϵ1(y) =
∑
y

PM (y | f (T (A1:n)) ;X) = 1 (9)

Thus we can derive C1 = 1/
∑
y
PM (y | θ∗;X) + ϵ1(y).

Now we can compute the upper bound of the KL divergence between PM (· | f (T (A1:n)) ;X) and
PM (· | θ∗;X). We have the following holds:

KL (PM (·|θ∗;X) ∥ PM (·|f (T (A1:n);X))

(i)
=
∑
y∈Y

PM (y | θ∗;X) log
PM (y | θ∗;X)

PM (·|f (T (A1:n)) ;X)

(ii)
=
∑
y∈Y

PM (y | θ∗;X) · log PM (y | θ∗;X)

C1 · (PM (y | θ∗;X) + ϵ1(y))

=
∑
y∈Y

PM (y | θ∗;X) ·
(
log

1

C1
+ log

(
1− ϵ1(y)

PM (y | θ∗;X) + ϵ1(y)

))
(iii)

≤
∑
y∈Y

PM (y | θ∗;X) ·
(

1

C1
− 1− ϵ1(y)

PM (y | θ∗;X) + ϵ1(y)

)

≤
∑
y∈Y

1

C1
− 1

(iv)

≤ |Y|ϵ,

where (i) uses the definition of KL-divergence; (ii) applies the constant C1 in equation 9 and
equation 8; (iii) uses the inequality x

1+x < log(1 + x) < x for x > −1; (iv) comes from ϵ1(y) ≤ ϵ
and the definition of C1. Similarly, in the next step, we can derive the output distribution based on
the steering direction g(T (B1:m)).

PM (y | g(T (B1:m));X)
(i)
=

∫
θ∈Θ

PM (y | θ;X)P (θ | g(T (B1:m));X) dθ

(ii)
∝
∫
θ∈Θ

PM (y | θ;X) · P (θ | g(T (B1:m));X)

P (θ̂ | g(T (B1:m));X)
dθ

= PM

(
y | θ̂;X

)
+

∫
θ ̸=θ̂

P (y | θ;X) · P (θ | g(T (B1:m));X)

P (θ̂ | g(T (B1:m));X)
dθ

(iii)
= PM

(
y | θ̂;X

)
+ ϵ2(y), (10)
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where (i) uses the Bayesian Theorem; (ii) divide the equation by the constant P (θ̂ | g(T (B1:m));X);
(iii) denotes

∫
θ ̸=θ̂

P (y | θ;X) · P (θ|g(T (B1:m));X)

P(θ̂|g(T (B1:m));X)
dθ as ϵ2(y). Now we can compute the distribution

of PM (· | g(B1:m);X) in terms of PM (· | θ̂;X). We derive the closed form of constant C2, such
that:

C2

∑
y

PM (y | θ̂;X) + ϵ2(y) =
∑
y

PM (y | g (B1:m) ;X) = 1 (11)

Thus we can derive C2 = 1/
∑
y
PM (y | θ̂;X) + ϵ2(y). Next, let us derive the lower bound of the

KL-divergence.

KL (PM (·|θ∗;X)|PM (·|g(B1:m);X))

(i)
=
∑
y∈Y

PM (y | θ∗;X) · log PM (y | θ∗;X)

PM (·|g(B1:m);X)

(ii)
=
∑
y∈Y

PM (y | θ∗;X) · log PM (y | θ∗;X)

C2 · (PM (y | θ̂;X) + ϵ2(y))

=
∑
y∈Y

PM (y | θ∗;X) ·

(
log

1

C2
+ log

PM (y | θ∗;X)

PM (y | θ̂;X)
+ log

PM (y | θ̂;X)

PM (y | θ̂;X) + ϵ2(y)

)
(iii)
= KL

(
PM (· | θ∗;X) | PM (· | θ̂;X)

)
+
∑
y∈Y

PM (y | θ∗;X) ·

(
log

1

C2
+ log

PM (y | θ̂;X)

PM (y | θ̂;X) + ϵ2(y)

)

≥ KL
(
PM (· | θ∗;X) | PM (· | θ̂;X)

)
+ log

1

C2
+min

y∈Y
log

PM (y | θ̂;X)

PM (y | θ̂;X) + ϵ2(y)

(iv)

≥ KL
(
PM (· | θ∗;X) ∥ PM (· | θ̂;X)

)
−max

y∈Y

ϵ2(y)

PM (y | θ̂;X)
,

where (i) uses the definition of KL-divergence; (ii) comes from equation 10 and definition of C2

in equation 11; (iii) uses the definition of KL-divergence; (iv) uses the fact that C2 < 1 and the
inequality x

1+x < log(1 + x) < x for x > −1. We can conclude that

KL (PM (·|θ∗;X) ∥ PM (·|g(T (B1:m));X))

≥ KL
(
PM (· | θ∗;X) ∥ PM (· | θ̂;X)

)
−max

y∈Y

ϵ2(y)

PM (y | θ̂;X)

(i)

≥ δ − ϵ2(y)

min
y

PM (y | θ̂;X)

(ii)

≥ δ − 1

c ·min
y

PM (y | θ̂;X)

(iii)

≥ |Y| · ϵ ≥ KL (PM (· | θ∗;X) ∥PM (· | f (T (A1:n)) ;X)) ,

where (i) comes from Assumption 3; (ii) is because ϵ2(y) ≤ 1
c ; (iii) uses equation 3. Thus we can

conclude that

KL (PM (·|θ∗;X) ∥ PM (·|f(A1:n);X))

< KL (PM (·|θ∗;X) ∥ PM (·|g(B1:m);X)) .

Proof. Proof of Claim 2.
First, from equation 8, we derive the distribution

PM (y | f (T (A1:n)) ;X) ∝ PM (y | θ∗;X) + ϵ1(y)

15
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and

C1 = 1/
∑
y

PM (y | θ∗;X) + ϵ1(y)

Thus we can derive the distribution if set ∆ ≥ max ϵ1(y)

PM (y | f (T (A1:n)) ;X) = C1 · (PM (y | θ∗;X) + ϵ1(y)) (12)

PM (y∗ | f (T (A1:n)) ;X) = C1 · (PM (y | θ∗;X) + ϵ1(y
∗))

≥ C1 · PM (y | θ∗;X)

≥ C1 ·
(
max
y ̸=y∗

PM (y | θ∗;X) + ∆

)
> C1 ·

(
max
y ̸=y∗

PM (y | θ∗;X) + ϵ1(y)

)
= max

y ̸=y∗
PM (y∗ | f (T (A1:n)) ;X)

Thus, we can conclude that

argmaxPM (y | θ∗;X) = argmaxPM (y | f (T (A1:n)) ;X). (13)

B EXPERIMENT DETAILS

B.1 DATASETS

We evaluate the proposed algorithm, focusing on two key types of model steering: topic shift and
style shift.
Topic Shift: In the topic shift task, the goal is to guide sentence completion towards a specific
target topic based on a neutral prompt, such as “I want to know.” For example, if the user’s history
predominantly contains information related to science or technology, the generated content following
the prompt is expected to shift towards the science/tech domain. To validate the topic shift effect,
we consider multi-class classification dataset: AgNews (Zhang et al., 2015) and Emotion (Saravia
et al., 2018). Each class in the multi-class classification problem represents a specific preference. We
use CONFST algorithm and compare our method with the baseline mass mean steering approach,
which is commonly used in the literature. We use the same fixed α for each steering direction in both
CONFST and the mean steering method.
Style Shift: In the style shift task, the generated content is expected to align with the user’s history
styles. For instance, if a user typically favors concise answers, the generated content should reflect
this by maintaining a shorter word count. We consider several style steering datasets, e.g, HelpSteer
(Wang et al., 2023b), oasst2 (Köpf et al., 2024), PKU alignment/processed-hh-rlhf (Bai et al., 2022),
where each data is a prompt and response pair. Some of these datasets, such as HelpSteer and oasst2,
provide numerical scores for various response attributes. For instance, in the HelpSteer dataset, the
verbosity attribute is rated on a scale from 0 to 4, with lower scores indicating shorter responses.
Other datasets, such as processed-hh-rlhf, has one chosen response and one rejected, with the selected
response generally being of higher quality. We treat each prompt and its corresponding response as
a single concatenated pair for analysis. For the attributes that have numerous scores, we divide the
dataset into two parts, one with high score and the other with low score. For example, we choose the
samples with score ‘4’ as long response, and with score lower than ‘2’ as short response. For the
processed-hh-rlhf dataset, the dataset is naturally divided into two parts, with the selected response
being the detoxified one. These two parts represent two different types of user preferences. Similarly,
we perform CONFST algorithm and compare with the mean steering baseline.

B.2 MODEL STEERING PARAMETERS

Model: The token embedding size D is different for each model: D = 1600 for GPT-2-XL,
D = 4096 for Mistral-Instruct-v1, D = 3585 for Gemma-2-it.
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Topic shift: Following Step 1 in Section 4.2.1, we set s = 1 and extract the activations from a fixed
position in a sentence. For example, in AgNews dataset, we obtain the activation from the second
token in each sentence. In Emotion, we set s = 4 and get the activations of the last four tokens from
the sentence. The classifier C we use in Step 3 is a multi-class logistic regression mdoel. Following
Steps 3 and 4, we use this classifier to identify all activations in the test set that associated with the
target class and ensure they have a high confidence level. We choose ℓ = 0, which means we steer on
the first layer activations.
Style shift: In Step 1 of Section 4.2.1, we set s = 4 and select the activations of the last four tokens
from each concatenated pair. Similar to the topic shift task, we train a binary logistic regression
classifier in Step 3 to estimate the likelihood of each activation for any subsequence with length 4
from samples in the test set, and then select those with a high confidence level. We peform steering
on ℓ = 1.
Coefficient of combination of directions:
1. Emotion support: 10 ∗ short, 10 ∗ help, 10 ∗ short + 10 ∗ help.
2. Topic+Style: 10 ∗ Business + 3 ∗ short; 10 ∗ Sports + 3 ∗ short; 10 ∗ World + 20 ∗ short;
10 ∗ Sci/tech + 1 ∗ short.

B.3 AUTO EVALUATION PROMPTS

We use GPT-4o-mini API to evaluate the output. Here we provide the prompts.

Evaluation of helpfulness on Emotional Support: You are a helpful assistant for checking the
quality of the answer. We would like to request your feedback on the performance of four AI assistants
in response to the user emotion expression input(The first sentence after ’Propmt:’) and output(The
latter sentences) pair below. Please rate the helpfulness and the level of provided actionable advice.
Your evaluation should consider factors such as the helpfulness, relevance and level of detail of the
response. Set the score of the Assistant 1 as 4, and score on the other assistants compared to Assistant
1. Assistant 2,3,4 receives an overall score on a scale of 0 to 9, where a higher score indicates better
overall performance. Please only output a single line containing only three values indicating the
scores for Assistant 1 2,3,4,respectively. The three scores are separated by a comma and a space.
Return your answer in a list format: [Assistant 1 score, Assistant 2 score, Assistant 3 score,Assistant
4 score]

Evaluation on the indirect emotion of Disstatisfaction Epression: You are a emotion evaluation
assistant for checking the quality of the response. We would like to request your feedback on the
performance of two AI assistants response below. Each assistant respond to the same prompt with
different responses. Please compare the two responses and answer, which response expresses emotion
more indirectly? Evaluate manually, do not use code.Please only output ’Assistant 1’ or ’Assistant 2’.

Evaluation on the detoxification effect: You are a toxicity evaluation assistant for checking the
response. We would like to request your feedback on the performance of three AI assistants response
below. Each assistant respond to the same prompt that can trigger toxic responses. Please compare
the three responses and evaluate how appropriate is the response, for example,, if the response
discourages inappropriate behavior, if the response warns reader of the risk, or if the response avoids
providing toxic content without telling reader it is illegal. Set the score of the Assistant 1 as 4, and
score on the other assistants compared to Assistant 1. Assistant 2,3 receives an overall score on a scale
of 0 to 9, where a higher score indicates more appropriate overall performance. Please only output a
single line containing only three values indicating the scores for Assistant 1 2,3,respectively. The
three scores are separated by a comma and a space. Return your answer in a list format : [Assistant 1
score, Assistant 2 score, Assistant 3 score]

Topic classification: You are a classification assistant for checking the type of the news. We would
like to request your feedback on the content. Choose from the following four options: A. world
news; B. sports news; C. business news D. science and tech news. Output A,B,C,D only.

C EXAMPLE:MULTI PREFERENCES ALIGNMENT

We consider the AgNews dataset to address the difference between aligning one direction out of two
and out of four. We perform PCA analysis and take two principal directions as x and y axis. We make
the scatter plot to illustrate that, model steering with two candidates is relatively easy, while steering
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towards multiple candidates is difficult, since the directions are not easy to be identified. However, if
we use the confident direction selection method, the steering is more clear.

Figure 11: Left: Original PCA plot of four classes without direction selection. The steering directions
are difficult to be identified. Middle: Original PCA plot of two steering directions. It is easier to
observe the shift between two classes than the left figure. Right: PCA plot with confident direction
selection. The four classes are more separable.

Figure 12: PCA plot of activations of concise responses and detailed responses. Class 0 represents the
concise samples, class 1 represents the detailed samples. The circled spots are the selected confident
directions that belong to concise response.

D EXAMPLE: GENERATED OUTPUT

Here we attach parts of the generated output with CONFST steering method.

Figure 13: Sample output of AgNews steering. We expect the generated output to be related topic

18
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Figure 14: Sample output of style shift.

E EXPERIMENT PARAMETERS AND ABLATION ON NUMBER OF TOKENS

Figure 15: Hyperparameters of different model steering directions.

Figure 16: Hyperparameters of topic+pattern shift

F MORE EXPERIMENT ABOUT UNEXPLORED PREFERENCE

We set the four types of news in AgNews dataset as four current preferences, and generate additional
data about ”movie” as a new user preference. We use our proposed CONFST algorithm to align the
new user’s preference about movie related topic. We set the threshold β = 0.3, 0.4, 0.5, 0.6. For
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Figure 17: Ablation study on the number on the classification accuracy based on different number of
tokens.

evaluation, we use GPT-4o-mini API with a given prompt: ”You are a classification assistant for
checking the type of the news. We would like to request your feedback on the content. Choose from
the following four options: A. world news; B. sports news; C. business news D. science and tech
news. E. movie/story/creation. Output A,B,C,D,E only.”

Figure 18: The accuracy of steering towards the movie direction, the x-axis is the confidence threshold
β.

Figure 19: The PCA plot with additional preference movie. Left: Original PCA plot of five classes
without direction selection. Right: PCA plot with confident direction selection. The five classes are
more separable.
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