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Abstract

Detecting offensive language in Chinese is
challenging due to homophonic substitutions
used to evade detection. We propose a frame-
work to improve large language models’ ro-
bustness against such phonetic attacks. First,
we construct HED-COLD, a homophone-
enhanced dataset based on the Chinese Of-
fensive Language Dataset. Additionally, we
propose a homophone-aware pretraining strat-
egy that aligns semantics and fuses features
to learn robust mappings between original and
perturbed text. Experimental results show that
our approach achieves state-of-the-art perfor-
mance on both the COLD test set and the
toxicity benchmark ToxiCloakCN. Notably, it
achieves greater gains in domains especially
prone to homophonic attacks, such as gender
and regional content. These results demon-
strate improved robustness and generalization
against phonetic adversarial attacks.

1 Introduction

With the rapid development of the internet, content
moderation has become increasingly important for
maintaining a healthy online environment and pro-
tecting user rights. In recent years, advances in
natural language processing, especially large lan-
guage models, have significantly improved the
ability to detect offensive language across multi-
ple languages (Husain and Uzuner, 2021; Pitsilis
et al., 2018; Wei et al., 2021; Dhanya and Balakr-
ishnan, 2021; Battistelli et al., 2020; Beyhan et al.,
2022; Awal et al., 2023; Zhou et al., 2023).
Among various moderation tasks, offensive lan-
guage detection has attracted considerable atten-
tion due to its direct impact on user experience
and the quality of online discourse (Noever, 2018;
Dinan et al., 2019; Jahan and Oussalah, 2023). Of-
fensive expressions such as hate speech and online
bullying can cause mental harm to individuals and
disrupt public communication. While numerous

methods have been proposed for automated offen-
sive language detection, and meaningful progress
has been made for English-language content (Wul-
czyn et al., 2017; Zampieri et al., 2019; Xu et al.,
2021; Gehman et al., 2020), the task remains par-
ticularly challenging in Chinese. On social me-
dia platforms, users often attempt to evade detec-
tion by employing homophones, orthographic vari-
ations, or symbolic substitutions (Su et al., 2022;
Kirk et al., 2022; Xiao et al., 2024). The phonetic
and semantic flexibility of the Chinese language
is exploited by these evasive strategies, increas-
ing the difficulty of accurate identification and re-
ducing the effectiveness of conventional detection
models.

Existing research has made preliminary strides
in Chinese offensive language detection. Bench-
mark datasets such as COLD (Chinese Offensive
Language Dataset) has provided a foundation for
supervised learning(Deng et al., 2022). However,
such datasets often fall short in covering phonetic
variants and implicit expressions, limiting model
performance in real-world scenarios. Moreover,
effective offensive language detection in Chinese
requires more than lexical matching; it necessi-
tates a deep understanding of context, semantics,
and linguistic nuance. Although data augmenta-
tion is widely recognized as a method to improve
generalization in NLP tasks, there remains a lack
of systematic approaches specifically tailored to
homophonic obfuscation in Chinese.

To tackle the challenge of phonetic obfuscation
in Chinese offensive language, we introduce HED-
COLD, Homophone-Enhanced Dataset based on
the Chinese Offensive Language Dataset. This
dataset incorporates a wide range of homophones
and disguised expressions that retain offensive
meaning while varying in form and context. It re-
flects realistic social interactions, adding linguistic
diversity and contextual richness to training data.
We also propose a training strategy that combines



feature fusion and semantic alignment to integrate
HED-COLD with the original dataset. Our ap-
proach improves the detection of covert offensive
language.

The contributions of this work are threefold:

* We construct HED-COLD, a Chinese ho-
mophone offensive language dataset. This
dataset addresses significant coverage limita-
tions in detecting homophonic attacks.

* We propose a homophone-aware pretraining
strategy with supervised fine-tuning to align
semantics between original and homophonic
expressions. It achieves state-of-the-art per-
formance on both COLD and ToxiCloakCN,
with greater gains in domains prone to homo-
phonic attacks, such as gender and regional
content.

¢ We will release our dataset and code to ben-
efit the research community. Our framework
offers a practical benchmark. It also provides
valuable insights for other Chinese text mod-
eration tasks, such as rumor detection and
sensitive content identification.

2 Related Work

2.1 Development of Chinese Offensive
Language Datasets

To advance research in Chinese offensive language
detection, both academia and industry have devel-
oped several relevant datasets. In Table 1, we list
relevant existing datasets. Tang and Shen (2020)
released a Chinese dataset COLA for categorizing
offensive language. Based on data from Taiwan’s
PTT platform, Hsu and Lin (2020) constructed the
TOCP dataset, while Chung and Lin (2021) devel-
oped the TOCAB dataset, both focusing on profan-
ity and abuse. These datasets are derived from real-
world online communities, reflecting the character-
istics of offensive language in specific digital envi-
ronments. Jiang et al. (2022) released the SWSR
dataset, which targets gender-discriminatory com-
ments on Sina Weibo and offers rich samples for
studying gender-based offensive language in Chi-
nese social media. Deng et al. (2022) proposed
COLD dataset, which categorizes sentences into
fine-grained types such as personal attacks and
anti-bias expressions. This dataset provides foun-
dational support for analyzing different forms of
offensive behavior.The ToxiCN dataset proposed

by Lu et al. (2023), collected from platforms such
as Zhihu and Baidu Tieba, incorporates a multi-
level labeling system for offensive language, hate
speech, and other harmful categories. By introduc-
ing a hierarchical annotation framework, it signifi-
cantly broadens the scope of offensive language re-
search. Furthermore, Deng et al. (2023) extended
the COLD dataset by adding 1 million new sam-
ples through large-scale data crawling and genera-
tion techniques, resulting in the augmented dataset
AugCOLD.

However, previous studies mainly focused on
explicit offensive language. They struggled with
covert attacks using homophones, emojis, and
other disguises. The ToxiCloakCN dataset added
such obfuscations to test large language mod-
els(Xiao et al., 2024). It evaluated their robustness
in hidden scenarios. Results showed substantial
performance drop across all evaluated models on
the ToxiCloakCN dataset. It highlights the need
for such datasets. They are crucial for improving
models and guiding future research.

Table 1: Summary of Offensive Language Datasets

Dataset Research Scope Size
COLA (Tang | Offensive language in- | 18k
and Shen, | volves insults, anti-social
2020) behavior, and illegal con-
tent.
TOCP (Hsu | Obscene language pertain- | 16k
and Lin, | ing to sexual acts, geni-
2020) talia, and similar inappro-
priate topics.
SWSR (Jiang | Gender-discriminatory 9k
et al., 2022) offensive language
COLD (Deng | Offensive and anti-bias ma- | 37k
et al., 2022) terial concerning race, gen-
der, and region.
ToxiCN (Lu | Data encompassing sexism, | 12k
et al., 2023) racism, regional prejudice,
anti-LGBTQ+ sentiments,
and similar categories.
AugCOLD Enhancing Offensive Lan- | 1000k
(Deng et al., | guage Detection with Data
2023) Augmentation and Knowl-
edge Distillation.
HED-COLD Offensive anti-bias data en- | 10k
hanced by homophones, re-
lated to race, gender, and re-
gion.

2.2 NLP Techniques for Chinese Offensive
Language Detection

Significant progress has been made in Chinese of-
fensive language detection through the adoption of
advanced NLP techniques. Dai et al. (2020) com-
bine BERT with multi-task learning to better han-



dle noisy social media texts. Chen et al. (2020)
propose a hierarchical multi-task framework capa-
ble of detecting multiple types of offensive content
and concealment strategies. AugCOLD use multi-
teacher distillation to label one million unlabeled
samples, enhancing model robustness on hard and
out-of-domain examples. Wullach et al. (2022) in-
troduce a character-level hypernetwork trained on
automatically generated data, which outperforms
large pretrained models like BERT in some scenar-
ios while maintaining a smaller model size. To de-
tect implicitly offensive language, such as sarcasm
and insinuation, Zhang et al. (2022) propose a
multi-hop reasoning approach that incorporates ex-
ternal knowledge to infer deeper contextual mean-
ings.

From an architectural perspective, Chinese-
specific pretrained models like RoBERTa and
ERNIE, combined with multi-feature fusion and
attention mechanisms, have significantly im-
proved semantic understanding and detection ac-
curacy (Hou et al., 2024; Li et al., 2023). Hybrid
models integrating Bi-GRU, CNN, and attention
(Xu and Liu, 2023) further enhance the representa-
tion of global and local features. Techniques such
as subword modeling, dialect normalization, and
data augmentation have played critical roles in ad-
dressing linguistic complexity and dataset limita-
tions. While transfer learning and cross-cultural
approaches show potential, their effectiveness is
often constrained by cultural biases.

2.3 Limitations and Research Gaps

Despite notable advances in Chinese offensive
language detection, significant challenges re-
main. Existing research predominantly focuses on
BERT-based models, with limited exploration of
LLMs in this domain. Most systems are designed
to identify explicit toxicity, yet they underperform
when confronting obfuscated offensive content, es-
pecially homophone-based expressions. The use
of phonetic substitutions to evade moderation has
become increasingly prevalent, presenting a persis-
tent blind spot for current datasets and models.

Homophonic attacks are a relatively underex-
plored yet crucial challenge in Chinese offensive
language detection. Existing datasets rarely in-
clude such variations, leaving models ill-equipped
to recognize covert abuse. The lack of dedicated
resources targeting homophonic transformations
limits both model training and evaluation in these
scenarios.

3 Dataset Construction

To fill the gap in homophonic datasets, we propose
the HED-COLD dataset. It is constructed from the
original COLD dataset through multiple transfor-
mation steps, resulting in a high-quality dataset.
The entire construction process is illustrated in
Figure 1.

3.1 Data Selection and Preprocessing

We selected 10,000 samples from the COLD
dataset, including 7,000 from the training set and
3,000 from the test set. This dataset contains
Chinese sentences annotated as either offensive or
non-offensive. These samples were chosen due to
their high potential for phonetic manipulation, as
they frequently include words or phrases that can
be substituted with homophones commonly used
in offensive language.

3.2 Construction of the Homophone
Dictionary

To accommodate the linguistic characteristics of
Chinese, we constructed an initial phonetic-shape
mapping table based on the Xinhua Dictionary of
Chinese Homophones'. To ensure high-quality
substitutions, we applied a two-tier filtering strat-
egy: (1) phonetic similarity measured by pinyin
edit distance?, and (2) orthographic similarity as-
sessed by prefix matching in Wubi input codes?.
For each Chinese character, the top three most
plausible homophonic candidates were identified.
A manual review phase followed, during which se-
mantically ambiguous candidates were excluded.
The result is a refined, high-quality homophone
dictionary used for substitution tasks.

3.3 Lexical Replacement and Syntactic
Rewriting

Based on the homophone dictionary, lexical-level
phonetic substitutions were applied to sentences in
the COLD dataset. For example, the original offen-
sive sentence XA~ R YN EG N B ABHIA L,
HEE—3LFER#"” ( “This useless Hunanese can’
t learn anything no matter how you teach, just a
dumb pig”) can be transformed into “iX~ K ZE A

'Xinhua Dictionary is a widely used Chinese language
dictionary, often used in schools and education. It provides
standard pronunciations and character meanings.

“Pinyin is a system that uses the Latin alphabet to show
how Chinese words are pronounced.

3Waubi is a typing method for Chinese that uses character
structure instead of sound.
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Figure 1: The construction of the HED-COLD dataset. It begins with selecting samples containing homophonic
expressions from the COLD dataset. A homophone dictionary guides lexical replacement and syntactic rewritings.
The system keeps semantically similar sentences, forming the final HED-COLD dataset.

WNELEIAL, WER—KEN" , where
words are replaced with similar-sounding but ob-
fuscated characters.

To further increase linguistic variety, we ap-
plied syntactic paraphrasing techniques to the ho-
mophonically perturbed sentences. Specifically,
we used the LTP toolkit developed by HIT (Che
et al., 2020) to extract grammatical structures and
applied a set of syntactic transformation rules to
generate alternate formulations. For instance, the
sentence above could be rearranged into  “iX >
IR R E2 KRBT, EABIAR”

while preserving its original semantics.

3.4 Semantic Filtering

To ensure semantic consistency between the orig-
inal and transformed sentences, we employed pre-
trained language models to generate sentence em-
beddings for both. We then calculated cosine sim-
ilarity scores between each original-transformed
pair. A similarity threshold was applied to retain
only those homophonic sentences whose semantic
content closely matched that of the original. The
threshold value was empirically determined using
a small set of manually labeled semantically con-
sistent sentence pairs, with fine-tuning conducted
to identify the optimal cutoff point.

The final HED-COLD dataset, derived from fil-
tered sentences, comprises 10,000 samples focus-
ing on gender, region, and race. It contains a train-
ing set with 7,000 samples and a test set with 3,000

samples.

4 Homophone-Aware Pretraining
Strategy

We propose a homophone-aware pretraining strat-
egy built upon the constructed HED-COLD
dataset. This strategy aims to align semantically
equivalent expressions and enforce consistent pre-
dictions under phonetic variations. The entire pro-
cess is illustrated in Figure 2.

4.1 Input Mixing Mechanism

During training, we mix the original training set
from the COLD dataset and the training set from
the HED-COLD dataset to construct the final train-
ing data. This input mixing strategy serves as a
form of data augmentation, aimed at improving
the model’ s robustness and generalization when
detecting offensive language.

4.2 Semantic Alignment

To enhance the model’s understanding of homo-
phonic expressions, the semantic alignment train-
ing mechanism employs supervised fine-tuning
(SFT). The process begins with the model receiv-
ing an original sentence and generating its of-
fensiveness judgment and semantic interpretation.
Next, a new sentence with the same meaning but
modified through homophonic substitution is in-
troduced, and the model is trained to produce the
same judgment and interpretation as the original.
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Figure 2: Overview of the Homophone-Aware pretraining strategy. Data from HED-COLD and COLD are mixed
and inputted into the model. Then SFT aligns the semantics between original and homophone sentences. Finally,

the output is simplified to a binary classification.

Through multiple rounds of supervised learning,
the model learns to align inputs with similar mean-
ings but different forms.

4.3 Binary Classification Output

To improve the efficiency of detecting offensive
language in real-time content moderation, we use
a binary classification output mechanism. This
method simplifies sentence judgment and seman-
tic interpretation into two labels: 0 for non-
offensive and 1 for offensive. During training, the
model processes both original sentences and their
homophonic variants. It learns to assign the same
binary label to sentences with the same meaning.
We add a classification head to the pre-trained
model. Combined with a sigmoid activation func-
tion, this converts hidden states into binary outputs.
This approach greatly improves the efficiency of
real-time content moderation. It simplifies the out-
put format and supports fast deployment.

5 Experiments

5.1 Experimental Setup
5.1.1 Dataset

The experiments consist of training and testing
phases. For training, we adopt a homophone-
aware pretraining strategy. The training set is a
combination of the original COLD training data
and the augmented HED-COLD data, consisting
of 25,726 original COLD samples and 7,000 ho-
mophonic samples.

For testing, evaluation is conducted on both the
COLD test set and the HED-COLD test set. The
former is used to assess the model’ s ability to
detect offensive content in clean inputs, while the

latter evaluates its robustness in identifying offen-
sive language under homophonic perturbations.

5.1.2 Contrast Systems

To thoroughly evaluate the performance of our ap-
proach, we compare it against several representa-
tive models:

Qwen2.5-3B: Used as the baseline model to es-
tablish a reference point for performance.

Qwen2.5-7B: Included to investigate the impact
of increased model capacity.

BERT: A widely used, general-purpose pre-
trained model that serves as a strong baseline
across various NLP tasks.

Chinese-RoBERTa-wwm-ext: An improved
variant of RoOBERTa optimized for Chinese, serv-
ing as a strong contextualized encoder.

5.1.3 Settings

On the basis of these backbone models, we fur-
ther apply our proposed homophone-aware fine-
tuning strategy. The resulting models are denoted
as XXX+ours, where XXX refers to the corre-
sponding base model.

Experiments are conducted on a server with
four NVIDIA A800 GPUs, running Ubuntu 20.04
and CUDA 11.8.

5.1.4 Metrics

Standard classification metrics are used: Accuracy,
Precision, Recall, and F1-score. Among them, F1-
score is the primary metric to comprehensively
evaluate model robustness under homophone inter-
ference.



5.2 Experimental Results

5.2.1 Training Dynamics Observation
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Figure 4: Long-term training loss curve.

Figure 3 and 4 show the short-term and long-
term loss curves during training, respectively.
Models trained with the homophone-enhanced
dataset exhibit better convergence compared to
the original across both time scales. As illus-
trated in Figure 3, the enhanced model’s loss
curve drops steadily with lower volatility, indicat-
ing rapid adaptation to homophonic interference.
In Figure 4, the enhanced model consistently main-
tains a lower loss over long-term training, demon-
strating improved learning ability under complex
linguistic disturbances.

5.2.2 Model Test Performance Comparison

To verify the effect of homophone-aware fine-
tuning, we compare model performance under
equal training steps.

As seen in Figure 5, the model trained with
homophone enhancement (red curve) significantly
outperforms the original model (blue curve) early
in training. While both improve over time, the en-
hanced model consistently maintains higher accu-
racy, validating its superior capacity in detecting
homophone variations.
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Figure 5: Accuracy comparison of original vs.

homophone-enhanced models on the test set.

To further assess practical effectiveness, all four
models are evaluated on the original COLD test
sets and HED-COLD test sets.

As shown in Table 2, the baseline models ex-
hibit substantial performance differences between
the COLD and HED-COLD test sets. Taking
Qwen2.5-3B as an example, the model demon-
strates consistently high recall but significantly
low precision across both datasets, suggesting a
strong tendency toward overgeneralization and a
high rate of false positives. In contrast, Qwen2.5-
7B and BERT-based models display more bal-
anced metrics; however, their performance still
degrades on the HED-COLD set, indicating lim-
itations in handling phonetic variants commonly
used in adversarial attacks.

After incorporating the proposed homophone-
augmented training strategy, all models achieve
consistent improvements in precision, recall,
and Fl-score, with particularly notable gains
on the HED-COLD test set. For instance,
Qwen2.5-7B+ours improves its Fl-score from
0.6531 to 0.8759 on HED-COLD, representing
a relative increase of over 34%.  Similarly,
BERT+ours and chinese-roberta-wwm-ext+ours
yield Fl-score gains of approximately 2.7 and
2.1 percentage points, respectively. These results
demonstrate the effectiveness and generalizability
of our homophone-enhancement approach in im-
proving the models’ ability to detect phonetic ad-
versarial content.

A deeper analysis reveals that the core bottle-
neck in baseline models stems from the distribu-
tional mismatch between pretraining corpora and
phonetic attack patterns. By injecting curated ho-
mophonic word pairs into training, our approach
enables the model to construct a tri-level map-
ping among phonetic form, orthographic structure,



Table 2: Model performance comparison

Models COLD Test HED - COLD Test
Accuracy Precision Recall Fl-score | Accuracy Precision Recall Fl-score

Qwen2.5-3B 0.5656 0.4763  0.9682  0.6385 0.5259 0.4540  0.9753 0.6196
Qwen2.5-3B+ours 0.8232 0.8894  0.8078  0.8467 0.8529 09041 0.8364 0.8689
Qwen2.5-7B 0.7366 0.6501  0.7247  0.6854 0.7221 0.6453  0.6610 0.6531
Qwen2.5-7B+ours 0.8279 0.8912 0.8111  0.8493 0.8587 09121 0.8425 0.8759
Bert 0.8144 0.7246  0.8667  0.7893 0.8082 0.7247  0.8310 0.7742
Bert+ours 0.8212 0.7336  0.8605  0.7920 0.8290 0.8008  0.8018 0.8013
Chinese-roberta-wwm-ext 0.8251 0.7379  0.8657 0.7967 0.8136 0.7409  0.8134  0.7755
Chinese-roberta-wwm-ext+ours | 0.8371 0.8012  0.7826  0.7918 0.8364 0.7852  0.8072  0.7961

and semantic meaning. For example, to correctly
identify attacks such as ‘I (horse) — ““I&”
(mom), the model must jointly engage phoneme-
level recognition (e.g., /ma/) and semantic disam-
biguation (e.g., kinship term vs. animal name).
Experimental results suggest that this training
strategy significantly enhances the model’ s abil-
ity to dynamically balance phonetic similarity and
semantic deviation, thereby improving robustness
against phonetic perturbations.

5.2.3 Homophone Adaptability Analysis

To assess the impact of homophone data, we cal-
culate Fl1-score differences between COLD and
HED-COLD test sets:

A = Fiuep-cop — FicoLp

Table 3: F1-score difference across test sets

Models Gender Region  Race Total
Qwen2.5-3B -0.026 -0.036 0.007 -0.019
Qwen2.5-3B+ours 0.024  0.017 0.029 0.022
Qwen2.5-7B -0.063  -0.049 0.006 -0.032
Qwen2.5-7B+ours 0.025  0.020 0.029 0.025
Bert -0.021  -0.012 -0.005 -0.0151
Bert+ours 0.023  0.015 0.010 0.0093
Chinese-roberta-wwm-ext -0.013  -0.032 -0.022 -0.0212
Chinese-roberta-wwm-ext+ours 0.007 0.008 0.002 0.0043

As shown in Table 3, baseline models without
homophone augmentation exhibit notable perfor-
mance degradation on the HED-COLD test set
compared to the original COLD set, with F1-
score reductions observed across multiple task
categories. The most pronounced drops occur
in the Region and Gender categories. For in-
stance, Qwen2.5-7B shows an F1-score decline of
0.049 in Region and 0.063 in Gender, indicating a
lack of robustness in handling phonetic perturba-
tions within these contexts. In contrast, models
fine-tuned with our homophone-augmented data
demonstrate consistent performance gains across

all categories, with the most stable and signifi-
cant improvements observed in the Race category.
These results suggest that the proposed augmenta-
tion strategy not only improves overall model ro-
bustness but also mitigates sensitivity disparities
across task-specific categories.

A deeper investigation reveals that Gender and
Region are the categories most susceptible to pho-
netic attacks, largely due to their lexical charac-
teristics. Terms related to gender and geographi-
cal regions are frequently manipulated via homo-
phonic substitutions to evade detection—for ex-
ample, replacing ‘%l (northeast) with “ZR 4~
or “B3 N\’ (man) with ‘I \..” Such transforma-
tions preserve phonetic similarity while altering
surface forms, making them difficult for character-
level models to detect. Our proposed homophone-
enhancement strategy addresses this challenge by
incorporating structured homophonic variants dur-
ing training. The results underscore the neces-
sity of modeling phonetic variation in Chinese
safety-sensitive NLP tasks, especially when de-
fending against adversarial attacks targeting social
attributes.

5.2.4 Evaluation on ToxiCloakCN
Benchmark

To further evaluate the generalization capacity
of our homophone-aware training strategy under
cross-domain settings, we conduct experiments on
the ToxiCloakCN dataset as an external bench-
mark (Xiao et al., 2024). ToxiCloakCN is a Chi-
nese adversarial toxicity detection dataset, specifi-
cally designed to reveal the vulnerability of main-
stream large language models (LLMs) when faced
with various evasion tactics. Prior studies have
shown that existing models struggle to robustly de-
tect toxicity when the surface form of offensive
content is obfuscated using phonetic variants.

In this experiment, we fine-tune a set of



Table 4: Models’ performance on the ToxiCloakCN

Models Training Set | Instruction Type | Homophone Base
COLDetector COLD - 0.566 0.625
HED-COLD | - 0.658 0.647
LLAMA-3-8B COLD Chinese_text 0.599 0.689
HED-COLD | Chinese_text 0.702 0.693
Mistral COLD Chinese_text 0.547 0.691
HED-COLD | Chinese_text 0.718 0.704
Qwenl.5-MoE A2.7B | COLD Chinese_text 0.650 0.700
HED-COLD | Chinese_text 0.719 0.712
Qwen2.5-3B COLD Chinese_text 0.603 0.688
HED-COLD | Chinese_text 0.705 0.697
Qwen2.5-7B COLD Chinese_text 0.624 0.693
HED-COLD | Chinese_text 0.725 0.701

representative models, including COLDetector,
LLAMA-3-8B, Mistral, and several Qwen vari-
ants on two distinct training sets: the origi-
nal COLD dataset and the homophone-enhanced
HED-COLD dataset. Each trained model is then
evaluated on two subsets of ToxiCloakCN: the
Base set, which contains clean toxic samples with-
out obfuscation, and the Homophone set, which
includes adversarial examples featuring homo-
phonic substitutions. All models are prompted us-
ing the same instruction template. This experimen-
tal setup enables us to assess both the robustness
of the models against phonetic attacks and the gen-
eral transferability of the learned representations.

As shown in Table 4, models trained on COLD
generally perform worse on the Homophone sub-
set than on the Base subset, indicating a lack of
robustness in handling adversarially obfuscated
toxicity. In contrast, models fine-tuned with
HED-COLD consistently exhibit substantial per-
formance gains across both evaluation sets. For in-
stance, models such as Mistral and Qwen1.5-MoE
achieve over 10 percentage points of improvement
on the Homophone subset after homophone-aware
training, underscoring the effectiveness of our aug-
mentation in enhancing attack resilience. More no-
tably, we also observe moderate improvements on
the Base set (e.g., Qwenl.5-MoE improves from
0.700 to 0.712), suggesting that the benefits of
homophone-enhanced training extend beyond tar-
geted adversarial defense and contribute positively
to general semantic understanding. These results
collectively demonstrate that our strategy strength-
ens the model’s capacity to detect semantically
toxic content even when it is obfuscated via pho-
netic camouflage, while maintaining or improving
performance on standard inputs—a desirable trait
for building robust and trustworthy Chinese con-
tent moderation systems.

6 Conclusion and Future Works

This study addresses the challenge of defending
against homophonic adversarial attacks in Chinese
online environments by proposing a robustness-
enhancing framework for large language models.
We introduce HED-COLD dataset and develop
a homophone-aware pretraining strategy to equip
models with phonetic resilience. Experimental re-
sults consistently show that traditional models suf-
fer from significant performance degradation un-
der homophonic attack scenarios, whereas mod-
els trained with our augmented data demonstrate
improved stability and robustness. In particular,
the proposed method achieves balanced improve-
ments across sensitive attributes such as gender
and region, highlighting its domain-generalizable
effectiveness. Furthermore, evaluation on the out-
of-domain ToxiCloakCN benchmark confirms that
our strategy not only enhances detection of pho-
netic adversaries but also improves performance
on clean inputs, validating its broad transferability
and real-world applicability.

In future work, we plan to explore multimodal
homophone attacks that combine phonetic pertur-
bations with visual and structural noise, such as
emoji insertion, character distortion, and code-
switching. Finally, we envision building adaptive
adversarial training pipelines that integrate phono-
logical knowledge dynamically during pretraining
and finetuning, enabling more robust and context-
aware defense systems for open-domain Chinese
NLP applications.

7 Limitations

While our work demonstrates promising results in

enhancing the robustness of Chinese offensive lan-

guage detection, several limitations remain.
Firstly, our homophonic perturbation approach



depends on predefined pinyin similarity rules and
curated dictionaries. This design may not fully
capture the diversity and complexity of real-world
phonetic variations, especially those involving am-
biguous pronunciations, polyphonic characters, or
informal user expressions.

Secondly, our work focuses exclusively on of-
fensive language detection. It is unclear whether
the proposed homophone-aware training strategy
can be effectively applied to other NLP tasks such
as sentiment analysis, rumor detection, or dialogue
moderation. This limits the generalizability of our
method.

Thirdly, the model is trained and evaluated
on datasets that reflect specific annotation guide-
lines for offensive content. These standards may
vary across platforms and cultural contexts, which
could impact the model’ s ability to generalize to
different real-world settings.

8 Ethics Statement

This research focuses on detecting offensive lan-
guage in Chinese, particularly when such con-
tent is disguised through homophonic substitu-
tions. Our goal is to develop an effective method
for identifying offensive content even when sur-
face forms are intentionally altered to evade detec-
tion, thereby supporting safer and more respectful
online environments.

To evaluate model robustness, we construct
HED-COLD, a dataset generated by systemati-
cally applying homophonic perturbations to sen-
tences from the publicly available COLD dataset.
While this process is essential for studying ad-
versarial resilience, we acknowledge the potential
risk that similar techniques could be used to im-
prove evasion tactics. However, our work is solely
intended to enhance offensive language detection
and is not designed to promote censorship or re-
strict legitimate expression.

No new user-generated content was collected in
this study. All data is derived from existing pub-
lic resources, and perturbations were generated
through controlled rule-based transformations.

To ensure privacy and ethical compliance, we
carefully examined the dataset to confirm that it
does not contain personally identifying informa-
tion (PII) or offensive content beyond the targeted
categories. Although the original COLD dataset is
publicly available and anonymized, we performed
manual and automated screening to mitigate poten-

tial risks of sensitive information leakage or unin-
tended amplification of harmful content. We re-
mind users to handle the dataset responsibly to pro-
mote ethical research practices.

We adhere to the stated academic use of the
COLD dataset and comply with the MIT license
governing the use of external tools, including
pypinyin. The homophone replacements were
based on authoritative resources such as the Xin-
hua Dictionary and Wubi input codes.

This work is conducted with a clear ethical pur-
pose: to improve the robustness and fairness of
content moderation tools, ensuring that online plat-
forms can better manage harmful content while up-
holding the principles of open communication.

This study only uses publicly available and
anonymized datasets without collecting new data
or involving direct interaction with human sub-
jects.  Therefore, the research protocol was
deemed exempt from Institutional Review Board
(IRB) approval as it does not meet the criteria for
human subject research requiring formal ethical
oversight.
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A Partial Samples from the HED-COLD
Dataset

Figure 6 shows several randomly selected samples
from the HED-COLD dataset.

Each sentence in the dataset comes from one of
three topics: gender, race, and region. Every sen-
tence has a label. A label of 0 means the sentence
is non-offensive. A label of 1 means the sentence
is offensive and may harm the online environment.

For each sample, we present the original sen-
tence from the COLD dataset and its homophone-
perturbed version from the HED-COLD dataset.
Words highlighted in blue indicate those to be re-
placed by homophones. Words in red show the
result after homophone substitution.

Besides word replacements, our method also ap-
plies sentence structure changes to simulate more
diverse variations.

B Dialogue Example of Offensive
Language Detection

Figure 7 shows how the model detects offensive
content in a homophone-perturbed sentence.To
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save space, we have excerpted several parts
and only show one end-to-end Chain-of-Thought
(CoT) example.

The system part is the prompt template, which
defines the role and task of the large model. The
model acts as a hate speech detection expert. It is
asked to judge whether the given statement con-
tains offensive, abusive, or potentially harmful
content, and to output the result strictly in the spec-
ified format.

The user part is the core, defining a series of
judgment rules and providing the input statement
to be evaluated.

The assistant part shows the large model’ s out-
put after detecting the sentence. The output is bi-
nary: '0’ means that the sentence is not offensive,
and ’1” means that the sentence is offensive.

C Model Training Setup and
Hyperparameter Details

During model training, we employed a parameter-
efficient fine-tuning method based on LoRA (Low-
Rank Adaptation), with the LoRA rank set to 8,
a scaling factor of 32, and a dropout rate of 0.1.
These were applied primarily to key projection lay-
ers within the self-attention mechanism to enable
effective low-rank adaptation. The training used a
per-device batch size of 4 combined with a gradi-
ent accumulation step of 4, resulting in an effective
batch size of 16. The model was trained for a total
of 3000 epochs with a relatively low learning rate
of 1 x 1078 to ensure stable fine-tuning. To re-
duce memory usage, gradient checkpointing was
enabled, and gradient clipping was applied with a
maximum norm of 1.0 to prevent gradient explo-
sion. The model was saved every 100 steps, and
logging was performed at every step. The maxi-
mum input sequence length was limited to 384 to-
kens. Training data was processed through a cus-
tom function to tokenize inputs and generate corre-
sponding labels and attention masks, ensuring con-
sistent input formatting and effective training.
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topic | label TEXT
COLD dataset HED-COLD dataset

gender |1 BRAT REVERHAEERREE, B &, AT REEAERT AR E.

region | 0 XARFIEEAANBMSR, RERMNT | XAREEEAARZSRE, RBEMANTF
FTREE? LT RRIE?

race 1 ENEATREREIETFHY, HgHE ENEE NERERIRRE, FTM R ABUEFHY

region | 1 Eiﬁlﬁlﬁ$f¢@%§zﬁﬁﬂ%*9’\]k#ﬁ, R | EEERSE—IMEEMBRENARE, AF
WICBEFEAA B AHENR? RICEFERA BT AREEN?

gender | 0 BMNXERENS L, —EFA12013009% | BTXLRENE LT, —EHAH1201308914F
E BHEE,
BN AEEERNERANLXNFER. |MIAARSEERZEZEANEXNEER,

race 1 HZRZATHELRDS, RBGRZIMNEEMR | BEREN THERE, RBGRIIMEER
K R,

region | 1 REBAZBHIREROAAE: 1., 2. & 3| HEABHERNAS: 1. £ 2. &, 3.
iR . AR, AR FiRET . AHEE. ARHR.....

race 0 MNBREMNTT, AN IEBFERBEER | MBx, EA—IMEHFREEESX KNG
XRAIERE/ N, FERNE, EMET .

Figure 6: Examples of original and homophone-perturbed sentences from the HED-COLD dataset.

System:
RE—NMREERNER, BHHMEENTRESERELE. EEFURGEMRANRA

&, FraRREEsBEER.

User:

125 HMSRISRESEAEL. EEIREGTMANAE.
2. F BRI

- iR S RFRE RS ZIREIR AR HEMR,
- P RMISE IS ZIRENR AR BB,
"R S RMBIEARSZIRENR AR AEMR,
fFelEe: "X CEMBATER—L&FMT,

3.

45 AET
RESENAMSEIEHNNIRESE, Bad 1, &N, EwmLeor, "

BARKETRNAE, "
BARRXHAE, "
HBMH L ERFIREAR.
BEABEARL” «— userinput
"B LR SR H TR, F0HE IR MAER. MRS

Assistant:

1

Figure 7: dialogue example of offensive language detection.
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