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Abstract

Large language models (LLMs) with in-context001
learning have significantly improved the perfor-002
mance of text-to-SQL task. Previous works003
generally focus on using exclusive SQL gener-004
ation prompt to improve the LLMs’ reasoning005
ability. However, they are mostly hard to han-006
dle large databases with numerous tables and007
columns, and usually ignore the significance008
of pre-processing database and extracting valu-009
able information for more efficient prompt engi-010
neering. Based on above analysis, we propose011
RB-SQL, a novel retrieval-based LLM frame-012
work for in-context prompt engineering, which013
consists of three modules that retrieve concise014
tables and columns as scheme, and targeted015
examples for in-context learning. Experiment016
results demonstrate that our model achieves bet-017
ter performance than several competitive base-018
lines on public datasets BIRD and Spider 1.019

1 Introduction020

Text-to-SQL is a task of converting natural lan-021

guage questions into SQL queries that are used022

to obtain the answers from the database. It has023

attracted widespread research attention and appli-024

cation in database querying.(Qin et al., 2022; Sun025

et al., 2023). Early methods utilize pre-trained mod-026

els to encode the input sequence. Some researchers027

decode queries by abstract syntax trees (Wu et al.,028

2023; Guo et al., 2019; Wang et al., 2020), while029

others use predefined sketches (He et al., 2019).030

Recent works focus on extracting the question-to-031

SQL patterns generalized by training an encoder-032

decoder model with text-to-SQL corpus (Hui et al.,033

2022; Li et al., 2023a,b; Zheng et al., 2022; Gao034

et al., 2024). More recently, there has been growing035

interest in using Large Language Models (LLMs)036

to explore novel approaches for guiding SQL gen-037

eration, and some remarkable progress has been038
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Question:
What is the highest eligible free rate for K-12 
students in the schools in Alameda County?

User

Database

Knowledge:
Eligible free rate for K-12 = `FRPM Count (K-
12)` / `Enrollment (K-12)`

Table Scheme:
frpm: CDSCode, Academic Year, …, IRC
schools: CDSCode, NCESDist, …, LastUpdate
satscores: cds, rtype, …, NumGE1500

Few-shot example:
example 1:
question: 
List all the streets with more than 10 restaurants in Alame
da county.

……
gold SQL: 
SELECT T2.street_name FROM geographic AS T1 INNER 
JOIN location AS ……T2.street_name HAVING 
COUNT(T2.id_restaurant) > 10

......

gold SQL: SELECT `FRPM Count (K-12)` / `Enrollment (K-12)` 
FROM frpm WHERE `County Name` = 'Alameda' ORDER BY 
(CAST(`FRPM Count (K-12)` AS REAL) / `Enrollment (K-12)`) 
DESC LIMIT 1

（a） （b）

𝑫𝑷𝑹𝒎𝒐𝒅𝒆𝒍

Question Document
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Figure 1: (a) An example of utilizing LLM to solve
text-to-SQL task. (b) The diagrams of DPR model and
our proposed RB-model. Compared with DPR model,
RB-model expands the input from document to other
data types (i.e., table, column, SQL skeleton).

significantly made in prompt and chain of thought. 039

Fig 1 (a) shows an example of utilizing LLM to 040

solve text-to-SQL task. 041

Different from prior studies, the fundamental 042

solution in LLM-based text-to-SQL has primarily 043

focused on using exclusive SQL generation prompt 044

approaches to obtain a fully correct SQL query 045

(Gao et al., 2024). Existing approaches tend to 046

maintain the whole tables and its corresponding 047

columns as the table schema in databases. Thus, it 048

will possibly introduce a large amount of redundant 049

information in the prompt that is irrelevant to the 050

original question, especially for the complex multi- 051

table queries (e.g., nested or joined queries) and 052

extremely large single tables. The excessive redun- 053

dancy can significantly introduce negative noise 054

and exceed the LLMs context window length limi- 055

tations. In addition, previous works tend to ignore 056

the significance of both pre-processing database 057

and valuable information extraction, thus limiting 058

the interpretability and prompt engineering effi- 059

ciency. Therefore, efficient information retrieval 060

for tables and columns could significantly improve 061

the performance of text-to-SQL. Moreover, the hal- 062

lucination in text-to-SQL is also a notorious prob- 063
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lem in LLMs. We observe that the approach of064

guiding through the skeleton related to SQL syn-065

tactic can alleviate hallucination. Previous studies066

focused on integrating the skeleton information of067

SQL into sequence-to-sequence models for mod-068

eling (Li et al., 2023a), without explicitly utilizing069

the syntactic advantages of the skeleton to guide070

correct SQL generation process.071

To address the above issues, we consider using072

Dense Passage Retrieval (DPR) models to retrieve073

relevant tables, columns and examples from orig-074

inal databases for prompt engineering. Existing075

DPR models tend to calculate similarity directly076

between question and document without involving077

other data types, while recent research (Wang et al.,078

2022) points out that DPR models can also be used079

for retrieving answers from table. Therefore, we080

are motivated to design Retrieval-Based (RB) mod-081

els on the basis of DPR, which further calculate082

similarity between SQL question and certain SQL083

data types (table, column, SQL skeleton) instead084

of using document. We also improve in-context085

learning (ICL) approach to benefit from retrieval086

effectiveness. As shown in Fig 1 (b), We use RB-087

models to separately retrieve table, column, SQL088

skeleton that have high similarity with our target089

question. This pre-processing method helps de-090

crease redundant information in schema and search091

out few-shot examples with high reference value092

(similar SQL skeleton) for in-context learning.093

In this paper, we propose a retrieval-based text-094

to-SQL framework named RB-SQL, which mainly095

contains three independent RB-models to sepa-096

rately calculate similarity between question and097

certain SQL data types (tables, columns, SQL skele-098

ton). Table-Retriever aims to retrieve tables that099

are most relevant to the question from the massive100

tables in database. Column-Retriever further re-101

trieves columns in the previous retrieved tables to102

reduce the number of selected columns. The goal103

of Table-Retriever and Column-Retriever is to play104

a pre-filtering role in text-to-SQL task, which not105

only reduces redundant information and minimizes106

the impact of excessive tables and columns (includ-107

ing their mutual effects) but also accelerates the108

efficiency of subsequent SQL generation. SQL-109

skeleton-Retriever is used for searching few-shot110

examples having similar SQL skeleton with ques-111

tions. Besides, we introduce SQL skeleton into112

the stage of example organization between ques-113

tion and gold SQL, which enhances the in-context114

learning process. We conduct comprehensive eval-115

question

database

Prompt(origin)
Question

Table Schema (origin)

Knowledge

Few Shot Example (origin)

SQL result

Table-Retriever

Column-Retriever

Big table

Table Schema

SQL-skeleton-Retriever

Few Shot Example

+SQL Skeleton

Prompt
Question

Knowledge

Table Schema

Few Shot Example

Schema

In-context
learning

Figure 2: Framework of the RB-SQL. Table-Retriever
filter tables from database and Column-Retriever fur-
ther filter columns. SQL-skeleton-Retriever is used to
choose similar few-shot examples and add SQL skeleton
into example organization.

uations on two cross-domain text-to-SQL datasets 116

BIRD and Spider, experimental results indicate RB- 117

SQL outperforms several baselines. 118

To summarize, our contributions are as follows: 119

• We propose RB-SQL, a novel retrieval-based 120

framework for LLMs in text-to-SQL. 121

• We introduce three independent RB-models to 122

refine SQL schema and select relevant exam- 123

ples for in-context learning. We also introduce 124

SQL skeleton as an intermediate and effective 125

step in the prompt example organization to 126

guide correct SQL generation. 127

• Experimental results demonstrate that our pro- 128

posed model outperforms several baselines on 129

BIRD and Spider datasets. 130

2 Related Work 131

2.1 LLM for text-to-SQL 132

Recently, LLMs have shown remarkable improve- 133

ment for various NLP tasks (Gao et al., 2024; Wang 134

et al., 2024). Many researchers utilize LLMs in 135

text-to-SQL tasks to further improve the perfor- 136

mance. It is the most important tasks to properly 137

design and use prompts to better guide LLMs for 138

SQL generation, as it directly affects the accuracy. 139

For example, Tai et al. (Tai et al., 2023) stud- 140

ied how to enhance the inference ability of LLMs 141

through chain-of-thought style prompt, including 142

the original chain-of-thought prompt and least-to- 143

most prompt. Chang et al. (Chang and Fosler- 144

Lussier, 2023) comprehensively investigated the 145

impact of prompt constructions across various set- 146

tings when constructing the prompt for text-to-SQL 147
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inputs. DAIL-SQL (Gao et al., 2024) consider148

both question and queries to select few-shot ex-149

ample, use a new example organization strategy150

to trade-off in terms of quality and quantity, and151

adopt Code Representation Prompt as the question152

representation. Additionally, some researchers pro-153

pose novel frameworks for simplifying databases,154

query decomposition and other prompt engineer-155

ing approach, like C3-SQL (Dong et al., 2023b)156

and DIN-SQL (Pourreza and Rafiei, 2023). More157

recently, Wang et al. propose MAC-SQL (Wang158

et al., 2023), a framework centered on multi-agent159

collaboration that can be utilized for more intri-160

cate data scenarios and a broader spectrum of error161

types for detection and correction.162

2.2 Dense passage retrieval163

Given a collection of M text passages, the goal164

of DPR is to index all the passages in a low-165

dimensional and continuous space, such that it can166

retrieve efficiently the top-k passages relevant to167

the input question (Karpukhin et al., 2020). Early168

researchers apply representation-focused rankers,169

which independently compute an embedding for170

question and another for document and estimate171

relevance as a single similarity score between two172

vectors (Zamani et al., 2018). There are also some173

researchers use all-to-all interaction, which models174

the interactions between words within as well as175

across question and document at the same time, as176

in BERT’s transformer architecture (Nogueira and177

Cho, 2019). However, the performance of the for-178

mer architecture need to be further improved, while179

the latter architecture has the relatively slower run-180

ning efficiency. Therefore, Omar et al. propose late181

interaction as a paradigm for efficient and effective182

neural ranking (Khattab and Zaharia, 2020).183

3 Problem Definition184

Text-to-SQL is the task of converting a natural185

language question Q into a correct SQL query Y ,186

which is capable of retrieving relevant data from187

a database. The database can be represented as188

D = {T1, T2...Tm}, m is the number of tables in189

the database. For T = {C1, C2...Cn}, Ci refers to190

columns in table T , n is the number of columns191

in the table. When dealing with complex database192

values, we may use external knowledge evidence193

K to support our model understand the inner re-194

lationship between question and database better.195

Ultimately, the process of text-to-SQL could be196

𝐁𝐞𝐫𝐭𝑸
𝑻 𝐁𝐞𝐫𝐭𝑻

𝑻

Question Table

What is the highest eligible 
free rate for K-12 students in 
the schools in Alameda County?

MaxSim MaxSim MaxSim

+

name:frpm||content:“CDSCode:te
xt”|“Academic Year:text”|“District 
Code:integer”|……

STCDSCode Academic Year … IRC

… … … …
frpm

CDSCode NCESDist … LastUpdate

… … … …
schools

cds rtype … NumGE1500

… … … …
satscores

Table-Retriever

Database: california_schools

CDSCode Academic Year … IRC

… … … …
frpm

CDSCode NCESDist … LastUpdate

… … … …
schools

cds rtype … NumGE1500

… … … …
satscores

𝑆𝑞, 𝑓𝑟𝑝𝑚
𝑇 > 𝜃

𝑆𝑞, 𝑠𝑐ℎ𝑜𝑜𝑙𝑠
𝑇 < 𝜃

𝑆𝑞, 𝑠𝑎𝑡𝑠𝑐𝑜𝑟𝑒𝑠
𝑇 < 𝜃

√

×

×

（a） （b）

Question

What is the …… in 
Alameda County?

Figure 3: (a) The workflow of Table-Retriever. The mod-
ule calculate similarity of question with tables and re-
trieve highly relevant tables for question. (b) Framework
of Table-Retriever. We use BERT to encode question
and table separately with MaxSim-based late interaction
to calculate the similarity score.

formulated as follows: 197

Y = f (Q,D,K| θ) (1) 198

where f(·|θ) can represent a model or neural net- 199

work with the parameter θ. 200

4 Methodology 201

4.1 Proposed Model 202

Inspired by ColBERT (Khattab and Zaharia, 2020), 203

we propose a retrieval-based text-to-SQL frame- 204

work for constructing prompt, which consists of 205

Table-Retriever (TR), Column-Retriever (CR) and 206

SQL-Skeleton-Retriever (SR). TR, CR and SR are 207

three different RB-models. TR filters out irrel- 208

evant tables which reduces the first interference 209

at the database tables level. CR aims to continu- 210

ously reduce the interference caused by columns 211

(ex.too many columns in a table) and obtain ap- 212

propriate numbers of relevant columns. TR and 213

CR jointly complete SQL schema construction and 214

involve schema linking and are served as a SQL 215

pre-processing function. Furthermore, SR selects 216

few-shot examples with similar SQL skeleton for 217

questions, which provides syntactic guidance to 218

generate more syntactically correct SQL results. 219

What’s else, we introduce SQL skeleton into ex- 220

ample organization, which enhances the in-context 221

learning process of LLMs. 222

4.2 Schema construction 223

4.2.1 Table-Retriever 224

Table-Retriever is a module for retrieving highly 225

correlated tables for each question. Omar Khattab 226

et al. (Khattab and Zaharia, 2020) discover that 227
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a model employing contextualized late interaction228

over deep LMs is efficient for retrieval. In our229

model, we use BERT as encoders and MaxSim-230

based late interaction to calculate the similarity231

of question q and table t. As shown in Fig 3 (b),232

we first convert the tables into continuous text by233

directly concatenating table name, column names234

and column types as {ttext = name : n||”c1 :235

ty1”|”c2 : ty2”|...|”cn : tyn”}, n is table name, ci236

is column name, tyi is data type of ci. We use q237

as the input of BertQ, which computes a contex-238

tualized representation of each token. Then, we239

pass the output representations through a 1D-CNN240

layer with no activations, which is used for dimen-241

sion reduction. Following the settings of ColBERT242

(Khattab and Zaharia, 2020), we typically fix the243

output size m to be much smaller than BERT’s244

fixed hidden dimension, which we discuss later.245

After that, we normalize the output embeddings so246

each has L2 norm equal to one:247

OT
q = Normalize

(
CNN

(
BERTT

Q (q)
))

(2)248

We use converted table as the input of BertT , the249

rest of steps are the same as above, so we can get250

the output representations of table as follow:251

OT
t = Normalize

(
CNN

(
BERTT

T (ttext)
))

(3)252

Next, we employ the output embeddings OT
q and253

OT
t to conduct late interaction. Concretely, we254

apply each token embedding of OT
q to calculate255

dot-products similarity with every embedding of256

OT
t and obtain the maximum value. We add these257

value together and acquire the final similarity score258

of question q and table t:259

ST
q,t =

∑
i∈[|OT

q |]

max
j∈[|OT

t |]
OT

qi ·O
T
tj (4)260

Fig 3 (a) shows the process of table retrieval. We in-261

put a question and tables from a database into Table-262

Retriever module, then we get similarity scores of263

q with each table. If the score is higher than a264

threshold θ, we assume the table is relevant to this265

question. On the contrary, it is not. Table-Retriever266

module is used for retrieving highly relevant tables267

to help reduce the burden of inference for LLMs.268

4.2.2 Column-Retriever269

Column-Retriever is the downstream module of270

Table-Retriever. Given the retrieved tables output271

by Table-Retriever, Column-Retriever can retrieve272

frpm||CDSCode: [‘01100170109835’ …

frpm||Academic Year: [‘2014-2015’, …

frpm||County Name: County Code. [‘Los Angeles’ …

𝐁𝐞𝐫𝐭𝑸
𝑪 𝐁𝐞𝐫𝐭𝑪

𝑪

Question Column Features

What is the highest eligible 
free rate for K-12 students in 
the schools in Alameda County?

MaxSim MaxSim MaxSim

+

frpm||County Name: County 
Code. [‘Los Angeles’, ‘San 
Diego’, ‘Orange’, ‘San 
Bernardino’, ‘Riverside’]

SCCDSCode Academic Year … IRC

… … … …

Column-Retriever

Table: frpm

𝑆𝑞,𝑓𝑟𝑝𝑚
𝑇 > 𝜃

𝑆𝑞,𝐶𝐷𝑆𝐶𝑜𝑑𝑒
𝐶 < 𝜇

√

×
×

（a） （b）

Question

What is the …… in 
Alameda County?

frpm||County Name: County Code. [‘Los Angeles’ …County Name:

frpm

CDSCode: frpm||CDSCode: [‘01100170109835’ …

Academic Year: frpm||Academic Year: [‘2014-2015’, …

……
IRC: frpm||IRC: . [None, 0,1]. Not useful …

Column Features:

County Name:

CDSCode:

Academic Year:

IRC: frpm||IRC: . [None, 0,1]. Not useful …

Column Features:

……

𝑆𝑞,𝐴𝑐𝑎𝑑𝑒𝑚𝑖𝑐 𝑌𝑒𝑎𝑟
𝐶 < 𝜇

×

√

𝑆𝑞,𝐼𝑅𝐶
𝐶 < 𝜇

𝑆𝑞,𝐶𝑜𝑢𝑛𝑡𝑦 𝐶𝑜𝑑𝑒
𝐶 > 𝜇

Figure 4: (a) The workflow of Column-Retriever. The
module retrieve highly relevant columns for question.
(b) Framework of Column-Retriever.

highly correlated columns for each question, such 273

as those that are identical or semantically similar 274

to certain entities in the question, and can further 275

filters out redundant information of schema. As 276

shown in Fig 4 (b), the framework of Column- 277

Retriever is the same as Table-Retriever, which 278

is designed to calculate the similarity of question 279

q and column c. We convert column features into 280

continuous text ctext by concatenating table name 281

tname, column name cname, column description 282

cdesc, examples [e1...ei], value description vdesc 283

and other knowledge k, as {ctext = tname||cname : 284

cdesc[e1...ei]vdesck}. Then we use q and ctext as 285

the input of BertQ and BertC , and obtain output 286

embeddings OC
q and OC

c through similar process 287

with Table-Retriever: 288

OC
q = Normalize

(
CNN

(
BERTC

Q (q)
))

(5) 289
290

OC
c = Normalize

(
CNN

(
BERTC

C (ctext)
))

(6) 291

In late interaction, we acquire the similarity score 292

by the sum of MaxSim value in the same way: 293

SC
q,c =

∑
i∈[|OC

q |]

max
j∈[|OC

c |]
OC

qi ·O
C
cj (7) 294

Fig 4 (a) shows the process of column retrieval. 295

We input the target question and column features 296

(from the retrieved tables after TR) into Column- 297

Retriever module to obtain similarity scores of q 298

with each column. Only if the scores are higher 299

than a threshold µ, we reserve the related columns. 300

It can further reduce the overall length of the 301

schema in the prompt and eliminates potential in- 302

terference information, therefore improving the ex- 303

ecution performance and accuracy of LLMs. 304

4.2.3 Specialized handling of Large tables 305

In practical applications, some tables may have too 306

many columns that the converted tables ttext are so 307
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𝐁𝐞𝐫𝐭𝑸
𝑺 𝐁𝐞𝐫𝐭𝑺

𝑺

Question SQL Skeleton

What is the highest eligible 
free rate for K-12 students in 
the schools in Alameda County?

MaxSim MaxSim MaxSim

+

SELECT [column_name] FROM 
[table_name] ……COUNT([colu
mn_name]) > [value]

SS

SQL-Skeleton-Retriever

（a） （b）

Question

What is the …… in 
Alameda County?

SQL Skeleton from training set

SELECT [column_name] FROM [table_name] ……COUNT(([column_name]) > [value]
SELECT CAST(SUM(IIF([column_name]……WHERE [column_name] = [value]

……

qi: List all the streets with more than 10 restaurants in Alameda county.

Few-shot Organization 𝑆𝑞, 𝑠𝑘𝑖
𝑆 > 𝜃

√

ski:

ski+1:
ski+2:

Sub question 1: Identify the cities that belong to Alameda county.

generate the SQL skeleton from sub question:

```sql skeleton

SELECT [column_name]

FROM [table_name]

WHERE [column_name] = [value]

```

fill the SQL skeleton, replace [table_name] and [column_nam

e] with exactly column name and table name in sub question:

```sql

SELECT `city`

FROM geographic

WHERE `county` = 'alameda county'

```

Sub question 1

sql skeleton generate

sql generate

Sub question 2

sql skeleton generate

sql generate

SQL: SELECT T2.street_name FROM geographic AS T1 INNER JOIN 
location AS ……T2.street_name HAVING COUNT(T2.id_restaurant) > 10

……

（instruction）

Figure 5: (a) The workflow of SQL-Skeleton-Retriever.
(b) Framework of SQL-Skeleton-Retriever.

long. Since we use BERT as our encoder, which308

is not able to handle over 512 tokens, we need a309

specialized design to handle large tables. In our310

method, if the length of ttext is over 512, we firstly311

use Column-Retriever to perform coarse filtering312

with smaller threshold µ′, which can shorten the313

table by reducing the number of columns. Then314

we pass the shortened table back to Table-Retriever.315

All the following steps are the same as before.316

4.3 In-context Learning317

LLMs can perform better for text-to-SQL through318

in-context learning, in which only a few exam-319

ples are provided in the input prompts (Gao et al.,320

2024). To enhance the SQL generation capabili-321

ties of LLM, we specialized design the examples322

selection and examples organization for in-context323

learning in the following.324

4.3.1 Example Selection325

According to prior studies (Dong et al., 2023a), in-326

context learning is essentially learning from anal-327

ogy, so it is effective to select examples that are328

similar with the target question. In our method, we329

apply a RB-model SQL-Skeleton-Retriever as the330

example selection module. As shown in Fig 5 (b),331

the framework of SQL-Skeleton-Retriever is the332

same as the RB-model above, the input for BERT-333

based encoders are question q and SQL skeleton334

sk. sk is the original SQL which is masked spe-335

cific content by [column_name], [table_name] and336

[value] token. As we have introduced RB-model337

in detail , here we directly provide the formula of338

SQL-Skeleton-Retriever:339

OS
q = Normalize

(
CNN

(
BERTS

Q (q)
))

(8)340
341

OS
sk = Normalize

(
CNN

(
BERTS

S (sk)
))

(9)342
343

SS
q,sk =

∑
i∈[|OS

q |]

max
j∈[|OS

sk|]
OS

qi ·O
S
skj

(10)344

Before we select few-shot examples for in-context 345

learning, we first translate all the SQL queries from 346

our training set into SQL skeletons as a candidate 347

set SK = {sk1, sk2...skn}. To conduct k-shot 348

examples selection for a target question q, we ap- 349

ply SQL-Skeleton-Retriever to retrieve top-k SQL 350

skeletons from SK. Then we trace the source and 351

find the original samples corresponding to these 352

skeletons as our final selected k-shot examples. 353

4.3.2 Example Organization 354

The example organization plays an important role 355

in in-context learning which guides LLMs to think 356

step by step and finally generate SQL result. There 357

are two advanced methods for text-to-SQL parsing: 358

chain-of-thought prompt and least-to-most prompt 359

(Zhou et al., 2023). The former provide thinking 360

process to obtain an answer, while the latter decom- 361

pose complex question into progressively refined 362

sub-questions and solve them one by one. Inspired 363

by the previous work, we find it is efficient to de- 364

compose complex questions into multiple simple 365

steps and provide the human like thinking process 366

as detailed as possible. 367

Based on the above, we introduce SQL skele- 368

ton as an intermediate step in in-context learning, 369

which conforms to human way of thinking. Fig 5 370

(a) illustrates our organization process. Given the 371

selected few-shot question qi, we first decompose 372

it into sub-questions as the way of (Zhou et al., 373

2023). Then, we generate SQL skeleton (origi- 374

nal SQL masked by [column_name], [table_name] 375

and [value]), which guides LLMs to think about 376

the structures of SQL first. Next, we prompts the 377

model to extract exact values from the sub-question 378

and fill the SQL skeleton to obtain gold SQL query. 379

After all the sub-question solved, we finally obtain 380

the SQL query of qi. In conclusion, generating and 381

filling SQL skeleton provide more detailed infer- 382

ence steps for in-context learning, which enhance 383

the performance of LLM. 384

4.4 Error Correction 385

Error correction module is designed to automati- 386

cally correct errors after generating SQL queries, 387

because the generated SQL usually contains cer- 388

tain accidental errors such as missing keywords 389

or syntax errors. Thus, we need an error correc- 390

tion module to optimize the initial SQL generation 391

results by automatically amending specific errors. 392

We firstly execute the initial SQL results to ob- 393

tain preliminary execution results (PER). Whether 394
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Datasets Train Dev Test

BIRD 9428 1534 1789
Spider 8659 1034 2147

Table 1: The statistics of BIRD and Spider datasets.

to use the error correction module will be evaluated395

based on execution feedback. When the PER are396

empty or certain errors occur during the process,397

we need integrate the SQL results and error infor-398

mation together as input to generate a correct SQL399

using LLMs. This iterative process continues un-400

til the PER is error-free or a predefined maximum401

number of correction attempts has been reached.402

The appendix A introduces this module in detail.403

5 Experimental Setup404

This section mainly introduces experimental setups.405

Table 1 shows the statistics of two datasets. The406

appendix B contains the experimental settings.407

5.1 Datasets408

• BIRD (Li et al., 2023c) represents a pioneer-409

ing, cross-domain dataset that examines the410

impact of extensive database contents on text-411

to-SQL parsing. BIRD contains over 12,751412

unique question-SQL pairs, 95 big databases413

with a total size of 33.4 GB. We test and verify414

the effect of our proposed method on develop-415

ment set, as the test set is not accessible.416

• Spider (Yu et al., 2018) is a large-scale com-417

plex and cross-domain semantic parsing and418

text-to-SQL dataset. It consists of 10,181419

questions and 5,693 unique complex SQL420

queries on 200 databases with multiple tables421

covering 138 different domains. Inspired by422

BIRD, we generate extra evidence for Spider,423

which we illustrate in appendix C.424

5.2 Evaluation Metrics425

Following BIRD (Li et al., 2023c), we utilize ex-426

ecution accuracy (EX) and valid efficiency score427

(VES) to evaluate text-to-SQL models.428

• Execution Accuracy (EX) (Li et al., 2023c)429

is defined as the proportion of questions in430

the evaluation set for which the execution re-431

sults of both the predicted and ground-truth432

inquiries are identical, relative to the overall433

number of queries.434

Model
BIRD

EX VES
ChatGPT + CoT 36.64 42.30
GPT-4 46.35 49.77
DIN-SQL + GPT-4 50.72 58.79
DAIL-SQL + GPT-4 54.76 56.08
RB-SQL + GPT-4 58.07 59.72

Table 2: EX and VES on dev set of BIRD dataset.

Model
Spider

EX (dev) EX (test)
C3 + ChatGPT 81.80 82.30
DIN-SQL + GPT-4 82.80 85.30
DAIL-SQL + GPT-4 84.40 86.60
RB-SQL + GPT-4 84.91 85.68
+ Generated Evidence 85.89 86.73

Table 3: EX on both dev and test set of Spider.

• Valid Efficiency Score (VES) (Li et al., 435

2023c) is designed to measure the efficiency 436

of valid SQLs generated by models. It is worth 437

noting that the term "valid SQLs" refers to 438

predicted SQL queries whose result sets align 439

with those of the ground-truth SQLs. 440

5.3 Baselines 441

• GPT-4 (OpenAI, 2023) uses simple zero-shot 442

text-to-SQL prompt for SQL generation. 443

• DIN-SQL (Pourreza and Rafiei, 2023) de- 444

compose the task into smaller sub-tasks and 445

feed the solutions of those sub-problems into 446

LLMs to generate the final SQL query. 447

• DAIL-SQL (Gao et al., 2024) consider both 448

question and queries to select few-shot exam- 449

ple, apply a new example organization strat- 450

egy to trade-off in terms of quality and quan- 451

tity, and adopt Code Representation Prompt 452

as the question representation. 453

• C3-SQL (Dong et al., 2023b) is a novel zero- 454

shot text-to-SQL method based on ChatGPT, 455

which provides a systematic treatment from 456

the perspective of model input, model bias, 457

and model output. 458

6 Results and Analysis 459

6.1 Overall Results 460

The overall results of all the models on BIRD and 461

Spider are shown in Table 2 and Table 3. We can 462
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Method
BIRD

EX VES
(1) RB-SQL + GPT-4 58.07 59.72
(2) GPT-4 46.35(↓ 11.72) 49.77(↓ 9.95)
(3) + Table-Retriever & Column-Retriever 54.06(↓ 4.01) 56.11(↓ 3.61)
(4) + SQL skeleton(example organization) 54.48(↓ 3.59) 56.38(↓ 3.34)
(5) + SQL-Skeleton-Retriever(example selection) 55.19(↓ 2.88) 56.81(↓ 2.91)
(6) + Error correction 58.07(↓ 0.0) 59.72(↓ 0.0)

Table 4: Results of ablation study on BIRD. "+" means adding module on the basis of the previous row.

learn from the results that our proposed-RB-SQL463

achieves better performance than several competi-464

tive baselines on the two datasets.465

In Table 2, we report the performance of RB-466

SQL and other competitive baselines on develop-467

ment set of BIRD. Firstly, as a more powerful LLM,468

GPT-4 achieves better performance than Chatgpt469

with chain-of-thought. Then, we can find the recent470

researches DIN-SQL and DAIL-SQL beat GPT4 in471

both execution accuracy and valid efficiency score,472

while the former performs better in valid efficiency473

score and the latter performs better in execution474

accuracy. Finally, our proposed RB-SQL outper-475

forms all the baselines in both metrics. Specifically,476

RB-SQL achieves at least 3.31% improvement in477

execution accuracy and 0.93% in valid efficiency478

score than the state-of-the-art. On the other hand,479

Table 3 shows the execution accuracy of RB-SQL480

and other baselines on development set and test set481

of Spider. Inspired by BIRD (Li et al., 2023c), ex-482

ternal knowledge evidence is helpful for mapping483

the natural language instructions into counterpart484

database values. Thus, we generate evidence for485

the Spider in advance. With the generated extra486

evidence, RB-SQL reaches the new state of the art487

by at least 1.49% on the development set and by488

0.13% on the test set, which further demonstrate489

the high efficiency of RB-SQL framework.490

6.2 Ablation Study491

To study the impact of the modules in RB-SQL,492

we evaluate it by conducting a set of ablation stud-493

ies. We use BIRD as the representative because494

it is larger dataset with more tables and rows in495

databases. Row(1) represents the experiment re-496

sults of the whole RB-SQL framework with GPT-4,497

while in the following rows, we start with GPT-4498

and add Table-Retriever & Column-Retriever, SQL499

skeleton organization, SQL-Skeleton-Retriever and500

error correction module row by row to compare501

the efficacy of each module in RB-SQL framework. 502

For comparison, the last row(6) represent the same 503

framework as the whole RB-SQL after adding all 504

modules. The results are shown in Table 4. 505

Firstly, let’s pay attention to the comparison 506

of rows(2)(3). After adding Table-Retriever & 507

Column-Retriever modules, the execution accu- 508

racy raise by 7.71% and the valid efficiency score 509

raise by 6.34%. The results imply the importance 510

of tables and columns retrieval, and demonstrate 511

that concise and direct table schema is efficient 512

for prompt engineering. Secondly, experiments 513

on rows(3)(4) illustrate the advantage of introduc- 514

ing SQL skeleton into example organization. By 515

adding SQL skeleton into in-context learning, we 516

provide more detailed instruction for LLM to learn 517

and generate SQL query step by step. As a result, 518

the execution accuracy raise by 0.42% and the valid 519

efficiency score raise by 0.27%. Furthermore, the 520

comparison of rows(4)(5) shows the performance 521

improvement brought by SQL-Skeleton-Retriever 522

module, which provides few-shot examples that 523

have high similar SQL skeleton with our target 524

query. Combine with the SQL skeleton step in ex- 525

ample organization, the retrieved examples make 526

the LLM easier to imitate and learn the generative 527

process. The execution accuracy raise by 0.71% 528

and the valid efficiency score raise by 0.43%. The 529

experiment of row(6) increase the error correction 530

module on the basis of row(5). We rerun samples 531

with empty execution results or syntax errors for 532

up to specific rounds or make simple corrections 533

by rules. The execution accuracy raise by 2.88% 534

and the valid efficiency score raise by 2.91%. 535

In conclusion, the ablation study proves that all 536

the modules in RB-SQL framework play important 537

roles for performance enhancement. Compare with 538

GPT-4, the whole RB-SQL framework make fur- 539

ther improvement by 11.72% in execution accuracy 540

and 9.95% in valid efficiency score. 541
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Figure 6: (a) Recall and reduction ratio with different θ in Table-Retriever. (b) Recall and reduction ratio with
different µ in Column-Retriever. (c) Execution accuracy of LLM with different µ while the θ is fixed.

RB-SQL
BIRD Spider

EX VES EX(dev) EX(test)
0-shot 56.77 58.17 74.10 82.30
1-shot 56.96 58.65 82.13 84.66
3-shot 58.07 59.72 84.75 85.85
5-shot 57.88 59.61 86.89 86.73

Table 5: Results of RB-SQL with different number of
few-shot examples on the dev set of BIRD and Spider.

7 Discussion542

7.1 Hyper-parameter of Retrievers543

Here we study how θ & µ influence the perfor-544

mance of Table-Retriever and Column-Retriever545

on the development set of BIRD. Figure 6 (a)546

shows the trade-off of recall and reduction ratio of547

Table-Retriever by tuning threshold θ (fine statis-548

tic means the recall of gold tables, while coarse549

statistic means the recall of all gold tables for each550

question). Specifically, with the growth of θ, the551

reduction ratio of invalid tables increase, but the re-552

call of gold tables decrease. Similarly, as shown in553

Figure 6 (b), we fix θ=13.0 and modify µ. With the554

growth of µ, the reduction ratio of invalid column555

increase, while the recall of gold columns decrease.556

The appearance demonstrates that a higher con-557

fidence threshold may filter out both invalid and558

gold tables/columns, which will lead to a decrease559

in recall and an increase in reduction ratio.560

Furthermore, we design a set of experiments561

to explore how confidence threshold of Table-562

Retriever and Column-Retriever influence the final563

performance of LLM. Here we use µ in Column-564

Retriever as the representative. Figure 6 (c) shows565

the execution accuracy of LLM with the tuning566

of µ while the θ is fixed, the settings of θ and µ567

is the same as Figure 6 (b). In order to study the568

impact for LLM clearly, we experiment without569

post-processing error correction module. We can 570

easily find the execution accuracy first increase and 571

then decrease with the growth of µ. As shown in ta- 572

ble, when µ=5.0, we get the best LLM performance. 573

The results indicates Table-Retriever and Column- 574

Retriever with too small θ and µ may not decrease 575

invalid tables and columns adequately, while too 576

large θ and µ may lead to low recall of gold tables 577

and columns. Thus, it is important to fine tune θ 578

and µ to obtain a suitable value. 579

7.2 Number of Few-shot Examples 580

Table 5 shows the impact on different number of 581

few-shot examples. As the number of shots in- 582

crease from 0 to 5, the EX and VES of BIRD first 583

increase and then decrease, reaching maximum 584

value at 3-shot, while RB-SQL achieves the best re- 585

sults on Spider at 5-shot. The results indicates that 586

few-shot examples are helpful for LLM generating 587

SQL query, but excessive examples may lead to a 588

decrease in efficiency and performance. 589

8 Conclusion 590

In this paper, we systematically propose a retrieval- 591

based framework (RB-SQL) by constructing effi- 592

cient SQL generation prompt to improve the LLMs’ 593

reasoning performance. We design three indepen- 594

dent retrieval-based models to alleviate the draw- 595

back of redundant tables and columns which cause 596

excessive redundancy, and retrieve similar samples 597

for few-shot example selection. Then, we also in- 598

troduce SQL skeleton in example organization to 599

achieve more fine-grained SQL generation process. 600

Through comprehensive experiments, the results 601

demonstrate the effectiveness of retrieving and fil- 602

tering valid information in advance for constructing 603

LLM’s prompt engineering, and the rationality of 604

using skeleton to guide the correct SQL generation. 605
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Limitations606

In our work, we did not design more adaptable607

RB-models for different input structure or skill-608

fully integrate pre-trained models and LLMs for609

more refined prompt engineering. Moreover, we610

introduce SQL skeleton as only an extra step into611

example organization process, which can lead to612

better results with more detailed steps and instruc-613

tions.614

Ethics Statement615

In this work, all of the datasets, models, code and616

related documents are not associated with any ethi-617

cal concerns.618
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A Error Correction795

In this paper, we classify errors into five categories:796

syntax errors, schema linking errors, internal er-797

rors, empty results, and mismatched results. Our798

error correction module dedicates to resolving the799

first four types of errors. Specifically, syntax errors,800

internal errors and empty results are caused by a801

variety of complex reasons, while schema linking802

errors account for the largest proportion and are803

easily perceived by LLMs. Thus, we focus on dis-804

cussing this type of error in the following. Among805

the types of schema linking errors, the most fre-806

quent ones are forging columns and forging tables.807

There are two reasons for this type of error. On the808

one hand, LLMs may produce hallucinations. On809

the other hand, some related tables and columns810

may be filtered out during the retrieval process,811

which force LLMs to forge schema information812

in order to match the semantics of the query. To813

handle the issues above, we further enhance our814

correction module. In particular, we substitute the815

filtered schema with a full schema when the output816

of LLMs explicitly signals the absence of schema817

components or after multi iterations of error correc-818

tion process.819

B Experimental settings820

We reproduce all baselines with their original exper-821

imental settings. For three RB-models, We use the822

popular transformers library for pre-trained BERT.823

Similar to previous work (Khattab and Zaharia,824

2020), we fine-tune all RB-models with learning825

rate 3× 10−6 with a batch size 32. We fix the num-826

ber of embeddings per question at 32 with [mask]827

tokens padding or truncating it to the first 32 to-828

kens. Our RB-models embedding dimension m829

is set to 128. In condition, we adopt L2 normal-830

ization for output dimension, and cosine similarity831

as the final similarity score. We construct train-832

ing set for Table-Retriever and Column-Retriever833

by paring each positive one with negative ones in834

the same database, and paring each positive SQL835

skeleton with random 100 negative SQL skeletons836

for SQL-Skeleton-Retriever as [+,-]. Taking BIRD837

as an example, we finally construct training sets838

for three RB-models with size of 181416, 288444839

and 942800 (we provide the processed training840

sets in https://anonymous.4open.science/r/841

Anonymize-A5E7/RB-model). Finally, we train842

models for a maximum of 5 epochs which is843

enough for convergence.844

As we have analysed in section 7.1, for achiev- 845

ing the best retrieval effects, hyper-parameter θ 846

& µ should be neither too large, nor too small. 847

Thus, we use grid-search strategy to tune the hyper- 848

parameters. We tune θ in {11,12,13,14,15,16} and 849

µ in {1,3,5,7,9,11}, and we finally obtain the best 850

result at θ=13 and µ=5. 851

We use a single Tesla V100 GPU with 32 GiBs 852

of memory on a server to pre-train RB-models, the 853

total number of parameters for each model is ap- 854

proximately 220 million, the training time is about 855

3~6 hours for each. All the experiments utilize 856

gpt-4-turbo version, the context window is 128000, 857

the temperature is set to 0.1. We enable five threads 858

to run RB-SQL (approximately 200-500 samples 859

for each according to the size of dataset), it costs 860

about 4~6 hours to generate all results. 861

C Evidence generation for Spider 862

Inspired by BIRD, we find that evidence of 863

database provides extra knowledge that can help 864

SQL generation process. Thus, we generate evi- 865

dence for Spider by using LLM. Concretely, we 866

give out [question], [schema] and instructions to 867

guide gpt-4 generate evidence for each sample. We 868

show detailed instructions and an example as fol- 869

lows (https://anonymous.4open.science/r/ 870

Anonymize-A5E7/prompt_for_evidence.txt): 871

C.1 Instruction: 872

Given a [Database schema] description and the 873

[Question], you need to use valid SQLite and un- 874

derstand the database knowledge, and then generate 875

the [Evidence] of the [Question]. 876

When generating [Evidence], we should always 877

consider constraints: 878

[Constraints] 879

1. Map the entities or metadata from user questions 880

to the schema. 881

2. Take into account the examples in the schema 882

and convert the natural language descriptions in 883

user input into the standard format in the database. 884

3. Evidence should be a single sentence describ- 885

ing the relationship between user queries and the 886

schema. 887

C.2 An example: 888

[Question] 889

How many singers do we have? 890

[Database schema] 891

Table: stadium [Stadium_ID,Location,...] 892
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Table: singer [Singer_ID,Name,...]893

Table: concert [concert_ID,concert_Name,...]894

Table: singer_in_concert [concert_ID,Singer_ID]895

[Foreign keys]896

concert.‘Stadium_ID‘ = stadium.‘Stadium_ID‘897

singer_in_concert.‘Singer_ID‘ = singer.‘Singe_ID‘898

singer_in_concert.‘concert_ID‘=concert.‘concert_ID‘899

[Evidence]900

The total number of singers is represented by the901

count of distinct ‘Singer_ID‘ in the table singer.902

D Prompt details of RB-SQL903

We provide an example in https://anonymous.904

4open.science/r/Anonymize-A5E7/prompt_905

case.txt to illustrate the prompt details of906

RB-SQL, which contains 3-shot examples and all907

the instructions.908
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