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Abstract001

Long-form generation is crucial for a wide002
range of practical applications, typically cat-003
egorized into short-to-long and long-to-long004
generation. While short-to-long generations005
have received considerable attention, generat-006
ing long texts from extremely long resources007
remains relatively underexplored. The pri-008
mary challenge in long-to-long generation lies009
in effectively integrating and analyzing rele-010
vant information from extensive inputs, which011
remains difficult for current large language012
models (LLMs). In this paper, we propose013
LongScope, a novel test-time scaling strategy014
designed to enhance the ability of LLMs to015
process extremely long inputs. Drawing in-016
spiration from convolutional neural networks,017
which iteratively integrate local features into018
higher-level global representations, LongScope019
utilizes stacked convolutional scaling layers to020
progressively expand the understanding of in-021
put materials. Both quantitative and qualita-022
tive experimental results demonstrate that our023
approach substantially enhances the ability of024
LLMs to process long inputs and generate co-025
herent, informative long-form articles, outper-026
forming several representative baselines.027

1 Introduction028

Long-form text generation using large language029

models (LLMs) holds significant application value030

and is gaining growing attention (Wang et al.,031

2024b; Shao et al., 2024; Xi et al., 2025). Based032

on the amount of information the model should033

process, long-form text generation can be broadly034

categorized into two types: short-to-long genera-035

tion and long-to-long generation. In short-to-long036

generation, the model produces long texts from a037

concise prompt (Fan et al., 2019; Krishna et al.,038

2021). In contrast, long-to-long generation entails039

the model producing detailed articles that rely not040

only on writing prompts but also on a broad range041

of input data.042

...
...

(a) Extractive (b) Integrative

Figure 1: Comparison between traditional extractive
methods and integrative approach for resource utiliza-
tion in long-form generation. Extractive methods se-
lect relevant content based on queries, which may over-
look important information not directly aligned with the
query. In contrast, the integrative approach synthesizes
a broader range of content, capturing connections for a
more comprehensive understanding.

There are two major challenges for long-to-long 043

generation: (1) resource collection: retrieving rele- 044

vant materials for the given topic; and (2) resource 045

utilization: effectively integrating these materials 046

to produce informative and cohesive results. Sev- 047

eral recent studies focus on improving the resource 048

collection process. For example, STORM (Shao 049

et al., 2024) uses a multi-agent system to pose ques- 050

tions from various perspectives, thereby expand- 051

ing the coverage of retrieved documents. Omni- 052

Think (Xi et al., 2025) further develops a grow- 053

ing information tree to progressively expand and 054

deepen the knowledge scope of the collected re- 055

sources. In real-world scenarios, the relevant re- 056

sources can be vast (Wang et al., 2024b), making 057

it challenging for modern LLMs or even human 058

experts to extract and synthesize key insights from 059

large volumes of information while analyzing and 060

identifying significant patterns. 061

Therefore, we focus on enhancing the resource 062

utilization capabilities of LLM-based long-to-long 063
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generation frameworks. To address the issue that064

the collected resources exceed the effective con-065

text length of LLMs, most existing methods em-066

ploy extractive techniques to compress the re-067

sources (Wang et al., 2024b; Xi et al., 2025). A068

common approach is to use embedding models069

to identify the most relevant chunks based on the070

queries. A major limitation of extractive meth-071

ods is that they may overlook important content072

that, while relevant, does not directly align with073

the given queries. This can include critical analy-074

ses, nuanced insights, or broader contextual infor-075

mation that might not be immediately similar but076

could provoke deeper reflection or contribute to a077

more comprehensive understanding of the topic.078

In this work, we shift from traditional extractive079

methods to integrative approaches, aiming to syn-080

thesize a broader range of information and draw081

connections between different pieces of content to082

create a more holistic and nuanced representation.083

Specifically, we begin with a theoretical analysis084

of the long-to-long generation task from the in-085

formation bottleneck perspective. This analysis086

underscores the importance of intermediate textual087

representations, for which we introduce a skeleton088

and a series of resource digests. By enhancing the089

informativeness of these intermediate elements, we090

can theoretically improve the lower bound on the091

amount of information in the final output. To facili-092

tate effective information aggregation, we propose093

a novel randomized convolutional test-time scaling094

method. Our approach draws inspiration from the095

classic convolutional neural network (LeCun et al.,096

1998), which progressively abstracts local features097

into high-level global representations, a technique098

widely used in image processing. We also intro-099

duce an information entropy estimation module to100

guide the convolution process, helping the test-time101

scaling procedure consistently enhance the informa-102

tiveness of the results. The resulting long-to-long103

generation framework, which we term LongScope,104

effectively helps existing LLMs process extremely105

long sequences.106

Moreover, to evaluate the performance of the107

proposed integrative framework in comparison to108

previous extractive methods, we develop a high-109

quality survey writing benchmark, SurveyEval.110

This benchmark consists of academic surveys cov-111

ering diverse topics, along with their corresponding112

reference papers. To the best of our knowledge,113

SurveyEval is the first scalable evaluation bench-114

mark that includes surveys paired with complete115

reference papers. We selected the survey writing 116

task because it is a quintessential example of gen- 117

erating articles from extensive resources. This task 118

requires the model to thoroughly comprehend the 119

provided reference papers and synthesize informa- 120

tive results that reflect both the current state and 121

future trends of a specific topic. Experimental re- 122

sults on SurveyEval demonstrate that our proposed 123

method consistently outperforms several represen- 124

tative baselines, showcasing the effectiveness of 125

the proposed integrative method.1 126

Our main contributions include: 127

• We conduct a theoretical analysis of the long- 128

to-long generation task, identifying that the 129

key challenge lies in constructing and leverag- 130

ing informative intermediate representations. 131

• We create a high-quality long-to-long gener- 132

ation benchmark SurveyEval, the first evalu- 133

ation benchmark in the domain of computer 134

science that pairs surveys with complete refer- 135

ence papers, enabling a thorough comparison 136

of resource utilization capabilities. 137

• We propose an entropy-driven convolutional 138

test-time scaling framework LongScope to 139

use integrative method to solve the resource 140

utilization problem in the long-to-long sce- 141

nario, with at least 32.9% improvement in the 142

reference utilization rate and better than the 143

extractive baseline in other dimensions. 144

2 Information Bottleneck Analysis 145

Long-to-long generation necessitates information 146

compression to conform to the resources within the 147

context window of LLMs and depends on the in- 148

termediate representation for constructing the final 149

output, which aligns with the Information Bottle- 150

neck (IB) (Tishby and Zaslavsky, 2015) theory. It 151

has the following basic forms: 152

IB(X,Y ) = I(Z;Y )− βI(X;Z), (1) 153

where X is the input source, Z is the intermediate 154

representation and Y is the output. I(·, ·) repre- 155

sents the mutual information between them. β 156

denotes a positive Lagrange multiplier. 157

Let X be the input materials, which include 158

the topic T of the required output article (i.e., Y ) 159

1This work relies entirely on open-source tools and pub-
licly available data. All code and data will be open-sourced
once the paper is de-anonymized.
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and the provided resources R, which may be very160

lengthy. For intermediate representations, we intro-161

duce the skeleton S, aligned with the output Y , and162

the digests D, which are compressed summaries163

derived from the resources R. The information164

bottleneck can be given by165

IB(X,Y ) = I(Y ;D)− βH(D), (2)166

where H(·) represent the information entropy. The167

detailed derivation from Eq. (1) to Eq. (2) can be168

found in Appendix A.169

Subsequently, given the information inclusion170

relationship between the variables, we can get the171

upper and lower bounds of IB:172

IB(X,Y ) ≥min((1− β)H(D)−H(D|Y ),

H(S)− βH(D)),

IB(X,Y ) ≤H(Y |D) + (1− β)H(D).

(3)

173

The detailed derivation process can also be found174

in Appendix A. The bounds shown in Eq. (3) imply175

four optimization objectives for the long-to-long176

generation task:177

• Maximizing (1− β)H(D), which means im-178

proving the information in the digests.179

• Maximizing H(S), which means enhancing180

the information in the skeleton.181

• Minimizing H(D|Y ), which means reducing182

the information in the digests that are not used183

in the final output.184

• Maximizing H(Y |D), which means incorpo-185

rating additional information beyond the di-186

gest when writing the Survey.187

In this work, we focus on optimizing the first188

three objectives to improve the lower bound of the189

information bottleneck. Optimization of the last190

objective is left for future work.191

3 LongScope192

Guided by the IB principle, our method em-193

ploys skeleton-guided digest generation to more194

effectively extract information from full papers195

(Sec. 3.1), entropy-driven convolution and a best-196

of-N self-refinement mechanism to enhance skele-197

ton quality (Sec. 3.2), and topology-aware content198

generation to leverage the information in the di-199

gests (Sec. 3.3).200

3.1 Initialization 201

Survey Tree Construction Throughout the pro- 202

cess, both the skeleton and paper digests are parsed 203

into a tree structure that mirrors the generated mark- 204

down document. We denote this tree as T = 205

(V,E), where V is the set of nodes corresponding 206

to section headings, and E defines the parent-child 207

relationships between these nodes. Each skeleton 208

node consists of two key components: Digest Con- 209

struction, which outlines how to build paper digest 210

nodes, and Digest Analysis, which specifies how 211

these digest nodes will be utilized during the writ- 212

ing process. Figure 2 illustrates an example of the 213

skeleton structure. 214

### 2.1 Section Title
Digest Construction:
Write about what information
should be extracted from the full
paper in this section.
Digest Analysis:
Write about how to organize
and analyse papers ["BIBKEY1",
"BIBKEY2"] with executable step.

Figure 2: Example of the structure in the skeleton.

Skeleton Initialization Before generating the di- 215

gest, an initial skeleton framework should be estab- 216

lished based on the given topic T and a collection 217

of reference resources R = {r1, r2, . . . , rK}. To 218

balance efficiency and performance, the references 219

are first grouped into clusters, denoted by C(R) = 220

{C1, C2, . . . , CJ}, such that
⋃J

j=1Cj = R. For 221

each cluster Cj , a local skeleton is generated using 222

an LLM-based initialization function I(·), and then 223

aggregated using the LLM-based function fagg to 224

form a unified initial skeleton: 225

S(0) = fagg(
J∑

j=1

Sj) = fagg(
J∑

j=1

I(T,Cj)). 226

Skeleton-Guided Digest Generation To more 227

accurately and comprehensively compress the con- 228

tent of each reference, the skeleton is used to guide 229

the digest generation. As shown in Figure 2, the 230

skeleton includes a Digest Construction component 231

that directs the creation of the digests. Based on 232

the general guidelines provided by the skeleton and 233

the specific content of each reference article r, the 234

LLM generates a concise digest Dr tailored to the 235

current skeleton. Furthermore, to foster collabo- 236

rative optimization between the skeleton and the 237
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Figure 3: The pipeline of LongScope. LongScope can be roughly divided into three stages. In the Initialization
phase, LongScope initializes the skeleton based on the vast resources and the given topic, and generates the
corresponding structured digests. In the Skeleton Improvement phase, LongScope utilizes the feedback from the
digests to refine the skeleton, which is guided by entropy-driven random sampling and multi-layer convolution for
feedback aggregation. Additionally, a series of Best-of-N iterations are employed to further enhance the skeleton.
In the Survey Construction phase, LongScope regenerates structured digests based on the optimized skeleton and
performs topology-aware content generation to produce the final survey.

digests, we require the LLM to propose associated238

feedback Fr for the skeleton, which provides in-239

formative suggestions for the subsequent skeleton240

improvement process.241

3.2 Skeleton Improvement242

The skeleton plays a pivotal role in bridging the in-243

put and output. Its Digest Construction component244

guides the extraction of information from refer-245

ences into the digest, while the Digest Analysis part246

provides instructions for organizing the digests into247

the final survey content. To fully leverage the po-248

tential of test-time scaling and obtain better skele-249

tons, we design two mechanisms: Entropy-Driven250

Convolution and Best-of-N Self-Refinement.251

Inspired by residual (He et al., 2015), where252

H(x) = x + f(x), we develop feedback ∆S to253

modify the skeleton, rather than directly generat-254

ing a new one. This approach better captures the255

differences between intermediate skeletons, reduc-256

ing information redundancy for LLMs during the257

process. Each feedback ∆S first modifies the base258

skeleton to produce the updated version S +∆S,259

after which the information entropy is evaluated.260

This entropy is then used to guide the improvement261

of the skeleton.262

To better quantify the information entropy within263

the skeleton, we split it into two parts: the title264

structural information entropy HT (S) and the chap-265

ter description information entropy HC(S). Their 266

combined effect is modelled as 267

H(S) = HT (S) +HC(S). 268

We use LLM-as-judge (Gu et al., 2025) to get 269

a score out of ten as an estimation of information 270

entropy. 271

3.2.1 Entropy-Driven Convolution 272

Digest-Based Feedback Clustering Based on 273

the initialized skeleton S(0), we have generated 274

new digests Dr and feedback Fr. During this pro- 275

cess, we need to aggregate the information within 276

each cluster Cj to generate the initial skeleton mod- 277

ification suggestions at the cluster level. Specifi- 278

cally, for cluster Cj , we use an LLM-based func- 279

tion fpart to aggregate the information within it and 280

generate partial feedback: 281

∆S
(0)
j = fpart(

⊕
r∈Cj

Dr,
⊕
r∈Cj

Fr), 282

where 1 ≤ j ≤ J , and ∆S
(0)
j represents the modi- 283

fication feedback based on the information within 284

Cj . All initial partial feedback will enter multiple 285

randomized convolutional layers for further aggre- 286

gation. 287

Entropy-Driven Sampling and Convolution In- 288

spired by the hierarchical feature aggregation in 289
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convolutional neural networks, we perform multi-290

layer convolution on the aggregated partial skeleton291

feedback. Because of the absence of natural spatial292

adjacencies, we incorporate an entropy-driven ran-293

domized sampling process. At the l-th layer, each294

feedback item ∆Sl
i is sampled with a probability295

defined by:296

p(l)(∆S
(l)
i ) =

H(S +∆S
(l)
i )∑N

i=0H(S +∆S
(l)
i )

,297

where N is the number of feedback in this layer.298

From this distribution, multiple sets of feedback299

items are selected:300

∆Ŝ
(l)
j = Sample

(
{∆S

(l)
i }, p(l), k

)
.301

The number of sets is determined by hyperparam-302

eters result num, i.e., 1 ≤ j ≤ result num.303

These sampled feedback sets are then integrated304

parallelly using fconv as a convolution function:305

∆S
(l+1)
j = fconv

(
∆Ŝ

(l)
j

)
,306

where 1 ≤ i ≤ L. And we select top-k feedback307

into the next layer. After L layers, the refined308

skeleton is obtained by selecting the best one of the309

last layer:310

Srefine = S + argmax
∆SL

j

H(S +∆SL
j ).311

3.2.2 Best-of-N Self-Refinement312

After modifying by digest-based feedback, we use313

the Best-of-N strategy to make overall adjustments314

and organization. Specifically, best-of candi-315

date feedbacks are independently generated from316

the Srefine, and the one with the highest entropy is317

selected:318

Sc+1 = Sc + argmax
∆Sc

i

H(Sc +∆Sc
i ),319

where 1 ≤ i ≤ best-of. This will repeat320

self-refinement step times, i.e., 1 ≤ c ≤321

self-refinement step. This selection en-322

sures that the final skeleton S∗ exhibits superior323

global information integration beyond references.324

3.3 Topology-Aware Content Generation325

In the final stage, the optimized skeleton S∗ and the326

corresponding digests {D∗
r} are used to generate327

the final survey. Because both the skeleton and the328

digests adhere to the tree structure T = (V,E),329

each node v ∈ V corresponds to a section of the 330

survey. We generate each section’s content in node- 331

level to reduce the number of details for fully uti- 332

lizing the information in digests. 333

The content for each leaf section is generated 334

using a function gleaf(·), which is more focused on 335

the utilization of details and comparison between 336

specific works in multiple digests: 337

yv = gleaf

(
s∗v, {d∗r,v}r∈R

)
, 338

where s∗v represents the refined skeleton Digest 339

Analysis part for node v and d∗r,v is the digest infor- 340

mation from reference r for that section. 341

As for the non-leaf section, to make the par- 342

ent chapter more overarching and comprehensive, 343

sub-section contents are additionally introduced in 344

gnon−leaf(·): 345

yv = gnon−leaf

(
s∗v, {d∗r,v}r∈R, {yv′}ev→v′∈E

)
. 346

4 Experiment 347

4.1 Dataset 348

We have developed a high-quality survey writing 349

benchmark, SurveyEval, to support our experi- 350

mental framework. To the best of our knowledge, 351

SurveyEval is the first evaluation benchmark in the 352

domain of computer science that pairs surveys with 353

complete reference papers. In total, we collected 354

384 survey papers from the Internet, which together 355

cite over 26,000 references. 356

Given that running, evaluating, and manually 357

assessing the algorithms is time-consuming and 358

labour-intensive, and to align with the AutoSurvey 359

topic number (i.e., 20 surveys), we selected 20 360

articles from this collection as the test set. Detailed 361

information on dataset construction and metadata 362

is provided in Appendix B. 363

4.2 Baselines 364

We evaluate LongScope against three baselines, 365

all powered by Gemini-2.0-flash-thinking-exp- 366

1219 (Team, 2024a). The input to each baseline 367

consists of the title and full reference papers from 368

the test set. The baselines include 369

• Vanilla: Directly feeding the topic and full 370

text of all referenced articles into the model 371

for inference via standard decoding. 372

• Vanilla+Skeleton: Explicitly generating a 373

skeleton before writing the full output, in- 374

spired by the AgentWrite framework (Bai 375

et al., 2025). 376
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• AutoSurvey (Wang et al., 2024b): A RAG-377

based academic survey generation framework.378

We applied the settings and parameters re-379

ported in their original work.380

The implementation details can be found in Ap-381

pendix C.382

4.3 Evaluation Metrics383

4.3.1 Automatic Metrics384

The metrics are grouped into four main dimensions,385

with scores ranging from 0 to 100.386

Structure-Oriented Metric This metric is used387

to evaluate the logical organization and coherence388

of each section, strictly adhering to the structural389

criteria of AutoSurvey. Details can be found in390

Appendix D.1.1.391

Content-Oriented Metrics The evaluation met-392

rics for assessing content quality are briefly intro-393

duced below. For a detailed explanation, please394

refer to Appendix D.1.2.395

• Faithfulness: The precision of sentences with396

citations in the final output, where correct-397

ness is measured by whether the sentence is398

accurately supported by the cited resources399

(i.e., the reference papers in the survey writ-400

ing task).401

• Relevance: The degree to which the content402

aligns with the research topic, assessing how403

well the content stays focused on the required404

research question.405

• Language: The assessment of academic for-406

mality, clarity, and the avoidance of redun-407

dancy in the survey. This metric evaluates the408

overall quality of writing, ensuring the lan-409

guage is clear, concise, and appropriate for an410

academic audience.411

• Criticalness: The extent to which the sur-412

vey demonstrates critical analysis, provides413

original insights and identifies future research414

directions. This metric evaluates how well415

the survey goes beyond summarizing existing416

work, offering thoughtful critiques and high-417

lighting gaps, challenges, or opportunities for418

further investigation.419

Claim-Oriented Metrics To assess the informa- 420

tion amount and density of the survey, we drew 421

inspiration from FactScore (Min et al., 2023) to 422

extract claims from the surveys, ensuring that du- 423

plicates were removed. Based on this approach, we 424

designed the following two metrics to evaluate both 425

the richness and compactness of the information 426

presented. The full extraction and deduplication 427

procedures are detailed in Appendix D.1.3. 428

• Number of Claims: The total count of unique 429

and accurate claims identified within the text. 430

This metric evaluates the breadth of informa- 431

tion presented in the survey by counting the 432

number of distinct, informative claims made. 433

• Density of Claims: The ratio of unique claims 434

to the total number of extracted claims before 435

deduplication. This metric reflects the concen- 436

tration of distinct, relevant information within 437

the survey, indicating how efficiently the con- 438

tent conveys valuable insights. A higher den- 439

sity suggests a more focused and information- 440

rich survey, whereas a lower density may im- 441

ply redundancy or irrelevant content. 442

Reference-Oriented Metrics To assess the effec- 443

tive utilization of the provided references in the gen- 444

erated survey, we propose two metrics that measure 445

the coverage and inclusion of references. These 446

metrics aim to quantify the extent to which the 447

input references contribute to the final content, en- 448

suring both precision and comprehensiveness in ref- 449

erence usage. Specifically, we define the following 450

metrics. Detailed can be found in Appendix D.1.4 451

• Precision: This metric quantifies the propor- 452

tion of the input references that are correctly 453

cited at least once in the survey. Precision eval- 454

uates how well the references are incorporated 455

into the survey, ensuring that each reference 456

is appropriately acknowledged in the text. A 457

higher precision score indicates that most or 458

all of the provided references have been cor- 459

rectly used in the survey, reflecting thorough 460

integration of the source material. 461

• Recall: Recall measures the total number of 462

input references that appear at least once in 463

the generated survey. This metric captures the 464

breadth of reference inclusion, providing an 465

indication of how many of the input references 466

were utilized overall. A higher recall suggests 467

a more comprehensive survey, where a larger 468
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Methods Struct. Content Claim Reference

Fait. Rele. Lang. Crit. Num. Dens. Prec. Recall

Standard Decoding

Vanilla 94.44 96.43 100.00 96.50 37.11 78.75 74.64 25.48 26.46
+ Skeleton 98.95 97.03 100.00 95.95 41.01 135.15 72.96 62.60 65.11

Test-Time Scaling

AutoSurvey 86.00 93.10 100.00 92.90 68.39 423.35 31.97 50.12 51.73
LongScope 95.00 97.22 100.00 94.34 71.99 474.90 52.23 95.50 95.80

Table 1: Performance of the methods evaluated on SurveyEval. For details on the evaluation dimensions, please
refer to Section 4.3. The highest scores within each category are bolded.

proportion of the input references are cited,469

while a lower recall may indicate that some470

references were overlooked or underutilized.471

These two metrics together provide a balanced472

assessment of reference use in the survey, with473

precision focusing on the correct application of ref-474

erences and recall emphasizing their overall inclu-475

sion. Both are crucial for ensuring that the survey476

is grounded in relevant prior work while also re-477

flecting an efficient use of the provided references.478

4.3.2 Human Evaluation479

To enable a more reliable comparison of the overall480

quality between LongScope and other baselines,481

we conduct a human evaluation. In this process,482

assessors are asked to determine which survey per-483

forms better on the same topic. The win rate is484

then computed based on these comparisons. Fig-485

ure 4 shows the evaluation results. Further details486

of the evaluation procedure can be found in Ap-487

pendix D.2.488

vs.
AutoSurvey 62.7% 18.9% 18.4%

Win Draw Loss

Figure 4: Human-evaluated win rate of LongScope com-
pared to AutoSurvey on the test set.

4.4 Main Results489

Table 1 presents the results of four involved meth-490

ods across four dimensions. The results highlight491

that LongScope consistently outperforms the base-492

line methods in most dimensions.493

In terms of structural metrics, LongScope494

achieves a score of 95.00, which is higher than495

AutoSurvey (i.e., 86.00). The content-oriented met-496

rics, which are crucial for understanding the ef- 497

fectiveness of the methods in generating meaning- 498

ful and relevant output, show a significant advan- 499

tage for LongScope. In terms of the faithfulness, 500

LongScope scores 97.22, outperforming AutoSur- 501

vey (i.e., 93.10). LongScope also performs very 502

well in critical thinking, with a score of 71.99, bet- 503

ter than that of AutoSurvey (i.e., 68.39) and those 504

of the standard decoding baselines. 505

When evaluating the claims, LongScope gener- 506

ates the largest number of informative claims, high- 507

lighting the effectiveness of the proposed entropy- 508

driven convolutional test-time scaling mechanism. 509

Additionally, LongScope exhibits a significantly 510

higher density than AutoSurvey, underscoring the 511

superiority of the integrative approach over the 512

extractive method. Although standard decoding 513

strategies can achieve a high claim density, the to- 514

tal number of unique claims is significantly lower 515

than that of test-time scaling approaches. 516

Finally, LongScope outperforms the baselines in 517

the reference metrics as well, achieving the highest 518

precision (i.e., 95.50) and recall (i.e., 95.80), sig- 519

nificantly surpassing both standard decoding base- 520

lines and AutoSurvey. These results demonstrate 521

that LongScope excels at leveraging extensive refer- 522

ences, offering a substantial advantage in tasks that 523

require advanced information integration across 524

large-scale resources. 525

4.5 Analysis of the Components 526

The skeleton serves as a pivotal component, acting 527

as a bridge between the digest construction and 528

the final output content. Due to its critical role, it 529

demands more computational resources for refine- 530

ment. We have devised two mechanisms for har- 531

nessing test-time scaling, namely Entropy-Driven 532
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Figure 5: Analysis of the components in LongScope. We use the normalized information entropy score as the
evaluation metric for the skeleton, which reflects the informativeness of the intermediate results.

Convolution and Best-of-N Self-Refinement, with533

the aim of achieving the desired enhancement. In534

this section, we will delve into these two modules535

from the information entropy perspective to anal-536

yse the performance under different settings.537

Entropy-Driven Convolution In this module,538

we focus on the Convolutional Layer and the Width539

of the Convolutional Kernel because of its impor-540

tance in CNN. With the top-k set to six and the541

result num set to ten, we carried out ten layers542

for each configuration of the convolutional kernel543

width (ranging from two to six) and computed the544

averaged normalized values of the information en-545

tropy of the generated skeletons across all trials.546

The relationship between the number of convolu-547

tional layers and the scores is shown in Figure 5a,548

where the experimental results demonstrate that the549

peak performance occurs at 7 convolutional layers.550

Additionally, Figure 5b illustrates that the value551

reaches its maximum when the width is 3 at layer 7.552

This observation is in accordance with the theoreti-553

cal design principle: A lack of sufficient layers and554

a narrow width are unable to capture global con-555

textual information, whereas an excessive number556

of layers and an overly wide width may lead to the557

aggregation of redundant information beyond the558

model’s processing capability.559

Best-of-N Self-Refinement We question whether560

simply scaling the number of self-refinements can561

bring continuous improvements. With convolution-562

related hyperparameters fixed and best-of set563

to 3, we test and record the information entropy564

in each self-refined skeleton. As shown in Figure565

5c, the peak performance is attained at three self-566

refined iterations. We can conclude that moderate567

self-refinement can enhance quality, while exces-568

sive self-refinement may lead to deviation from the569

original material which will cause the deterioration570

of the skeleton.571

5 Related Work 572

Currently, long-to-long generation methods pre- 573

dominantly rely on extractive approaches. For 574

instance, STORM and Co-STORM (Shao et al., 575

2024; Jiang et al., 2024) utilize a multi-agent sys- 576

tem to formulate questions from diverse perspec- 577

tives, enabling the retrieval of documents from the 578

Internet for the purpose of authoring a Wiki article. 579

OmniThink (Xi et al., 2025) and the IRP frame- 580

work (Balepur et al., 2023) enhance the RAG-based 581

method by extracting relevant paragraphs for con- 582

tent writing. Existing end-to-end generation works, 583

such as (Bai et al., 2025), due to the limitations 584

of the model’s capabilities, achieving satisfactory 585

results remains challenging. 586

Specifically, within the domain of survey writ- 587

ing, Wang et al. (2024b) put forward AutoSurvey, 588

a system engineered to automate the process of sur- 589

vey creation via retrieval and iterative refinement. 590

Hu et al. (2024) presented HiReview, which hierar- 591

chically clusters paper titles to generate a skeleton 592

used to produce the full survey content. PaSa (He 593

et al., 2025) provide an advanced Paper Search 594

agent. In the current scenario, the consideration of 595

how to integrate vast amounts of information has 596

become increasingly crucial. 597

6 Conclusion 598

We introduce LongScope, an integrative framework 599

that leverages entropy-driven convolutional test- 600

time scaling to enhance the ability of LLMs to pro- 601

cess and synthesize extremely long input materials. 602

For evaluation, we present SurveyEval, a novel 603

benchmark designed to assess the effectiveness of 604

our method, demonstrating its superiority over ex- 605

isting baselines in generating comprehensive sur- 606

veys. Our work contributes both to the theoretical 607

understanding and the technical advancements in 608

long-to-long, resource-intensive generation tasks. 609
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Limitations610

At present, LongScope has only been verified on611

the survey task, and in the future, it needs to be612

extended to more practical tasks, such as research613

reports. Benefiting from the high cost-effectiveness614

and high response speed of the Gemini-flash-615

thinking model, we mainly conducted experiments616

based on this model. In the future, we will verify617

the effectiveness of the method on newer and more618

powerful models, such as DeepSeek-R1. The hallu-619

cination of the base model may lead to errors and620

misleading information in the generated, readers621

need to distinguish the authenticity of the content.622
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A Information Bottleneck in Survey736

Generation737

Let X be the input materials, which include the738

topic T of the required output article (i.e., Y )739

and the provided resources R, which may be very740

lengthy. For intermediate representations, we intro-741

duce the skeleton S, aligned with the output Y , and742

the digests D, which are compressed summaries743

derived from the resources R. H(·) represents the744

information entropy, I(·, ·) represents the mutual745

information.746

Eq. (1) can be deduced as follow:747

IB(X,Y ) = I(Z;Y )− βI(X;Z), (4)748

I(Z;Y ) = I(D,S;Y ), (5)749

I(X;Z) = I(R, T ;D,S). (6)750

(5) is simplified as follows:751

I(D,S;Y ) = I(S;Y ) + I(D;Y |S). (7)752

(6) is simplified as follows:753

I(R, T ;D,S) = I(T ;D,S) + I(R;D,S|T ),754

I(T ;D,S) = I(S;T ) + I(D;T |S), (8)755

I(R;D,S|T ) = I(S;R|T ) + I(D;R|T, S). (9)756

Assume that reference papers R include all in-757

formation of Survey Skeleton S and Paper Digests758

D, Survey Skeleton S and Paper Digests D include759

all information of Survey Topic T , and Survey Y760

include all information of Survey Skeleton S.761

(7) is simplified as follows:762

I(S, Y ) = H(S) (10)763

I(D;Y |S) = H(Y |S)−H(Y |D,S) (11)764

H(Y |S) = H(Y )−H(S)765

H(Y |D,S) = H(Y |D)766

As I(Y ;D) = H(Y ) − H(Y |D), so (11) can767

be simplified as follow:768

I(D;Y |S) = I(Y ;D)−H(S) (12)769

Add (10) and (12), (5) and (7) can be simplified770

as:771

I(Z;Y ) = I(D,S;Y ) = I(Y,D) (13)772

(8) can be simplified as:773

I(T ;D,S) = I(S;T ) + I(D;T |S)774

I(S;T ) = H(T )775

I(D;T |S) = H(T |S) = 0776

I(T ;D,S) = H(T ) (14)777

(9) can be simplified as: 778

I(R;D,S|T ) = I(S;R|T ) + I(D;R|T, S) 779

I(S;R|T ) = H(S|T ) = H(S)−H(T ) 780

I(D;R|T, S) = H(D|T, S) 781

H(D|T, S) = H(D)− I(D;T, S) 782

I(D;T, S) = H(T, S) = H(S) 783

I(R;D,S|T ) = H(D)−H(T ) (15) 784

Add (14) and (15), Formula (6) can be simplified 785

as follows 786

I(X;Z) = H(D) (16) 787

Add (13) and (17)„ we get the result: 788

IB(X,Y ) = I(Y,D)− βH(D) (17) 789

Based on assumptions, we can get this result: 790

min(I(Y,D), H(S)) ≤ I(Y,D) ≤ H(Y,D)
(18)

791

It can be concluded the upper and lower bounds 792

of IB, namely: 793

IB(X,Y ) ≥ min((1− β)H(D)−H(D|Y )

, H(S)− βH(D)),

IB(X,Y ) ≤ H(Y |D) + (1− β)H(D).

(19)

794

B Details of SurveyEval Dataset 795

B.1 Dataset Construction 796

The limitations of currently available publicly re- 797

leased survey datasets are evident, as they predom- 798

inantly include only abstracts of the references, 799

which often lack the detailed information necessary 800

for comprehensive survey-based research. For in- 801

stance, the AutoSurvey dataset (Wang et al., 2024b) 802

does not include any reference relationships, while 803

others, such as HiCaD (Hu et al., 2024), focus 804

primarily on the outlines of literature surveys. Ad- 805

ditionally, datasets like NLPCC2024 Shared Task 806

6 (Tian et al., 2024), SciReviewGen (Kasanishi 807

et al., 2023), and BigSurvey (LIU et al., 2022) only 808

include abstracts of references, which limits their 809

applicability for more in-depth research tasks. 810

Moreover, the few datasets that do include full- 811

text references are generally tailored to section gen- 812

eration tasks, and the SurveySum dataset (Fernan- 813

des et al., 2024) contains only six literature surveys. 814
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Name Component Input Length Data Size

Outline Abstract Full Text Refs Sents. / Token Avg. Ref. Survey Num. Ref Num.
Abstract Full Text

AutoSurvey (Wang et al., 2024b) ✗ ✓ ✓ ✗ ✗ – – – 530,000
HiCaD (Hu et al., 2024) ✓ ✗ ✗ ✓ ✗ 471.4 / – 81.1 7,637 619,360
NLPCC2024 Shared Task 6 (Tian et al., 2024) ✗ ✓ ✓ ✓ ✗ – 98.5 700 68,950
SciReviewGen (Kasanishi et al., 2023) ✓ ✓ ✓ ✓ ✗ – / 12.5k 68 10,130 690,000
BigSurvey (LIU et al., 2022) ✗ ✓ ✓ ✓ ✗ 450.1 / – 76.3 4,478 341,671
SurveySum (Fernandes et al., 2024) ✓ ✗ ✓ ✗ ✓ – – 6 –

SurveyEval ✓ ✓ ✓ ✓ ✓ 27.5k / 1383.2k 110.6 384 42,480
SurveyEval-test ✓ ✓ ✓ ✓ ✓ 40.8k / 2112.0k 179.3 20 3,585

Table 2: Comparison of survey datasets, highlighting key components, input lengths, and data sizes across multiple
datasets. The Component column shows the inclusion of specific parts in each dataset: Outline, Abstract, Full Text,
and references (Refs), with the Refs column further split into references in the Abstract and Full Text. The Input
Length section provides the average number of sentences (Sents.) and tokens (Token) per data entry, while Avg. Ref.
denotes the average number of references per entry. The Survey Num. indicates the number of surveys included in
the dataset, and Ref. Num. reflects the total number of references for the surveys. For datasets without publicly
available information, a "–" is used as a placeholder.

To bridge this gap and significantly enhance exist-815

ing frameworks, we constructed the SurveyEval816

Benchmark. This dataset is designed to contribute817

to long-to-long generation tasks, which are essen-818

tial for advancing models’ capabilities to handle819

long-form texts. The SurveyEval dataset is distinc-820

tive in its inclusion of both comprehensive liter-821

ature reviews and full references, along with its822

superior handling of input length.823

Our dataset construction process was carefully824

designed to ensure both data quality and relevance.825

We obtained academic survey papers by querying826

the arXiv repository within the cs.CL category.827

After filtering the papers using large language828

models (LLMs) to determine their suitability829

as academic surveys, we conducted further830

searches for their references in reputable sources831

such as ACL, NeurIPS, CVPR, and Google832

Scholar. To process the raw PDF data, we utilized833

MinerU (Wang et al., 2024a), an open-source tool834

developed for the precise extraction of academic835

content into a structured Markdown format. After836

data extraction, we employed a two-step quality837

control process: (1) automated filtering using the838

Qwen2.5-72B-Instruct-AWQ-YARN-128k839

model (Team, 2024b) to remove low-quality pa-840

pers, and (2) manual verification to ensure the841

accuracy and relevance of the content.842

For a detailed comparison of the dataset charac-843

teristics, refer to Table 2.844

B.2 Test Dataset845

Generating, evaluating, and manually assessing846

survey-based algorithms is a time-consuming and847

resource-intensive process. Given this, the AutoSur-848

vey model (Wang et al., 2024b) also uses a test set849

of 20 papers. Similarly, for this study, we selected 850

20 papers from the SurveyEval dataset to conduct 851

our research. 852

To ensure a fair and comprehensive evaluation, 853

we applied two main selection criteria: (1) the com- 854

pleteness of reference retrieval (i.e., the percentage 855

of references successfully obtained from external 856

sources), and (2) the diversity of token counts in 857

the reference lists, ensuring a wide range of input 858

sizes. This approach ensures that our test set is rep- 859

resentative of real-world scenarios. Specific details 860

of the dataset can be found in Table 3. 861

C Implementation Details of Baselines 862

C.1 Implementation of Vanilla 863

The vanilla baseline serves as a straightforward ap- 864

proach to literature review generation. This imple- 865

mentation makes direct use of the language model’s 866

capabilities by feeding it the survey topic along 867

with the full content of all referenced papers. To 868

address the model’s context window limitations 869

while ensuring comprehensive coverage, we apply 870

a proportional text cropping strategy to the refer- 871

ence papers. 872

C.2 Implementation of Vanilla with skeleton 873

This baseline improves the survey generation pro- 874

cess by adopting a two-stage approach. In the first 875

stage, the model generates a structural skeleton 876

based on the topic and abstracts of all referenced 877

papers. In the second stage, this skeleton is com- 878

bined with the full text of the referenced articles to 879

produce a comprehensive survey. 880
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Title Survey Token Ref. Rate Ref. Count Ref. Token
Recent Advances in Direct Speech-to-text Translation 7327 100.00% 23 236824
A Primer on Contrastive Pretraining in Language Processing: Methods, Lessons Learned and Perspectives 8367 100.00% 40 495758
End-to-end Task-oriented Dialogue: A Survey of Tasks, Methods, and Future Directions 12385 100.00% 52 689330
A Survey on Proactive Dialogue Systems: Problems, Methods, and Prospects 8278 100.00% 56 823666
Modern Question Answering Datasets and Benchmarks: A Survey 10240 100.00% 75 1294011
A Survey on Measuring and Mitigating Reasoning Shortcuts in Machine Reading Comprehension 11099 100.00% 106 2058171
A Survey on Recent Advances in Reinforcement Learning for Dialogue Policy Learning 10068 99.07% 107 2123869
A Survey on Explainability in Machine Reading Comprehension 9732 98.44% 125 2069256
Confidence Estimation and Calibration in Large Language Models: A Survey 11311 99.25% 128 2421195
Controllable Text Generation with Transformer-based PLMs: A Survey 20350 98.84% 170 2486701
Measure and Improve Robustness in NLP Models: A Survey 9548 98.33% 177 3257176
Neural Entity Linking: A Survey of Deep Learning Models 35275 98.10% 206 3373014
Machine Reading Comprehension: Contextualized Language Models and Beyond 33695 96.77% 207 4663897
Non-Autoregressive Generation for Neural Machine Translation: A Survey 37197 97.93% 236 4254491
Chain of Thought Reasoning: Advances, Frontiers and Future 18302 95.40% 248 3233452
Bias and Fairness in Large Language Models: A Survey 47372 95.59% 260 677128
Efficient Methods for Natural Language Processing: A Survey 12253 98.94% 280 1119131
The Efficiency Spectrum of Large Language Models: An Algorithmic Survey 19574 94.80% 327 2128935
Pre-trained Language Models in Biomedical Domain: A Systematic Survey 41887 95.76% 351 1426231
Code-Switching Research in NLP: A Systematic Survey on Trends and Challenges 13239 93.76% 411 3408349

Table 3: Test Set Statistics of SurveyEval. The Survey Token represents the total length of the literature survey in
tokens. The Ref. Rate indicates the percentage of references that were successfully retrieved and converted into
usable data. The Ref. Count refers to the total number of references cited in each literature survey. The Ref. Token
represents the cumulative token count of all references associated with the literature survey.

C.3 Implementation of AutoSurvey881

In this study, we implement AutoSurvey using882

the test set from SurveyEval (test set details are883

provided in Appendix B). We follow the original884

framework while making necessary adjustments885

to accommodate our testing dataset and evaluation886

process. All parameter settings are consistent with887

those specified in the original work.888

Data Adaptation. To ensure compatibility with889

our evaluation framework and dataset, we construct890

a retrieval database for each survey paper and its891

corresponding references. Although the number892

of references in our dataset is fewer than 1,200,893

we still configure the retrieval to include 1,200894

papers to ensure all references can be retrieved,895

as specified in AutoSurvey. This retrieval process896

ensures that all references for a survey paper are897

included in the initial retrieval stage.898

Subsection and Outline Generation. The em-899

bedding model is nomic-embed-text-v1, in900

line with the original AutoSurvey implementation.901

All parameters remain unchanged from the original902

paper. Outline generation is based on the abstracts903

of the selected papers, as in the original method.904

For subsection generation, the number of sections905

is predetermined to be 8. The model processes906

the first 1,500 tokens from the main body of the907

60 relevant papers retrieved, ensuring detailed and908

coherent descriptions. The same set of reference909

papers is used throughout the reflection and polish-910

ing stages to maintain consistency and accuracy.911

C.4 Implementation of LongScope 912

Here are the important hyperparameters of 913

LongScope: 914

• convolution_layer = 6, as Digest-Based Feed- 915

back Clustering equals to one layer 916

• kernel_width = 3 917

• convolution_result _num = 10 918

• top_k = 6 919

• self_refine_count = 3 920

• self_refine_best_of = 3 921

D Details of SurveyEval Evaluation 922

Our evaluation framework consists of both auto- 923

matic and human evaluation components to ensure 924

a comprehensive assessment. To standardize the 925

evaluation across multiple dimensions, we set the 926

score range for all assessments to a 100-point scale. 927

To facilitate an objective comparison with the base- 928

line, we have referenced specific evaluation metrics 929

from AutoSurvey (Wang et al., 2024b). The origi- 930

nal automated evaluation metrics include two main 931

components: Content Quality and Citation Quality. 932

For Content Quality, we retained the criteria of 933

structure and relevance. Since the original scoring 934

used a 5-point scale, we multiplied the raw scores 935

by 20 after obtaining them to enhance differentia- 936

tion and align the scores with other ranges. 937

The original coverage score has been refined 938

and is now represented by a more detailed assess- 939

ment of reference quality. As for Citation Quality, 940
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Figure 6: Screenshot of the web application for evaluating the survey pair.

we adapted the evaluation prompt from AutoSur-941

vey (Wang et al., 2024b) for individual citations942

while modifying and supplementing the calculation943

methods. Below are the specific criteria and the944

implementation of the SurveyEval Evaluation:945

D.1 Automatic Evaluation criteria946

D.1.1 Structure Quality criteria947

The structure of the survey is evaluated based on the948

criteria outlined in AutoSurvey. The score, initially949

on a scale of 0-5, is multiplied by 20 to align with950

other score ranges. For the detailed criteria, please951

refer to Table 4.952

D.1.2 Content Quality criteria953

For Faithfulness, we adopted the prompt from Au-954

toSurvey (Wang et al., 2024b) shown in Fig. 7 to955

assess citation quality, evaluating the accuracy and956

relevance of citations within the survey. For the957

CLAIM component, we mapped citation indices958

to their corresponding reference papers, conduct-959

ing separate evaluations for multiple citations to960

ensure each assessment is associated with only one961

reference paper. For the SOURCE component, we962

incorporated the full text of the corresponding refer-963

ence paper. The detailed Faithfulness is calculated964

as follows: 965

Faithfulness =

∑C
i=1 I

[∑Rci
j=1 h(ci, rj)

]
C

, 966

where Rci is the number of times paper ci is cited, 967

C is the number of claims in the survey, and rj 968

represents the jth cited reference paper of ci, and 969

h(ci, rj) =

{
1, if rj correctly supports ci
0, otherwise

970

971

The Relevance of the survey is also evaluated 972

based on the criteria from AutoSurvey (Wang et al., 973

2024b). The score, initially on a scale of 0-5, is 974

multiplied by 20 to align with other score ranges. 975

For detailed criteria, please refer to Table 5. 976

To provide a more comprehensive evaluation of 977

the quality of the generated literature reviews, we 978

propose two additional evaluation criteria: Lan- 979

guage and Criticalness. Language evaluates the 980

clarity, formality, and redundancy in the writing, 981

ensuring it maintains academic rigour while avoid- 982

ing unnecessary repetition. Criticalness assesses 983

the depth of analysis, originality of insights, and 984

the identification of future research directions. For 985

detailed scoring standards, please refer to Figure 8 986

and Figure 9. 987
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Description Structure: Structure evaluates the logical organization and coherence of sections
and subsections, ensuring that they are logically connected.

Score 1 The survey lacks logic, with no clear connections between sections, making it
difficult to understand the overall framework.

Score 2 The survey has weak logical flow with some content arranged in a disordered or
unreasonable manner.

Score 3 The survey has a generally reasonable logical structure, with most content
arranged orderly, though some links and transitions could be improved such as
repeated subsections.

Score 4 The survey has good logical consistency, with content well arranged and natural
transitions, only slightly rigid in a few parts.

Score 5 The survey is tightly structured and logically clear, with all sections and content
arranged most reasonably, and transitions between adjacent sections smooth
without redundancy.

Table 4: Structure Evaluation Criteria

---
Claim:
[CLAIM]
---
Source:
[SOURCE]
---
Claim:
[CLAIM]
---
Is the Claim faithful to the Source?
A Claim is faithful to the Source if the core part of the Claim can be
supported by the Source.

Only reply with ’Yes’ or ’No’:

Figure 7: Claim evaluation prompt.

D.1.3 Claim Evaluation Details988

Claim Numbers Inspired by FactScore’s989

approach to decomposing atomic knowledge (Min990

et al., 2023), we adapt its methodology to extract991

effective claims from the paper. Specifically,992

each section of the survey is treated as an993

independent unit, with claims extracted sepa-994

rately for each. The extraction process employs995

a structured, prompt-based approach using the996

gemini-2.0-flash-thinking-exp-1219997

model, which adheres to specific consolidation998

rules for claim identification. The extraction999

prompt enforces strict guidelines, as shown in1000

Fig. 10.1001

To ensure uniqueness, we implement a two-1002

phase deduplication process. The first phase per-1003

forms intra-group deduplication on smaller batches1004

(300 claims each), while the second phase conducts1005

cross-group deduplication, deduplicates pairwise1006

and thenmergese them until there is only one group1007

left. Both phases utilize the deduplication criteria1008

outlined in Figure 11. The final claim number is 1009

determined based on the total number of claims 1010

after deduplication. 1011

Claim Density. Claim Density is defined as the 1012

ratio of unique claims to the total number of ex- 1013

tracted claims prior to deduplication. This metric 1014

serves as a measure of information redundancy 1015

in the original text, with a higher density indicat- 1016

ing a more efficient presentation of information. 1017

The density is computed after both intra-group and 1018

cross-group deduplication phases to ensure that 1019

only genuinely unique claims are included in the 1020

final count. It can be calculated as follows: 1021

Claim Density =
δ(cij)∑S
i=1

∑Ci
j=1

, 1022

where Ci represents the number of claims ex- 1023

tracted from section i, S is the total number of 1024

sections. cij represents the jth claim in section i 1025
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Description Relevance: Relevance measures how well the content of the survey aligns with
the research topic and maintains a clear focus.

Score 1 The content is outdated or unrelated to the field it purports to review, offering no
alignment with the topic.

Score 2 The survey is somewhat on topic but with several digressions; the core subject is
evident but not consistently adhered to.

Score 3 The survey is generally on topic, despite a few unrelated details.

Score 4 The survey is mostly on topic and focused; the narrative has a consistent
relevance to the core subject with infrequent digressions.

Score 5 The survey is exceptionally focused and entirely on the topic; the article is
tightly centred on the subject, with every piece of information contributing to a
comprehensive understanding of the topic.

Table 5: Relevance Evaluation Criteria

and δ(·) is an indicator function that:1026

δ(·) =

{
1, if · is retained as unique
0, if · is redundant

1027

D.1.4 Reference Evaluation Details1028

In order to measure the utilization rate of the pro-1029

vided references, two metrics are designed:1030

Precision measures the coverage of input refer-1031

ences by verifying whether each reference is cor-1032

rectly cited at least once. It is calculated as:1033

Ref. P =

∑R
j=1 I

[∑C
i=1 h(ci, rj)

]
R

,1034

where R is the number of input references, C is the1035

number of sentences with citations in the survey,1036

rj is the jth reference paper and1037

h(ci, rj) =

{
1, if rj correctly supports ci
0, otherwise

1038

Recall evaluates the total number of input ref-1039

erences that appear at least once in the generated1040

survey. It is calculated as:1041

Ref. R =

∑R
i=1 c(ri)

R
,1042

where1043

c(ri) =

{
1, if ri ∈ RS

0, otherwise
1044

and RS denotes the set of references appearing in1045

the survey.1046

D.2 Human Evaluation Details 1047

The evaluation process was designed to ensure ran- 1048

domization of topics in order to minimize any po- 1049

tential bias. Evaluators were instructed to select 1050

their preferred survey by choosing either "Docu- 1051

ment 0," "Document 1," or marking "Tie" if both 1052

documents were of equal quality. Additionally, 1053

evaluators were encouraged to provide comments 1054

explaining their choices. 1055

Figure 6 shows a screenshot of the evaluation 1056

interface. All results were recorded in real-time 1057

and saved for subsequent analysis. 1058

We selected 20 topics from the test set, which 1059

were consistent with those used in the automatic 1060

evaluation. A total of 17 volunteers from the uni- 1061

versity were recruited, resulting in 217 valid data 1062

points, with the win rate displayed in Figure 4. 1063
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[Task]
Rigorously evaluate the quality of an academic survey about [TOPIC] by scoring
three dimensions (each 0-100) and calculating the average as the final score.

[Evaluation Criteria]
Evaluate each dimension on a 0-100 scale based strictly on the highest
standards below. The final score is the average of the three dimension
scores.

1. **Academic Formality** (100 points):
- Demonstrates *flawless* academic rigor. Uses precise terminology
consistently, avoids colloquial language entirely, and maintains a strictly
scholarly tone. Sentence structures are sophisticated and purposefully
crafted to enhance analytical depth. **Even a single instance of informal
phrasing or imprecise terminology disqualifies a perfect score**.

2. **Clarity & Readability** (100 points):
- Writing is *exceptionally* clear and concise. Sentences are logically
structured, with no ambiguity. Transitions between ideas are seamless, and
the argument progresses with precision. **Any unnecessary complexity or minor
ambiguity precludes full marks.**

3. **Redundancy** (100 points):
- **Unique**: each sentence must have a unique value and cannot be repeated.
Repetition is only allowed to maintain structural coherence, such as using
uniform terminology or necessary transitional phrases. Repeating key concept
definitions in a new context to help readers understand can be seen as a
structural requirement.
- **Efficient argumentation**: Argumentation needs to be efficient, with
logically coherent viewpoints and avoiding unnecessary repetition. Even minor
repetitions without actual structural effects can result in the deduction
of points. For example, repeating a discovery almost identical in the same
paragraph without providing new insights or perspectives will result in the
deduction of points.

[Topic]
[TOPIC]

[Section]
[SECTION]

[Output Format]
Rationale:
<Provide a detailed reason for the score, considering all dimensions step by
step. Highlight specific strengths and weaknesses, such as the consistency
of academic tone, the clarity of sentence structure, or the presence of
redundancy.>
Final Score:
<SCORE>(X+Y+Z)/3</SCORE>
(Example: <SCORE>23</SCORE>; scores can include two decimal place)

Figure 8: Language evaluation prompt.

17



[Task]
Rigorously evaluate the quality of an academic survey about [TOPIC] by scoring
three dimensions (each 0-100) and calculating the average as the final score.

[Evaluation Criteria]
The final score is the sum of the individual scores from the following three
dimensions. Please evaluate each dimension thoroughly and rigorously.

1. **Critical Analysis** (100 points):
- Offers a deep, incisive critique of methodologies, results, and underlying
assumptions. Provides a clear identification of significant gaps, weaknesses,
and areas for improvement. Challenges assumptions with well-supported
arguments, offering clear alternatives or improvements.

2. **Original Insights** (100 points):
- Proposes novel, well-supported interpretations or frameworks based on the
reviewed literature. Demonstrates a strong understanding of the subject
matter and provides genuinely original contributions that challenge the status
quo. Insights are clearly connected to existing research, offering fresh
perspectives or unique ways forward.

3. **Future Directions** (100 points):
- Clearly identifies specific, promising research directions with strong
justification. Suggests actionable, concrete ideas for future research
that are rooted in the gaps identified within the reviewed literature.
Demonstrates foresight in proposing innovative approaches and methodologies.

[Topic]
[TOPIC]

[Section]
[SECTION]

[Output Format]
Rationale:
<Provide a detailed reason for the score, considering all dimensions step
by step. Highlight specific strengths and weaknesses, such as the depth of
critique, the originality of insights, or the clarity of future directions.>
Final Score:
<SCORE>(X+Y+Z)/3</SCORE>
(Example: <SCORE>23</SCORE>; scores can include two decimal places)

Figure 9: Criticalness evaluation prompt.
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Analyze the following text and decompose it into independent claims following
strict consolidation rules:

[Claim Definition]
A verifiable objective factual statement that functions as an independent
knowledge unit. Each claim must:
1. Contain complete subject-predicate-object structure
2. Exist independently without contextual dependency
3. Exclude subjective evaluations

[Merge Rules]→ Should merge when:
- Same subject + same predicate + different objects (e.g., "Should measure A /
Should measure B" → "Should measure A and B")
- Different expressions of the same research conclusion
- Parallel elements of the same category (e.g., "A, B and C")

[Separation Rules]→ Should keep separate when:
- Different research subjects/objects
- Claims with causal/conditional relationships
- Findings across temporal sequences
- Conclusions using different verification methods

[Output Format]
Strict numbered list with consolidated claims maintaining grammatical
integrity:
1. Use "and/or/including" for merged items
2. Separate parallel elements with commas
3. Prohibit abbreviations or contextual references

Below is the text you need to extract claims from:

{text}

Figure 10: Claim decomposition prompt.

Below is a numbered list of claims. Your task is to identify and group claims
that convey the same information, removing all redundancy.

[Guidelines]
- Claims that express the same fact or knowledge in different wording or detail
are duplicates.
- If one claim is fully included within another or repeats the same idea,
consider it a duplicate.
- Claims with differing details, context, or scope are not duplicates.

For each group of duplicates, output the serial numbers of the claims to be
removed (comma-separated). Choose one claim to keep.

Example:
If claims 2, 5, and 8 are duplicates and claim 2 is kept, output "5,8".

List of claims:
{numbered_facts}

Output ONLY the serial numbers to remove. No additional text.

Figure 11: Redundancy removal prompt.
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