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Abstract

Abstractive summarization models often pro-
duce summaries that are inconsistent with the
content of the original text. Contrastive learn-
ing is an effective strategy for improving the
factual consistency of abstractive summariza-
tion. However, the success of contrastive learn-
ing depends largely on the construction of the
dataset. Existing contrastive learning methods
usually directly consider the gold summaries
of summary datasets as factual summaries, and
ignore the factual consistency problem of the
gold summaries. They mainly focus on the
generation of hallucinated summaries, i.e., neg-
ative samples, and the construction for negative
samples is usually based on the gold summaries
rather than from the perspective of the model
itself. The quality of the positive and negative
samples of these methods is not high enough,
which will affect the effect of contrastive learn-
ing. Therefore, this paper proposes Model Self-
Improvement Contrastive Learning: a method
to improve the factual consistency of abstrac-
tive summarization. This method begins with
fine-tuning the model itself, considering its al-
ready acquired knowledge of generating sum-
maries. It focuses on the inference aspect of
the generation phase, and delves deeper into
the content that may cause factual errors. At
the same time, it takes into account the fac-
tual consistency of both the positive and nega-
tive samples, constructs the negative samples
in a targeted manner and improves the positive
samples. It then further improves the factual
consistency of the model through contrastive
learning.

1 Introduction

Abstractive summarization is a significant research
direction in the field of natural language processing.
Its goal is to extract key information from a given
document and generate a concise, factual, and key
information-containing summary. Despite the sig-
nificant progress made by large pre-trained lan-

guage models in abstractive summarization (Lewis
et al., 2019; Devlin et al., 2018), existing summa-
rization models often produce summaries inconsis-
tent with the original text(Maynez et al., 2020; Cao
etal., 2018). To address this issue, researchers have
proposed numerous methods. One approach to
fine-tune the model using training data with higher
factual consistency, to aid the model in learning fac-
tuality (Goyal and Durrett, 2021; Wan and Bansal,
2022; Chaudhury et al., 2022). Another major re-
search direction is to improve the structure or learn-
ing method of the model, enabling it to better un-
derstand and generate factual information (Cao and
Wang, 2021; Chen et al., 2021; LIN and ZHOU,
2023; Li et al., 2023), where contrastive learning
is an effective learning method to enhance factual
consistency. Cao and Wang (2021) proposed a
novel contrastive learning formula, designing dele-
tion, replacement, rearrangement, and hallucina-
tion strategies to create negative samples based on
reference summaries. The model is then trained
to better distinguish these summaries using con-
trastive learning. Wan and Bansal (2022) generated
negative samples by applying a series of rule-based
transformations to the sentences in the source doc-
ument, such as content replacement and sentence
negation. Contrastive learning was introduced to
help the model better distinguish between factual
summaries and hallucinated summaries. These
studies indicate that contrastive learning can help
the model better distinguish between factual and
non-factual information, effectively improving the
model’s factual consistency. The factual consis-
tency of the training data is crucial for the model’s
factual consistency. However, existing contrastive
learning methods directly take the gold summaries
as positive samples, assuming they are factually
accurate, and the construction of negative samples
is usually based on transformations of the gold
summaries.

In this work, we propose a Model Self-



Improvement Contrastive Learning method that
combines data filtering and re-ranking methods to
specifically enhance the quality of positive and neg-
ative samples, and then greatly improves the factual
consistency of the summarization model by intro-
ducing contrastive learning. Our method takes into
account both the factual consistency of positive and
negative samples and whether the negative samples
are consistent with the actual errors made by the
model. We use data filtering methods to select sum-
maries with higher factual consistency as positive
samples, and construct negative samples from the
perspective of the model itself. We delve into the
inference stage of its generation phase based on the
summarization knowledge already obtained by fine-
tuning the model itself, and use beam search to dig
deep into the content that may cause factual errors,
and construct negative samples in a targeted man-
ner. Finally, we reinforce the correct knowledge of
the model through contrastive learning, thereby im-
proving factual accuracy. The experimental results
on the XSum dataset (Narayan et al., 2018) and the
PEGASUS model (Zhang et al., 2020) show that
our method effectively improves the factual consis-
tency of abstractive summarization. In summary,
our contributions are as follows:

(1) We have analyzed the characteristics and
shortcomings of the existing contrastive learning
methods in constructing samples, and proposed
a Model Self-Improvement Contrastive Learning
method. Starting from the perspective of the model
itself, we specifically improved the quality of posi-
tive and negative samples.

(2) We have conducted an in-depth study on the
characteristics and preferences of various cutting-
edge factual consistency evaluation metrics in the
context of data filtering, providing a new perspec-
tive for the use of data filtering methods.

(3) We have used multiple cutting-edge factual
evaluation metrics to evaluate the summaries gen-
erated by our model, and the results showed that
our method effectively improved the factual consis-
tency of the model.

2 Related Work

2.1 Improvement and Evaluation of Factual
Consistency

Current models can generate highly fluent sum-
maries, but the generated summaries often contain
factual errors (Maynez et al., 2020; Fang et al.,
2020). In response to the issue of factual consis-

tency, some research has been conducted, mainly
divided into two categories: One category is to
directly improve the factual consistency of the gen-
erated summary by improving the structure of the
model or introducing additional information and
constraints, enabling the model to generate sum-
maries with higher factual consistency (Wan and
Bansal, 2022; Chaudhury et al., 2022; Fang et al.,
2020; Kryscinski et al., 2019). The other category
is to evaluate the factual consistency of the sum-
mary, by designing effective evaluation metrics or
methods, enabling the model to better detect or
correct factual errors (Kryscinski et al., 2019; La-
ban et al., 2022), indirectly helping the model to
enhance the factual consistency of the generated
summary.

2.2 Enhancing the Factual Consistency of
Training Data

Enhancing the factual consistency of training data
to aid the model in generating summaries with
higher factual accuracy is an important research
direction. Some researchers have already explored
in this area. Goyal and Durrett (2021) indicates that
fine-grained human-annotated data can help train
more factual summary models. Wan and Bansal
(2022) trained a corrector module to remove hal-
lucinations present in the gold summaries of the
XSum training dataset, thereby improving the fac-
tual consistency of the training data. Chaudhury
et al. (2022) demonstrated that filtering training
data based on the scores of factual consistency eval-
uation metrics can assist in training more realistic
summary models. They also trained a corrector
module using gold summaries and hallucination
summaries to correct factual errors in generated
summaries.

2.3 Constrastive Learning

Constrastive learning has always been a popular
method in representation learning, and in recent
years, some researchers have applied it to natu-
ral language processing. Fang et al. (2020) Con-
strastive learning is used to train language mod-
els with stronger representation capabilities. Cao
and Wang (2021) A novel formula for constrastive
learning was proposed, which is based on refer-
ence summaries. Four types of strategies were de-
signed to create negative samples: deletion, replace-
ment, rearrangement, and hallucinations. Then,
constrastive learning is used to train the summary
model that can better distinguish them. Wan and
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Figure 1: Flowchart of General Contrastive Learning and Model Self-Improvement Contrastive Learning.

Bansal (2022) By applying a series of rule-based
transformations to sentences in the source docu-
ment, such as content replacement and sentence
negation, to generate negative samples, constrastive
learning is introduced to help the model better dis-
tinguish between factual summaries and hallucina-
tion summaries.

3 Method
3.1 Data Filtering

In this study, we employed various cutting-edge
factual consistency evaluation metrics to filter the
dataset, aiming to select data with high factual con-
sistency scores. To choose the best filtered data to
construct positive samples for contrastive learning,
we conducted an in-depth analysis of the charac-
teristics and preferences when filtering data with
different metrics. Subsequently, we fine-tuned the
model using the data filtered out by different met-
rics. The fine-tuned model was then used to predict
the test dataset. Afterward, we evaluated the gener-
ated summaries using various factual consistency
evaluation metrics to observe the effect of fine-
tuning the model using data filtered with different
metrics. In this way, we selected the best filtering
metric.

3.2 Model Self-Improvement Contrastive
Learning

In order to further enhance the factual consistency
of the model based on data filtering, we intro-
duce Model Self-Improvement Contrastive Learn-
ing. The fundamental idea of the Model Self-

Improvement Contrastive Learning is to start from
fine-tuning the model itself, taking into account
the abstractive summarization knowledge it has al-
ready acquired, focusing on the inference link in
the generation stage, and deeply exploring the con-
tent that may cause factual errors. At the same
time, we considered the factual consistency of pos-
itive and negative samples, constructed negative
samples in a targeted manner, and improved posi-
tive samples. We constructed a dataset containing
the original text, factual summary, and hallucina-
tion summary using data filtering and re-ranking
techniques, and then further improved the model’s
factual consistency through contrastive learning.Its
process differs from general contrastive learning as
shown in Figure 1. The key steps are as follows:

(1) Firstly, we acquire the positive samples. We
select the best performing filtering metric and use
it to filter out the data with high factual consis-
tency scores. The original text of this data is used
as the anchor sample, and the golden summary is
used as the factual summary, i.e., the positive sam-
ple, ensuring the factual consistency of the positive
sample.

(2) Then, we construct the negative samples. We
use the model fine-tuned on the complete dataset
to predict the filtered data. During the summary
generation, we select ten candidate summaries us-
ing the Beam Search method. Then, we use the
filtering metric to calculate the factual scores of
these ten summaries, re-rank them, and select the
summary with the lowest score as the hallucinated
summary, i.e., the negative sample. Although this



sample is not the direct output of the model, it is
generated by the actual knowledge learned by the
model, which better reflects the types of factual
errors that the model is prone to make when gen-
erating summaries. Thus, we have constructed a
contrastive learning dataset that includes the orig-
inal text, factual summary, and hallucinated sum-
mary. This dataset’s factual summary has a high
factual consistency, and the hallucinated summary
is automatically generated by the fine-tuned sum-
marization model, which better reflects the actual
errors made by the model when generating sum-
maries.

(3) Finally, we introduce contrastive learning.
Through contrastive learning, we encourage the
model to prefer factual summaries when given
the context of a document, further enhancing the
model’s factual consistency. The contrastive loss
function we use when fine-tuning the model is as
follows:

lossc = a-lossf — (1 —a) - lossy, €))

Here, loss; is the loss of the factual summary,
lossy, is the loss of the hallucinated summary, and
a is an adjustable parameter used to control the
weights of the factual summary and hallucinated
summary in the contrastive loss. The design of this
contrastive loss function encourages the model to
not only minimize the loss of the factual summary
but also maximize the loss of the hallucinated sum-
mary during the training process. This encourages
the model to generate summaries that are more in
line with the facts and avoid generating halluci-
nated summaries.

4 Experiment

4.1 Datasets

Document | [...]

[..]
Rugby fans are advised to be aware of travel
restrictions and road closures due to Wales’
Six Nations clash against Italy in Cardiff of
Saturday.

Summary

Table 1: Examples of hallucinations in the gold sum-
maries of the XSum dataset.

Our experiments were conducted on the XSum
dataset (Narayan et al., 2018) which is highly suit-

able for evaluating abstractive single-document
summarization systems. This dataset comprises
226,711 news articles from the British Broadcast-
ing Corporation (BBC) and a one-sentence sum-
mary for each article. The official random divi-
sion includes 204,045 (90%) training documents,
11,332 (5%) validation documents, and 11,334
(5%) test documents. It has been reported Maynez
et al. (2020) that over 70% of the gold summaries
in this dataset exhibit hallucinations, making it an
ideal dataset for studying the factual consistency of
abstractive summarization. Table 1 displays exam-
ples of hallucinations in the gold summaries from
the XSum dataset.

4.2 Baselines

The following baselines are used for comparison
with the results obtained by our model:

DAE: Goyal and Durrett (2021) explored
whether the factual errors made by synthetic data
and generative models are consistent, and the role
of fine-grained human-annotated data in training
more factual summarization models. It shows that
there are significant differences in the factual errors
exhibited by different datasets, and fine-grained
human-annotated data can help train more fac-
tual summarization models, thereby improving the
model’s factual consistency.

FactPEGASUS: Wan and Bansal (2022) pro-
posed a summarization model FactPEGASUS that
incorporates factuality into the entire training pro-
cess. During the pre-training process, it explored
the combination of ROUGE and FactCC as selec-
tion criteria, so that the model can learn important
and factually accurate sentences from the input
document. During fine-tuning, it introduced three
supplementary components to enhance factuality
during fine-tuning, greatly improving the model’s
factual consistency.

CLIFF: Based on the reference summary, four
types of strategies were designed to create nega-
tive samples: deletion, replacement, rearrangement,
and hallucinations (Cao and Wang, 2021). Then,
a training objective based on contrastive learning
was proposed, allowing the model to better distin-
guish between factual summaries and erroneous
summaries, thereby improving the model’s fac-
tual consistency. We use the better-performing
MASKENT model as the baseline.
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Figure 2: Characteristics of the data obtained when filtering the XSum training set using different evaluation metrics.
The x-axis represents the number of data selected according to factual consistency ranking.

Model RL SummaC FactCC ClozE DAE ANLI FEQA Q2 QUALS
PEGASUS 37.06 | 25.12 24.71 70.64 64.22 86.27 14.51 2840 -0.6786
Fine-tune with QUALS | 28.26 | 25.17 24.34 75.58 69.90 87.81 18.11 3423 -0.6215
Fine-tune with FEQA 28.09 | 25.36 24.40 7492 70.25 8822 21.50 35.18 -0.6325
Fine-tune with Q2 26.95 | 25.79 27.57 74.39  69.68 89.13 17.66 35.61 -0.6500
Fine-tune with ClozE 26.16 | 2543 26.03 77.85 68.20 86.57 17.33 31.47 -0.6537
Fine-tune with DAE 26.24 | 25.55 30.84 7334 7448 86.86 16.85 3347 -0.6498
Fine-tune with ANLI 26.28 | 2548 25.64 73.80 68.17 8899 17.10 3251 -0.6572
Fine-tune with FactCC 2495 | 25.07 31.34 72.69 6894 86.83 14.89 31.54 -0.6926
Fine-tune with SummaC | 33.19 | 29.31 31.69 75.52  70.37 90.24 18.68 36.40 -0.5822

Table 2: Factual consistency of summaries generated using the PEGASUS model fine-tuned with data filtered by

different evaluation metrics on the XSum test dataset.

4.3 Evaluation Metrics

In this section, we summarize the commonly used
cutting-edge factual consistency evaluation metrics
for data filtering and evaluating the factual consis-
tency of model-generated summaries:

ROUGE: ROUGE (Lin, 2004) is a commonly
used metric for evaluating text generation tasks. Its
principle is to calculate the overlap text between
the golden summary and the model output. Here
we use it to evaluate the fluency and information
content of the generated summary.

SummacC: Laban et al. (2022) provides an ef-
ficient and lightweight method called SUMMAC-
CONY, which divides the document into sentence
units and aggregates the scores between each sen-
tence and the summary, solving the input granular-
ity mismatch between the NLI dataset (sentence
level) and inconsistency detection (document level),

thus enabling the NLI model to be better used for
inconsistency detection and achieving good results.

FactCC: FactCC (KryScinski et al., 2019) can
identify whether the summary is consistent with the
text fragments in the source document. This model
is trained on synthetic data generated by transform-
ing basic facts through paraphrasing, swapping en-
tities, numbers, pronouns, etc.

ClozE: Li et al. (2022) evaluates factual consis-
tency through a cloze model, which is instantiated
based on a masked language model, with strong
interpretability and fast speed.

DAE: DAE (Goyal and Durrett, 2021) uses de-
pendency arcs to identify non-factual markers in
the data. For a factual example, all individual arcs
in the summary must be factual. For non-factual
examples, at least one arc must be non-factual.

ANLI: ANLI (Nie et al., 2019) is a famous text



entailment dataset. Natural language inference
models trained on ANLI show good performance
in factual detection. Therefore, we use ANLI as
one of the factual consistency evaluation metrics.

FEQA: Durmus et al. (2020) proposes a fac-
tual consistency evaluation metric based on auto-
matic question answering. It uses the summary to
generate question-answer pairs, and then extracts
answers from the document; mismatched answers
indicate that the information in the summary is not
true.

Q2: Honovich et al. (2021) proposes an auto-
matic evaluation metric for evaluating factual con-
sistency in dialogue using automatic question gen-
eration and question answering, and combines the
NLI model to compare the answer range.

QUALS: QUALS(Nan et al., 2021) is also an
evaluation metric based on automatic question an-
swering, and proposes an efficient algorithm to
speed up the calculation. Its evaluation results
have been proven to have a strong correlation with
FEQA.

4.4 Features of Data Filtered by Different
Metrics

In order to select the optimal filtering metric, we
calculated the factual consistency scores for each
data point in the XSum training set using a vari-
ety of factual consistency evaluation metrics, then
ranked and filtered out the data with higher factual
consistency. We conducted an in-depth analysis of
the characteristics of data filtered by different met-
rics from perspectives such as summary length, the
number of entities in the summary, the length of the
original text, the number of entities in the original
text, and the maximum value obtained from cal-
culating the ROUGE scores sentence by sentence
between the summary and the original text. As
shown in Figure 2, as the filtered data decreases
from 100,000 to 10,000, that is, the factual con-
sistency continues to increase, the characteristics
of the filtred data by various metrics also change
accordingly. By analyzing the curves in Figure 2
and the principles of calculating factual consistency
with different metrics, we have summarized some
characteristics of different metrics when filtering
data:

(1) From the perspective of summaries, as the
factual consistency of the selected summaries im-
proves, the length of the summaries gradually de-
creases. In addition, the summaries filtered out
by the FEQA and QUALS metrics based on the

question-answering model and the ClozE metric
based on the cloze test always contain more entities.
We speculate that this is related to their design of
question-answer pairs or cloze tests always revolv-
ing around the entities in the summary.

(2) From the perspective of the original text, the
data filtered out by the SummaC metric has a far
greater original text length and number of entity
words than other metrics. This can be attributed
to the SummaC metric dividing the document into
sentence units and aggregating the scores between
each sentence and the summary, solving the input
granularity mismatch between the NLI dataset (sen-
tence level) and inconsistency detection (document
level). Other evaluation metrics usually truncate
when the original text length exceeds the model
encoding limit, so their evaluation capabilities for
long texts are limited. Therefore, Summac is suit-
able for evaluating texts of various lengths, is a
very balanced metric, and is more suitable for filter-
ing datasets. We will further verify this speculation
through the results of fine-tuning the model.

(3) From the perspective of the maximum value
obtained by calculating the ROUGE scores sen-
tence by sentence between the summary and the
original text, as the factual consistency of the se-
lected data increases, the maximum ROUGE scores
of the summary and the original text filtered out
by other metrics is increasing, while the maxi-
mum ROUGE scores of the data filtered out by
the FactCC metric has no significant change. We
speculate that this is related to the FactCC metric’s
evaluation of factual consistency when extracting
text fragments that support consistency or do not
support consistency in the source document is rela-
tively scattered.

4.5 Results of Fine-tuned Model on Filtered
Data

To further analyze the effect of data filtering by
different metrics, we sorted the data filtered by dif-
ferent metrics based on factual consistency. We
selected the top 10,000 data to fine-tune the PE-
GASUS model, then predicted on the XSum test
dataset, and evaluated the factual consistency of
the generated summaries.

As shown in Table 2, when the SummaC metric
is used to filter data and fine-tune the model, a sig-
nificant performance improvement can be achieved,
which is in stark contrast to the performance of
other metrics under the same conditions. When we
use the model fine-tuned with data filtered by Sum-



maC to predict the XSum test dataset, the gener-
ated summaries not only have the highest ROUGE
scores but also achieve the best results on all five
factual consistency evaluation metrics. In addition,
significant improvements have also been made on
the other three factual consistency evaluation met-
rics. These results further validate our previous
conclusion: SummaC is a very balanced metric,
suitable for evaluating texts of various lengths, and
therefore, it is more suitable for data filtering.

4.6 Threshold of Data Filtering

Threshold | RL SummaC FactCC ClozE DAE ANLI
10000 33.19 | 29.31 31.69 7552 70.37 90.24
20000 34.53 | 26.58 28.75 73.55 68.66 89.60
30000 35.13 | 25.99 28.39 7296 6798 89.26
40000 34.98 | 26.06 28.29 7335 67.83 89.19
50000 35.30 | 25.70 26.84 7323 67.46 88.87

SummaC

Table 3: Results obtained by fine-tuning the model with
different amounts of data selected according to the fac-
tual consistency score using the SummaC metric.

After filtering the data using the SummaC met-
ric, in order to determine a reasonable threshold,
we use the SummaC metric to filter out varying
amounts of data for fine-tuning the PEGASUS
model, followed by making predictions on the
XSum test dataset.

Table 3 illustrates the impact of adjusting the
threshold of data filtering on the fine-tuning model.
Here, the threshold represents the amount of data
taken after sorting according to the factual consis-
tency score of the data. The lower the threshold, the
higher the factual consistency score of the filtered
data, and the model will use these factually con-
sistent articles and summaries for training, thereby
improving the factual consistency score. However,
the lower the threshold, the fewer the data filtered
out, that is, the training samples are reduced, which
may lower the ROUGE-L score. In the several
sets of threshold experiments we are currently con-
ducting, when the threshold is 10,000, the ROUGE
score is within an acceptable decline range, while
achieving the best factual consistency.

4.7 Construction of the Dataset for Model
Self-Improvement Contrastive Learning

The key to Model Self-Improvement Contrastive
Learning lies in the construction of the dataset. For
the XSum training set, we constructed a dataset that
includes the original text, factual summaries, and
hallucinatory summaries using the positive and neg-
ative sample construction methods introduced in

[...]Last week it was revealed Of-
sted reported that Market Rasen
School in Lincolnshire could not
be rated as because
pupils lack experience of "the di-
verse make-up of modern British

Document

society".[...]
Factual Summary A school has been told it cannot
be rated as " " by Of-

sted because pupils need to have
more awareness of other British
cultures.

A school has been rated "inade-
quate" by Ofsted because pupils
do not have a strong awareness
of other cultures.

Hallucinated Summary

Table 4: Examples from the dataset for Model Self-
Improvement Contrastive Learning

Section 3.2 of this paper. We then introduced con-
trastive learning to fine-tune the PEGASUS model
to enhance the model’s factual consistency. Table
4 shows an example of the self-improvement con-
trastive learning dataset we constructed. As can
be seen from Table 4, the dataset we constructed
takes into account the factual consistency of both
positive and negative samples, and has specifically
improved the quality of positive and negative sam-
ples.

5 Result

5.1 Fine-tuned result

We utilized multiple factual consistency metrics
described in Section 4.3 of this paper to calcu-
late the factual scores of the model on the XSum
test dataset. As shown in Table 5, compared to
other baseline models, the model fine-tuned with
the Model Self-Improvement Contrastive Learning
method achieved comprehensive and significant
improvements on multiple factual consistency eval-
uation metrics, reaching the state-of-the-art level.
However, the score of our model on the ROUGE
metric has decreased. We speculate that this may
be because in the XSum dataset, more than 70% of
the gold summaries contain hallucinations (Maynez
et al., 2020), including its test dataset. Therefore,
improving the factuality of the model may lead to
the generated summary not completely matching
the gold summary, thereby leading to a decrease in
the ROUGE score. Therefore, this is a reasonable
phenomenon.



Method Lexical overlap Factual Consistency

R1 R2 RL SummaC FactCC ClozE DAE ANLI FEQA Q2 QUALS
PEGASUS 42.88 21.73 37.06 | 25.12 24.71 70.64 64.22 8627 1451 28.40 -0.6786
DAE 2446 723 2044 | 25.87 34.11 51.85 55.64 71.10 10.58 26.94 -0.7501
CLIFF 41.81 20.54 35.86 | 24.84 25.14 73.54 6749 86.53 1620 30.83 -0.6627
FactPEGASUS | 2574 8.23  21.53 | 27.69 40.96 70.99 70.28 5899 1695 3548 -0.5862
MSCL 36.86 16.71 31.31 | 31.83 38.43 76.25 7316 90.25 20.82 39.84 -0.5433

Table 5: Prediction results of different models or methods on the XSum test dataset. In the table, ’'MSCL’ stands for
Model Self-Improvement Contrastive Learning, and this applies to the subsequent tables as well.

Method RL SummaC FactCC ClozE DAE ANLI FEQA Q2 QUALS
PEGASUS 37.06 | 25.12 24.71 70.64 6422 86.27 1451 28.40 -0.6786
Data Filtering 33.19 | 29.31 31.69 75.52  70.37 90.24 18.68 36.40 -0.5822
Contrastive Learning | 34.55 | 26.45 27.43 74.16 68.54 8799 18.05 3431 -0.6500
MSCL 31.31 | 31.83 38.43 7625 73.16 90.25 20.82 39.84 -0.5433

Table 6: Results of ablation study on Data Filtering and Contrastive Learning

5.2 Ablation Studies

Table 6 presents the results of the ablation study of
our proposed method, which includes the model’s
scores on multiple evaluation metrics. The results
indicate that compared to the baseline model, either
the individual application of data filtering method
or contrastive learning method can improve the
model’s factual consistency. However, our pro-
posed method of Modle Self-Improvement Con-
trastive Learning can combine the advantages of
data filtering and contrastive learning to further en-
hance the model’s factual consistency. It is worth
noting that the model fine-tuned with our proposed
method of Model Self-Improvement Contrastive
Learning achieved the best performance on multi-
ple evaluation metrics without a significant drop in
ROUGE scores.

5.3 Human Evaluation

Method Factual Consistency
PEGASUS 31
DAE 33
CLIFF 29
FactPEGASUS 40
MSCL 44

Table 7: Manual evaluation results of summaries gener-
ated by different methods.

We conducted a manual evaluation of the sum-
maries generated by different models, randomly
selecting one hundred pieces of data to assess their
factual consistency. As shown in Table 7, con-

sistent with the results of our evaluations using
various evaluation metrics, our model generates
significantly more factual summaries compared to
models such as PEGASUS, DAE, CLIFF, and Fact-
PEGASUS.

6 Conclusion

In this research, we propose a Model Self-
Improvement Contrastive Learning method that
takes into account the factual consistency of both
positive and negative samples. We purposefully
construct negative samples, enhance positive sam-
ples, and then reinforce model-related knowledge
through contrastive learning to improve the model’s
factual consistency. The evaluation results of multi-
ple factual consistency metrics, along with ablation
studies and human results, demonstrate that our
method effectively enhances the factual consistency
of the model, achieving significant improvements
in experiments on the XSum dataset. These results
further validate the effectiveness and practicality of
the method we proposed.

7 Limitations

Due to the limitations of computational resources,
we did not directly conduct experimental verifica-
tion on large models.Therefore, one of our future re-
search directions is to conduct more in-depth exper-
imental verification on large models. We look for-
ward to these experiments further confirming the ef-
fectiveness and scalability of our proposed method
on more complex models and larger datasets.
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