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Abstract

Recent advancements in Large Language001
Models (LLMs) have significantly enhanced002
the capabilities of conversational agents,003
making them applicable to various fields004
(e.g., education). Despite their progress, the005
evaluation of the agents often overlooks the006
complexities of real-world conversations, such007
as real-time interactions, multi-party dialogues,008
and extended contextual dependencies. To009
bridge this gap, we introduce DialSim, a010
real-time dialogue simulator. In this simulator,011
an agent is assigned the role of a character012
from popular TV shows, requiring it to013
respond to spontaneous questions using014
past dialogue information and to distinguish015
between known and unknown information.016
Key features of DialSim include assessing the017
agent’s ability to respond within a reasonable018
time limit, handling long-term multi-party019
dialogues, and evaluating performance under020
randomized questioning with LongDialQA,021
a novel, high-quality question-answering022
dataset. Our experiments using DialSim023
reveal the strengths and weaknesses of024
the latest conversational agents, offering025
valuable insights for future advancements in026
conversational AI. DialSim is available at027
https://anonymous.4open.science/r/Simulator-028
DC14.029

1 Introduction030

Recent advancements in Natural Language Genera-031

tion (NLG) within Large Language Models (LLMs)032

have significantly enhanced the capabilities of con-033

versational agents. These agents are now integral to034

various fields, including entertainment (Zhou et al.,035

2023; Chen et al., 2024) and education (Ait Baha036

et al., 2023; Waisberg et al., 2024), providing per-037

sonalized interactions that cater to individual pref-038

erences and interests. As they continue to evolve039

and become more widely adopted, it is crucial to040

rigorously assess their performance in real-world041

scenarios to ensure they meet user expectations and 042

function effectively. 043

Traditionally, the evaluation of conversational 044

agents has relied on qualitative assessments of 045

their responses. This process typically involves hu- 046

man evaluators or LLMs judging the quality of an 047

agent’s utterances (Adiwardana et al., 2020; Zhang 048

et al., 2020; Roller et al., 2021; Shuster et al., 2022; 049

Lee et al., 2023; Kim et al., 2024) or comparing 050

responses between different agents on platforms 051

like Chatbot Arena (Chiang et al., 2024). While 052

these methods provide valuable insights into as- 053

pects such as naturalness and alignment with user 054

instructions, they do not fully capture the complex- 055

ities of real-world interactions. 056

In practice, conversational agents face a variety 057

of challenges: engaging in real-time interactions, 058

managing multi-party conversations, and recalling 059

information from past dialogues. These scenar- 060

ios demand more comprehensive evaluation meth- 061

ods—ones that test an agent’s ability to respond 062

within a reasonable time constraint, understand 063

multi-party dialogue contexts, and reason across 064

extended interactions. To meet this demand, we 065

introduce DialSim, a real-time dialogue simula- 066

tor designed to evaluate the long-term multi-party 067

dialogue understanding of conversational agents. 068

DialSim places the agent in the role of a main 069

character within a TV show, engaging in extensive 070

conversations based on the show’s scripted content 071

(see Figure 1). During each session, a randomly se- 072

lected character asks a randomly sampled question 073

at an unpredictable time. The agent is evaluated on 074

its ability to respond appropriately, relying solely 075

on the dialogue history and acknowledging when 076

it lacks sufficient information. This approach en- 077

ables rigorous testing of dialogue comprehension 078

in unpredictable, realistic scenarios. Additionally, 079

the agent’s real-time interaction capabilities are as- 080

sessed through time constraints for responses (e.g., 081

1s, 3s, 5s). To the best of our knowledge, this is the 082
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I don’t know.

Monica: Hi, come in! Paul, this is.. ... 
everybody, everybody, this is Paul.

All: Hey! Paul! Hi! The Wine Guy! Hey!

Chandler: I'm sorry, I didn't catch 
your name. Paul, was it?

Monica: Okay, umm-umm, I'll just--I'll 
be right back, I just gotta go ah, go ah...

Ross: A wandering?

Rachel : Oh, just out of curiosity, who 
lives next door to Monica?

ü Unanswerable questions

Rachel : Oh my god, so like, who was 
going out with Paul in September 1994?

…timeout

(May 20, 1998. Session #639)

ü Questions with timestamp

Rachel: Umm, listen, I'm gonna need 
to take a rain check, my roommate is 
just really sick. Okay? Bye!

Dave: Yeah?

Rachel: Umm, hi!

Ross: Hi.

Chandler : So, just for a little stroll down 
memory lane, Rachel was bunking with 
someone in May 1998. Any wild guesses 
on who was dating this mystery co-
habitant by September 22, 1994?

Paul

(Feb 26, 1999. Session #735)

ü Multi-hop questions

(a) Emily, (b) Monica, (c) Ryan, 
(d) Rachel, (e) I don’t know.

(a) Chandler, (b) Danny, (c) Ross, 
(d) Ugly naked guy, (e) I don’t know.

(a) Paolo, (b) Paul, (c) Roger, 
(d) Vince, (e) I don’t know. 

Rachel:  Hey Ross! I 
brought reinforcements.

Ross: Oh great! What, you brought Joey?

Rachel: Well, I brought the next 
best thing.

Chandler:  Hey!

Ross: Chandler?! You brought 
Chandler?! The next best thing would 
be Monica!

Rachel: Is Monica around? 
I-I have to ask her something.

Ross: She's doing her laundry.
…

(Sep 22, 1994. Session #2)

Ross:  No, go on! 
It's Paul the Wine Guy!

Figure 1: An overall process of DialSim. Gray speech bubbles indicate predetermined utterances from the script,
and white speech bubbles indicate spontaneous questions asked during the simulation. Colored speech bubbles
indicate the agent’s responses to the questions. (Left) An unanswerable question. (Center) A question that references
a specific time. (Right) A multi-hop question that requires understanding past sessions (i.e., the Left and Center
boxes). The question is asked in the format chosen by the user, either in a multiple-choice format or as an open-ended
question.

first work evaluating conversational agents under083

time constraints, introducing a novel dimension to084

agent performance assessment.085

In order to run DialSim, a dialogue script and086

corresponding question-answer pairs are required.087

For this purpose, we created LongDialQA, a new088

question-answering dataset derived from long-term089

multi-party dialogues. It comprises dialogues from090

popular TV shows (i.e., Friends, The Big Bang The-091

ory, and The Office), spanning approximately 1,300092

sessions over five years, totaling around 350,000093

tokens. Each session includes more than 1,000094

questions curated through two approaches: refining095

questions from a fan quiz website and generating096

complex questions using extracted temporal knowl-097

edge graphs. ChatGPT-4 (OpenAI, 2023a) assisted098

in refining questions and extracting knowledge099

graphs, with all outputs meticulously reviewed to100

ensure quality.101

LongDialQA also incorporates adversarial test-102

ing to rigorously challenge agents’ reliance on di-103

alogue history rather than pre-trained knowledge.104

Since LLM-based agents may possess prior knowl-105

edge about the TV shows (see Appendix A), we106

developed adversarial tests that modify character107

names in two specific ways: by swapping their108

names with each other (e.g., Joey ↔ Monica) or by109

assigning new names to them (e.g., Joey → John).110

These adversarial scenarios help verify that the111

agent’s responses are grounded in the contextual112

dialogue history rather than pre-trained knowledge.113

Using DialSim, we evaluated the latest conver-114

sational agents, uncovering both their strengths and115

limitations. Our findings provide valuable insights 116

for advancing conversational AI, emphasizing the 117

need for robust, real-world evaluation frameworks. 118

2 Related Works 119

Conversational Agents Evaluation Early eval- 120

uation methods for conversational agents often re- 121

lied on reference-based metrics (e.g., BLEU (Pa- 122

pineni et al., 2002), ROUGE (Lin, 2004), ME- 123

TEOR (Banerjee and Lavie, 2005)), which com- 124

pare model outputs to gold dialogue references 125

but often show weak correlation with human judg- 126

ment (Liu et al., 2016). In contrast, human evalu- 127

ation—where human annotators assess coherence, 128

factual correctness, consistency, and engagingness 129

of the generated responses—provides reliable as- 130

sessments (Adiwardana et al., 2020; Zhang et al., 131

2020; Roller et al., 2021; Shuster et al., 2022; Lee 132

et al., 2023), but it is costly and time-consuming. 133

With the advent of LLMs, new evaluation ap- 134

proaches have emerged. These include having 135

LLMs evaluate utterances directly (Li et al., 2023; 136

Kim et al., 2024) or employing platforms (e.g., 137

Chatbot Arena (Chiang et al., 2024)) where hu- 138

mans rank responses from different agents. Despite 139

these advances, existing methods are still limited 140

to qualitative assessments of utterances and fail to 141

capture real-world conversational scenarios (e.g., 142

real-time interaction, and long-term multi-party di- 143

alogue). To address these limitations, we propose a 144

dialogue simulator, DialSim, designed to evaluate 145

a conversational agent’s comprehensive dialogue 146

understanding capabilities. 147
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Long-Term Dialogue Datasets A representa-148

tive dataset for long-term dialogue is Multi Ses-149

sion Chat (Xu et al., 2022), which features up150

to five sessions per dialogue. This dataset, cre-151

ated through crowdsourcing, ensures high-quality152

dialogues; however, generating longer dialogues153

via crowdsourcing has remained challenging. To154

address this issue, Conversation Chronicles (Jang155

et al., 2023) was developed by leveraging an LLM156

to create longer and more comprehensive conver-157

sational datasets. More recently, LoCoMo (Maha-158

rana et al., 2024) was created using both LLMs and159

crowdsourcing; it evaluates dialogue comprehen-160

sion of an agent through various tasks (e.g., event161

summarization) in long-term dialogues. In contrast162

to other datasets generated through crowdsourcing163

or LLMs, LongDialQA leverages TV show scripts,164

naturally providing extended, multi-party dialogues165

that evolve over time. Building on these unique166

features, DialSim simulates realistic, long-term in-167

teractions to evaluate agents.168

Datasets Based on the TV Show Scripts While169

both TV show scripts and other dialogue datasets170

effectively capture dialogue characteristics, scripts171

offer a significant advantage due to their abun-172

dance and accessibility. This makes them particu-173

larly valuable for various dialogue understanding174

tasks such as question answering (QA) (Yang and175

Choi, 2019; Sang et al., 2022), coreference reso-176

lution (Chen and Choi, 2016; Chen et al., 2017;177

Zhou and Choi, 2018), relation extraction (Rashid178

and Blanco, 2018; Yu et al., 2020), and summa-179

rization (Gorinski and Lapata, 2015; Papalampidi180

et al., 2020; Chen et al., 2022). Notable datasets181

derived from scripts include FriendsQA (Yang and182

Choi, 2019) and TVShowGuess (Sang et al., 2022).183

FriendsQA treats each TV show scene as an in-184

dependent conversation, with questions aiming to185

locate specific answer spans. TVShowGuess is186

a multiple-choice dataset requiring the identifica-187

tion of anonymized speakers in a scene based on188

prior context from earlier scenes. While many stud-189

ies have utilized TV show scripts to create such190

datasets, only LongDialQA includes unanswerable191

questions and fully utilizes the extended context of192

scripts.193

3 LongDialQA194

To implement DialSim, we first developed195

LongDialQA, a question-answering dataset derived196

from long-term multi-party dialogues.197

3.1 Data Construction 198

LongDialQA was developed using scripts from five 199

consecutive seasons of popular TV shows (i.e., 200

Friends, The Big Bang Theory, and The Office1). 201

These scripts were first preprocessed to serve as 202

dialogue data (§ 3.1.1). Next, questions were gen- 203

erated for each script, drawing from fan quizzes 204

(§ 3.1.2) and a temporal knowledge graph (TKG) 205

(§ 3.1.3). Each question was then paired with the 206

correct answer and multiple distractors. Finally, 207

character style transfer was applied to refine the 208

questions, resulting in the final pool of questions 209

for each session (§ 3.1.4). 210

3.1.1 Script Preprocessing 211

The script we used includes 5 consecutive seasons 212

per TV show, with each season containing approx- 213

imately 20 episodes. Each episode is composed 214

of multiple scenes (i.e., session). Each script in- 215

cludes not only utterances but also descriptions of 216

characters’ actions and scenes, as well as metadata 217

unrelated to the plot (e.g., names of writers and 218

directors). We manually filtered out all irrelevant 219

parts to create Scriptpre, which contains only the 220

conversations between characters. Additionally, 221

since some of our questions involve time condi- 222

tions (e.g., “Which friend wasn’t allowed to drive 223

Monica’s Porsche in October 1994?”), we man- 224

ually assigned a date to each scene in Scriptpre 225

to provide time information to the agent. These 226

dates were determined based on the contents of 227

the conversations and the air dates of the episodes. 228

The specific rules for date assignments are detailed 229

in Appendix B. We then selected scenes involv- 230

ing the main character (i.e., Friends: Ross, The 231

Big Bang Theory: Sheldon, The Office: Michael2) 232

from Scriptpre and sequentially numbered them 233

as sessions Si. This process resulted in the final 234

dialogue D = {S1,S2, ...,SN}. 235

3.1.2 Fan Quiz-Based Question Generation 236

We utilized a fan quiz website FunTrivia3 to gener- 237

ate our questions. Fan quizzes cover a range of dif- 238

ficulty levels and focus on major events from each 239

episode, making them promising for evaluating 240

dialogue comprehension. Figure 2 illustrates our 241

process for generating questions using fan quizzes. 242

1The scripts were downloaded from the website Kaggle
(https://www.kaggle.com/).

2The characters with the most lines in each script were
selected.

3https://www.funtrivia.com/
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Q# Season Episode Question Evidence Scenes (2-b)

1 1 1 What is the setting of the first scene? (2-a) Filtering REMOVED (visual content)

2 1 1 How did Rachel buy her new boots? in this episode (2-a) Revision 14 (Date: September 22, 1994)

Q# Question Answerable Scenes (3-b) Unanswerable Scenes (3-b)

2 How did Rachel buy her new boots? Scenes after 14 in Episode 1 Scenes before 14 in Episode 1

2-1 How did Rachel buy her new boots on September 22, 1994? (3-a) Scenes after 14 -

Q# Season Episode Question Answer

1 1 1 What is the setting of the first scene? Central Perk

2 1 1 How did Rachel buy her new boots in this episode? Dad’s credit card

Q# Character Question

2 Monica Hey, do you know what Rachel used to snag those super cute new boots she's been rocking?

2 Joey Hey, how did Rachel manage to snag those killer boots, huh?

…

…

…

…

(1) Web Crawling

(2-a) Filtering & Revision
(2-b) Evidence Scene Mapping

(3-a) Adding Date Info.
(3-b) Scene Annotation

(4) Character Style Transfer

Figure 2: The overall process of question generation based on fan quizzes. First, we crawled fan quizzes from
the web (1). Then, we applied filtering and revision processes to the crawled data (2-a, b). From this, we created
secondary versions of the questions by adding dates to each (3-a). Then, we mapped each question to the scenes by
determining whether it is answerable in that scene or not (3-b). Finally, we applied character style transfer to make
the questions more natural (4).

We began by extracting episode-specific quizzes243

from the site. Since these quizzes were created244

by dedicated fans, many required knowledge un-245

related to the dialogue itself (e.g., “What is the246

name of the actor who played the clerk?”). To fil-247

ter out these questions, we first selected quizzes248

that could be answered by referencing Scriptpre249

using ChatGPT-4 (OpenAI, 2023a).4 Additionally,250

ChatGPT-4 annotated the scenes that served as evi-251

dence for each question. These annotations were252

verified by the authors to ensure accurate filtering253

and scene-mapping.254

We then annotated the answerability of each255

question, i.e., whether it is possible for the main256

character to know the answer in the corresponding257

scene. For example, in Friends, if the evidence for258

a question was in scene 14, Ross would not know259

the answer if he was absent from that scene. Even260

if he were present in scene 14, he couldn’t answer261

the question if it had been asked in scene 1. How-262

ever, if Ross appeared in scene 14 and the question263

was then asked in scene 15, he would know the an-264

swer. Using this principle, we determined whether265

each question is answerable. Additionally, to cre-266

ate questions that require long-term memory, new267

questions were generated by adding the date infor-268

mation of each scene to the questions (e.g., “How269

did Rachel buy her new boots on September 22,270

1994?”). Detailed question generation processes271

are provided in Appendix C.272

4Fan quizzes exist for each episode, so we annotated them
based on Scriptpre and then matched them to the sessions
of D. Questions about scenes without the main character are
unanswerable, enabling us to design rigorous tests.

3.1.3 Temporal Knowledge Graph-Based 273

Question Generation 274

Fan quizzes are useful for generating our ques- 275

tions, but since they are episode-specific and 276

user-generated, the questions don’t span multiple 277

episodes and their numbers are limited (∼1K). To 278

address this, we constructed a knowledge graph 279

for each session and used it to generate questions. 280

Initially, we used ChatGPT-4 to extract triples 281

(i.e., [head, relation, tail]) from each session Si 282

in D. These triples were then refined by the au- 283

thors. We employed 32 relations (e.g., girlfriend) 284

derived from DialogRE (Yu et al., 2020), a high- 285

quality dataset where human annotators manually 286

extracted relations from Friends scripts, classifying 287

relationships between characters into 37 categories. 288

We adapted and modified these relations for our pur- 289

pose. More details about the relations are provided 290

in Appendix D.1. Finally, we combined the triples 291

from each session with their respective dates to cre- 292

ate a temporal knowledge graph (TKG) composed 293

of quadruples (i.e., [head, relation, tail, date]). 294

Using the constructed TKG, we created ques- 295

tions that the main character could either answer 296

or not for each session. We generated these ques- 297

tions by extracting one (i.e., one-hop) or two (i.e., 298

two-hop) quadruples from the TKG. The form and 299

answer of the question may change depending on 300

the time it is asked, even if the same quadruple is 301

used. For instance, if we select [Rachel, boyfriend, 302

Ross, 1994-08-08] and ask the question in 1996, 303

it would be: “Who was Rachel’s boyfriend on Au- 304

gust 8th, 1994?” If asked on August 8th, 1994, the 305

question would be: “Who is Rachel’s boyfriend?” 306
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Q# Character Question

2 Chandler Oh, could you BE any more specific about who was going out with Monica on September 22, 1994?

2 Phoebe Oh my gosh, so like, who was Monica's date on that super specific day, September 22, 1994?
…

(2-1) Template based Question Generation
(2-2) Session Mapping

(3) Character Style Transfer

Q# Question Answerable Sessions Unanswerable Sessions

1 By the way, who is dating {Monica}? Sessions after #2 
on Sep 22, 1994 1

2 By the way, who dated {Monica} on {September 22, 1994}? Sessions after #2 -

3 By the way, {Rachel} had a roommate on {May 20, 1998}.  
Do you know who dated the roommate on {September 22, 1994}? Sessions after #639 -

Sep 22, 1994.  Session #2.
Ross:  No, go on! It's Paul the Wine Guy!
Monica: Hi, come in! Paul, this is.. ... everybody, 
everybody, this is Paul.
 All: Hey! Paul! Hi! The Wine Guy! Hey!
Chandler: I'm sorry, I didn't catch your name. Paul, 
was it?
Monica: Okay, umm-umm, I'll just--I'll be right back, I 
just gotta go ah, go ah...

...

May 20, 1998.  Session #639.  
Rachel: Umm, hi!
Ross: Hi.
Rachel: Is Monica around? 
I-I have to ask her something.
Ross: She's doing her laundry.

…
Dave: Yeah?
Rachel: Umm, listen, I'm gonna need to take a rain 
check, my roommate is just really sick. Okay? Bye!

Sessions (1) Extract Quadruples Monica dating with Paul Sep 22, 1994

Monica roommate Rachel May 20, 1998

Figure 3: The overall process of question generation based on the temporal knowledge graph. We first extracted
quadruples and constructed a temporal knowledge graph (1). Then, we generated questions based on this and
mapped each question to the sessions by determining whether it was answerable in that session or not, similar to fan
quiz-based questions (2-1, 2-2). Character style transfer was performed afterwards (3).

In both cases, the answer is Ross. Conversely, if we307

inquire about Rachel’s boyfriend in 1992, when no308

information is available, the correct answer would309

be: “I don’t know.” In this manner, we manually310

verified the answer of each question. We applied311

the same principle to create more complex two-hop312

questions (e.g., “Rachel had a roommate on August313

8th, 1994. Who is the boyfriend of the roommate314

now?”). The overall process of generating ques-315

tions using TKG is illustrated in Figure 3. Exam-316

ples of question templates and corresponding ques-317

tions we created can be found in Appendix D.2.318

3.1.4 Final Data Processing319

Answer Choices Generation To create multiple-320

choice questions, we carefully crafted a set of an-321

swer choices for each question. First, for all ques-322

tions, we included a choice “(E) I don’t know.”,323

which agents must choose if the questions are unan-324

swerable. For questions sourced from fan quizzes,325

the four answer choices were taken from the origi-326

nal quiz. The correct answers for these questions327

were the same as the original quiz, while the unan-328

swerable questions were fixed to (E).329

For TKG-based questions, the incorrect choices330

were derived from the tails of other quadruples that331

shared the same relation as the original quadruple.332

For example, for the question “Who is Rachel’s333

boyfriend?”, we extracted quadruples from the334

whole TKG where the relation is “boyfriend” and335

randomly selected three tails to form the incorrect336

choices. Additionally, to create a more adversar-337

ial test, if Rachel has a boyfriend in the past or338

future, we prioritized including these in the incor-339

rect choices. In this case, for answerable questions340

Friends The Big Bang Theory The Office
Total # of Tokens 335,439 367,636 352,914

Total # of Sessions 788 805 2,347

Fan Quiz Questions† 192.9 26.7 42.7

TKG Questions† 1173.2 1280.1 455.1

Question Candidates† 1366.1 1306.8 497.9

↪→Answerable Questions† 1215.0 1239.7 410.9
↪→Unanswerable Questions† 151.1 67.2 86.9

Approx. # of Possible Tests 1366.1788 1306.8805 497.92347

†: Average number of questions per session

Table 1: Statistics of LongDialQA.

(i.e., past or present), the correct answer is the tail 341

of the original quadruple, while for unanswerable 342

questions (i.e., future), the correct answer is (E). 343

Question Style Transfer In LongDialQA, 344

questions are rephrased to reflect each character’s 345

unique tone, creating the impression that the char- 346

acters themselves are asking the questions (e.g., 347

Generic style: “How did Rachel buy her new 348

boots?”→ Style of Joey Tribbiani from Friends: 349

“Hey, how did Rachel manage to snag those killer 350

boots, huh?”). This transformation is powered by 351

ChatGPT-4, and subsamples are reviewed by the 352

authors to ensure that the original intent was pre- 353

served. More examples of style-transferred ques- 354

tions for each character are in Appendix E. 355

3.2 Statistics 356

Table 1 shows the statistics of LongDialQA. 357

4 DialSim 358

Building on LongDialQA, our simulator features 359

an agent taking on the role of a main character 360

in a dialogue (i.e., Ross, Sheldon, and Michael). 361

Throughout the simulation, an agent is randomly 362

asked questions by other characters that must be 363

answered accurately within a time limit (§ 4.2). 364
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Algorithm 1: DialSim
Input: D = {Si}Ni=1, Time interval t, Agent
Output: C/T (CorrectAnswers / TotalQuestions)

1: C ← 0 // CorrectAnswers;
2: T ← 0 // TotalQuestions;
3: M1,0 ← ϕ;
4: for n← 1 to N do
5: if |Characters(Sn)| < 2 then
6: continue
7: else
8: un,m ← SelectQuestionT iming(Sn);
9: c← RandCharInThreeTurns(un,m);

10: qn,m,c, atrue ← RandomQnA(n,m, c);
11: T ← T + 1;
12: for k ← 1 to |Sn| do
13: Mn,k ← UpdateMemory(Mn,k−1,

un,k, dn, t);
14: if k = m then
15: an,m ← AgentAnswer(Mn,m,

qn,m,c, dn, t);
16: if an,m = atrue then
17: C ← C + 1;

18: Mn+1,0 ←Mn,k;

4.1 Definition365

Let the k-th utterance of the n-th session be de-366

noted as un,k, and the n-th session consisting367

of r utterances be Sn = {{un,i}ri=1, dn}, where368

dn is the date of Sn. The sub-session including369

up to the k-th utterance of the n-th session is370

Sn,k = {{un,i}ki=1, dn}. The entire dialogue con-371

sisting of N sessions is denoted as D = {Si}Ni=1.372

The agent’s memory up to the k-th utterance of373

the n-th session is Mn,k. The agent answering374

question qn,m,c asked by character c in the m-th375

utterance of the n-th session using the memory is376

an,m = Agent(Mn,m, qn,m,c).377

4.2 Simulator378

Algorithm 1 outlines the simulation process of379

DialSim, designed to emulate a real-time conversa-380

tion. In this simulator, each participant’s utterance381

(including the agent’s) occurs at a predefined time382

interval (same as time limit), and the agent should383

update its memory within this interval.5 If updating384

the memory is not completed within the interval,385

the simulator will move on to the next utterance386

(Line 13). During the simulation, other characters387

ask questions (selected from LongDialQA) to the388

agent (Line 8-10), except in sessions where the389

agent is the only one talking (Line 5-6). The tim-390

ing to ask a question is chosen randomly within the391

5The memory can be incrementally updated in various
ways (e.g., by storing each utterance separately or by sum-
marizing the session up to the current utterance). A detailed
discussion of these methods is provided in § 5.2.

session (Line 8), and the speaker who asks the ques- 392

tion is also chosen randomly. However, to make 393

the simulation realistic, it is crucial to ensure that 394

the chosen speaker is still present and hasn’t left 395

the session. We achieved this by randomly choos- 396

ing from characters who were present within three 397

turns of the agent’s last utterance (Line 9). Then, 398

a question is randomly selected and asked in the 399

style of the corresponding speaker (Line 10). The 400

agent then must respond to the question using its 401

memory, all within the time limit (Line 15). The 402

prompt for the response is created by combining 403

the question with the dialogue history stored in the 404

memory. If the response is not completed within 405

the time limit, it will be considered a failure, and 406

the simulator will move on to the next utterance. 407

The prompt we used is provided in Appendix F. 408

5 Experiments 409

5.1 Experimental Setting 410

To efficiently and accurately evaluate the agents’ di- 411

alogue understanding abilities, we used a multiple- 412

choice format for the questions in the experiments. 413

Table 1 shows the statistics for LongDialQA, re- 414

vealing a notable difference between the number of 415

answerable and unanswerable questions. To ensure 416

a balanced distribution of correct answers during 417

the simulation, 20% of the questions were inten- 418

tionally designed to be unanswerable, with each 419

question offering five possible choices. In addition 420

to the multiple-choice format, we also offer an op- 421

tion to use an open-ended format, allowing users 422

to choose their preferred question format. 423

DialSim operates in real-time, requiring precise 424

control of the experimental environment. There- 425

fore, we conducted all experiments using the same 426

hardware: NVIDIA RTX A6000 GPUs and an 427

AMD EPYC 7702 64-Core Processor. The time 428

limit used in the experiment was set to 6 seconds, 429

based on the average time interval between utter- 430

ances in the TV shows. Note that the time limit 431

can be set to any value (even infinity) that meets 432

one’s service requirement. We provide extensive 433

discussions on the time limit feature of DialSim, 434

including the test environment control and inter- 435

net speed in Appendix G, along with details about 436

question formats. 437

5.2 Baselines 438

We experimented with two methods for using an 439

agent’s memory. The first method, namely Base 440
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Type Model Base LLM

RAG-based

BM25 OpenAI Embedding

Utterance Session Entire Session Sum. Utterance Session Entire Session Sum.

API
ChatGPT-4o-mini 38.53 (0.89)† 32.65 (2.65) 49.04 (1.67) 40.27 (1.36) 40.10 (0.75) 44.36 (2.36) 42.53 (1.26)
ChatGPT-3.5 31.82 (1.31) 25.58 (1.78) 39.70 (1.86) 32.09 (0.84) 32.06 (1.60) 36.84 (1.77) 36.69 (1.25)
Gemini 1.0 pro 2.96 (0.31) 28.77 (1.83) 25.07 (2.40) 35.27 (1.80) 34.22 (0.49) 31.83 (0.41) 35.75 (2.93)

Open

TÜLU 2-70B 0.37 (0.15) 20.94 (0.75) 20.27 (0.99) 19.75 (0.08) 31.76 (1.84) 10.15 (0.55) 18.87 (0.30)
TÜLU 2-7B 0.84 (0.15) 12.68 (0.24) 19.58 (1.04) 26.84 (0.85) 14.08 (0.89) 17.39 (1.37) 25.21 (1.28)
Llama3.1-70B 0.60 (0.06)† 31.08 (1.21) 0.55 (0.12) 16.26 (5.05) 39.00 (0.30) 2.26 (0.42) 20.14 (0.22)
Llama3.1-8B 28.82 (1.94)† 27.12 (0.95) 34.14 (0.85) 30.91 (0.63) 29.76 (1.31) 33.25 (0.57) 24.48 (0.60)
Mixtral-8x7B 1.88 (0.26) 16.84 (0.95) 26.23 (0.90) 17.11 (1.94) 17.94 (1.32) 26.78 (1.04) 15.40 (1.39)
Mistral-7B 2.82 (0.46) 24.22 (2.04) 33.07 (1.01) 29.29 (1.76) 28.30 (1.93) 29.15 (1.67) 25.41 (1.53)
Gemma-7B 16.60 (0.84) 22.11 (1.73) 24.30 (2.04) 18.33 (1.37) 26.42 (2.48) 22.54 (0.78) 18.80 (0.64)
Gemma-2B 0.68 (0.20) 24.06 (2.03) 24.22 (1.34) 25.79 (1.00) 25.31 (1.55) 24.48 (1.62) 25.78 (1.12)

†: Both ChatGPT-4o-mini and Llama3.1 support up to 128k tokens, but we limited them to 8k tokens due to high costs and GPU VRAM limits, respectively.

Table 2: The performance of the agents on Friends dialogue in DialSim (time limit = 6 seconds). We conducted
experiments three times and reported the accuracy and standard deviations. Bold indicates the highest performance
for each retrieval method.

LLM, is to simply prefix latest utterances as much441

allowed by the model’s context length. The second442

method, namely RAG-based, employs a retriever443

to search for relevant dialogue history from the444

agent’s memory (external storage) and includes it in445

the prompt (Lewis et al., 2020). This method can be446

broken down into three ways for storing dialogue447

history: each speaker’s utterance individually, the448

entire session, and a summarized version of each449

session (denoted as Utterance, Session Entire, and450

Session Sum. in Table 2). The retrieval from the451

memory was performed using BM25 (Robertson452

et al., 2009) and cosine similarity with the OpenAI453

embeddings (OpenAI, 2024c).454

For the agents to be tested, we used both API-455

based models (i.e., Gemini-1.0 Pro, 1.5 Pro (Team456

et al., 2023; Reid et al., 2024), Claude 3 Opus (An-457

thropic, 2024), ChatGPT-3.5, 4o, 4o-mini (OpenAI,458

2023b, 2024b,a)) and open-source models (i.e.,459

TÜLU 2-7B, 70B (Ivison et al., 2023), Llama3.1-460

8B, 70B (Meta, 2024), Mistral-7B, 8x7B (Jiang461

et al., 2023, 2024), and Gemma-2B, 7B (Team462

et al., 2024)).6 To emulate conversational settings,463

we used chat templates for instruction-tuned mod-464

els or directly used chat models.465

5.3 Results466

Overall Performance Table 2 shows that API-467

based models outperformed open-source models468

due to their superior inference capabilities and469

faster response times in our setting. However, the470

6Gemini-1.5 Pro, Claude 3 Opus, and ChatGPT-4o were
evaluated only in the BM25-Session Entire and oracle setting
to measure their performance upper bound due to their high
prices. The experimental results can be found in Appendix K.

Model Base
LLM

BM25 OpenAI Embedding

UT SE SS UT SE SS

ChatGPT-4o-mini 38.91† 34.44 49.21 42.23 38.91 43.64 42.40
ChatGPT-3.5 31.81 26.91 39.45 32.77 32.41 35.78 35.98
Gemini 1.0 pro 28.36 28.10 39.90 34.11 34.26 30.93 33.96
Llama3.1-70B 36.36† 31.84 43.17 43.81 39.85 43.17 48.49
Llama3.1-8B 28.78† 29.89 34.70 33.93 31.63 32.91 35.59
Mixtral-8x7B 42.19 31.84 46.47 32.31 35.51 41.24 34.18
Mistral-7B 32.93 28.20 35.09 30.16 30.12 31.00 30.10

†: Limited the maximum context length to 8k tokens.

Table 3: The performance of the top-performing agents
on Friends in DialSim without time limit. UT, SE, and
SS denote Utterance, Session Entire, and Session Sum-
mary, respectively. Bold indicates the highest perfor-
mance for each retrieval method, and underlined values
indicate the best-performing retrieval method for each
model. The full experimental results are in Appendix I.

performances of all baselines were below 50%, 471

suggesting that current LLMs have limitations in 472

their ability to serve as conversational agents for 473

long-term multi-party dialogues. The experimental 474

results for Friends, The Big Bang Theory, and The 475

Office exhibited similar trends. The detailed results 476

are described in Appendix H. 477

For real-time interactions, selecting a model 478

size that balances inference speed and reasoning 479

ability is crucial. As shown in Table 2, under time 480

constraints, differences in performance between 481

model sizes often diminish, with smaller models 482

sometimes outperforming larger ones due to faster 483

inference. In contrast, as detailed in Table 3, larger 484

models generally excel when no time limits are 485

imposed, demonstrating superior reasoning capa- 486

bilities. Interestingly, larger open-source models 487

achieve inference performance comparable to API- 488

based models, highlighting the trade-off between 489

speed and accuracy. Therefore, selecting a model 490
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size that achieves a balanced trade-off is critical.491

Additional performance comparisons under vary-492

ing time constraints are provided in Appendix J.493

Storing the entire session consistently outper-494

forms other history storing methods, as shown495

in Table 3. This is because individual utterances496

lack adequate context, and crucial information may497

be lost during summarization. However, Llama3.1498

models achieved the best performance when using499

Session Sum. as a history saving method, owing to500

their strong summarization capabilities. Addition-501

ally, contrary to our expectations, Mixtral’s Base502

LLM (i.e., without history retrieval) outperforms503

some retrieval-based models in settings with unlim-504

ited time. This is due to Mixtral’s context length of505

32k tokens, which is long enough to accommodate506

half a season of the script, allowing it to utilize507

a longer dialogue history than some of the other508

baselines. However, in a setting with a time limit,509

Mixtral’s performance significantly drops due to its510

long inference time. Therefore, for a conversational511

agent to converse in real-time, it is necessary to se-512

lect a reasonably appropriate length of dialogue513

history.514

Advanced techniques for storing and retriev-515

ing history are essential to engage in long-term516

multi-party dialogues. We conducted experiments517

under the oracle setting, where agents were given518

evidence sessions along with their dates (see Fig-519

ure 2). Under these conditions, Llama3.1-70B520

achieved a top performance of 69.86% in an unlim-521

ited time scenario, outperforming the best RAG-522

based method by 21.37%. This significant perfor-523

mance gap highlights the importance of effective524

memory management techniques. Detailed experi-525

mental results are provided in Appendix K.526

TKG-based questions present a greater chal-527

lenge than fan quiz-based ones, with two-hop528

questions being particularly difficult. To as-529

sess the difficulty levels across different question530

types, we conducted an error analysis on ChatGPT-531

4o-mini, based on BM25-Session Entire, which532

showed the highest performance. The results533

showed that fan quiz-based questions had an accu-534

racy of 58.80%, while TKG-based questions scored535

lower at 46.40%, highlighting the greater difficulty536

of TKG-based questions. Breaking down TKG-537

based questions further, one-hop questions had a538

performance of 66.67%, whereas two-hop ques-539

tions had a performance of 13.53%, underscoring540

the challenge of two-hop questions. Furthermore,541

even in the oracle setting, while the performance542

Model Original Swapping Names New Names

Llama3.1-70B 48.49 39.00 (↓9.49) 44.27 (↓4.22)
Llama3.1-8B 35.59 31.59 (↓4.00) 32.23 (↓3.36)
Mixtral-8x7B 46.47 37.72 (↓8.75) 39.98 (↓6.49)
Mistral-7B 35.09 30.65 (↓4.44) 34.59 (↓0.50)

Table 4: The performance of the top-performing open-
source agents on the adversarial test (without time limit).
Numbers in parentheses represent the performance drop
compared to the original test. The full experimental
results are provided in Appendix L.

of one-hop questions increased to 84.05%, two- 543

hop questions remained at 28.45%. This indicates 544

that two-hop questions are challenging not only 545

in terms of history retrieval but also in reasoning 546

across the given sessions. 547

Adversarial testing is necessary to accurately 548

evaluate dialogue understanding in conversa- 549

tional agents. We conducted further experiments 550

for the adversarial test by altering the names of the 551

characters in two ways: by swapping their names 552

with each other (e.g., Joey ↔ Monica) or by as- 553

signing new names to them (e.g., Joey → John). 554

The results shown in Table 4 indicated a significant 555

drop in overall performance compared to the orig- 556

inal setup. This decline is attributed to the agents 557

relying not only on the dialogue history but also 558

on their pre-trained knowledge when answering 559

questions. Additionally, the performance decrease 560

was more pronounced when names were swapped 561

compared to when new names were assigned. This 562

suggests that new names represent new informa- 563

tion, while mixed names in the dialogue history 564

conflicted with the pre-trained knowledge, leading 565

to reduced reasoning ability. The detailed experi- 566

mental results are provided in Appendix L. 567

6 Conclusion 568

In this paper, we introduce DialSim, a simulator de- 569

signed to evaluate the capabilities of conversational 570

agents in understanding long-term, multi-party di- 571

alogues in real-time settings. To run DialSim, 572

we first constructed LongDialQA, a dataset based 573

on dialogues from well-known TV show scripts. 574

LongDialQA also includes questions derived from 575

fan quizzes and a temporal knowledge graph, en- 576

abling a comprehensive assessment of conversa- 577

tional agents. Using DialSim, we evaluated the 578

latest conversational agents and uncovered signifi- 579

cant limitations in their ability to effectively handle 580

complex, multi-party, long-term dialogues in real- 581

time scenarios. 582
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Limitations583

Despite its strengths, our simulator has two main584

limitations. First, while the questions and answers585

are logically paired for accurate evaluation, the ran-586

dom selection of questions could introduce a bit of587

awkwardness during conversations. Second, while588

we considered incorporating industry-specific dia-589

logues such as chat logs from customer service or590

retail, where conversational agents could be used591

for business purposes, these dialogue datasets are592

usually proprietary and not publicly accessible. In593

future developments, we will focus on enhancing594

the natural flow of interactions and creating simu-595

lators that are applicable to real-world industries.596
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A LLM’s Prior Knowledge of the TV 832

shows 833

We asked ChatGPT-4o to explain the plot of spe- 834

cific episodes of Friends. It accurately described 835

the plots, as shown in Figure 4, 5. Notably, it pro- 836

vided these answers without any web browsing, 837

suggesting that ChatGPT-4o might have learned 838

about these TV shows during its pre-training pro- 839

cess. 840

B Date Assignment 841

We first extracted elements from the scripts that 842

could indicate dates (e.g., Valentine’s Day, Christ- 843

mas Eve). Then, we reviewed the scripts again 844

to analyze the relative timing of the sessions. For 845

example, if there is a line mentioning that Chan- 846

dler broke up with his girlfriend two days ago, we 847

annotated the session where he broke up with his 848

girlfriend as occurring two days prior to the men- 849

tioned session. Next, while watching each episode, 850

we pinpointed sessions where the dates might have 851

changed by observing whether the characters’ out- 852

fits changed between sessions. Finally, we assigned 853

a specific date to each session based on the actual 854

broadcast date of the episode, adjusting for the rel- 855

ative differences in dates and events such as Christ- 856

mas. 857

C Question Generation Based on Fan 858

Quizzes 859

For each scene si,k from episode pi in Scriptpre, 860

we define the set of answerable questions as 861

FanAi,k and the set of unanswerable questions 862

as FanUi,k. The process of generating questions 863

based on fan quizzes is as follows. 864

First, we collected quizzes for each season 865

and episode of Friends, The Big Bang The- 866

ory, and The Office from the FunTrivia web- 867

site. For each episode pi in Scriptpre, we used 868

ChatGPT-4 to determine if the crawled questions 869

CrQi = {qi,0, qi,1, ..., qi,l} could be answered us- 870

ing only pi. If a question qi,m could be answered, 871

ChatGPT-4 identified the scenes ESi,m that pro- 872

vide evidence for the answer, compiling them into 873

Qi = {(qi,m, ESi,m)}lm=0. Subsequently, the au- 874

thors reviewed each ESi,m, made necessary correc- 875

tions, and annotated whether a single scene from 876

ESi,m was sufficient to answer qi,m or if multiple 877

scenes were needed to be considered simultane- 878

ously. For each si,k within pi, we assessed the 879

answerability of the questions in Qi. 880
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For each si,k, if a question qi,m could be an-881

swered using just one scene, and si,k occurs af-882

ter the initial appearance of the main character in883

ESi,m, we included qi,m in FanAi,k. This ensures884

that the main character had adequate exposure to885

the relevant evidence. Additionally, for questions886

requiring verification across multiple scenes, if the887

main character appears in all ESi,m scenes and si,k888

occurs after the last scene of ESi,m, we included889

qi,m in FanAi,k. If the main character does not ap-890

pear in any of the ESi,m scenes, qi,m was included891

in FanUi,k since the main character has not expe-892

rienced any evidence to answer the question. The893

rest are not included in the dataset as it is unclear894

whether they are answerable per scene. Addition-895

ally, to generate questions that require long-term896

memory, we added the most recent date of the evi-897

dence scenes for each question.898

D Question Generation Based on a899

Temporal Knowledge Graph900

D.1 Relations901

We used the following 32 relations: ‘age’, ‘alumni’,902

‘boss’, ‘boyfriend’, ‘brother’, ‘client’, ‘date of903

birth’, ‘dating with’, ‘ex-boyfriend’, ‘ex-fiance’,904

‘ex-fiancee’, ‘ex-girlfriend’, ‘ex-husband’, ‘ex-905

roommate’, ‘ex-wife’, ‘father’, ‘fiance’, ‘fiancee’,906

‘girlfriend’, ‘hometown’, ‘husband’, ‘job’, ‘ma-907

jor’, ‘mother’, ‘neighbor’, ‘pet’, ‘place of birth’,908

‘place of work’, ‘roommate’, ‘sister’, ‘subordinate’,909

‘wife’.910

D.2 Question Templates and Generated911

Questions912

Templates for one-hop questions are provided in913

Table 5 and Table 6. The former contains templates914

without temporal information, while the latter in-915

cludes templates with temporal details. Since re-916

lations like “brother” and “sister” remain constant917

over time, questions about these relations do not918

require temporal information. Hence, no temporal919

templates were created for them. In Table 6, “on920

{time}” is used, but {time} can be not only the full921

date (year, month, and day) but also just the year922

and month, or even just the year. In these cases, “in923

{time}” is used.924

The templates for two-hop questions are avail-925

able in Table 7. These templates incorporate tempo-926

ral information. To frame questions in the present927

tense, adjust the verbs to the present tense and928

remove the temporal information, following the929

approaches demonstrated in Table 5 and Table 6. 930

E Character Style Transfer 931

Table 8 shows the results of the character style 932

transfer for three selected questions. To make the 933

questions sound more natural and conversational, 934

we prepended each one with “By the way,”. This 935

helps them blend seamlessly into the flow of the 936

conversation. The table shows how each question 937

appears when rephrased in the style of various char- 938

acters. The ‘Default’ setting is applied when the 939

question is asked by a character who is not a recur- 940

ring character of the TV show. 941

F Prompt for Response Generation 942

The prompt given to the conversational agent to 943

answer questions using dialogue history is shown 944

in Table 9. An example where the placeholders 945

from Table 9 are filled with actual values can be 946

found in Table 10. 947

G Experimental Setting 948

G.1 Time Limit 949

In DialSim, the time limit is a controllable param- 950

eter, giving developers the flexibility to conduct 951

experiments with any chosen time constraint, or 952

even without one. When a time limit is set, the 953

experimental environment can impact performance. 954

Consequently, depending on the environment in 955

which the conversational agent is deployed, this 956

could serve as a criterion for selecting the agent 957

with relatively better performance. It is important 958

to note that the primary objective of DialSim is 959

not to evaluate the inference speed of LLMs, but 960

rather to assess the end-to-end performance of con- 961

versational agents, where techniques like model 962

sharding and tensor parallelism can be a part of 963

the conversational agent to decrease the response 964

latency if needed. 965

To control the environmental factors that could 966

affect time, we conducted all experiments under the 967

same conditions as described in Appendix G.1.1. 968

The rationale for setting a 6-second time limit in 969

our experiments is detailed in Appendix G.1.2, and 970

an analysis of the Internet speed for API-based 971

models can be found in Appendix G.1.3. 972

G.1.1 Environment Control 973

Our simulator operates in real-time, requiring 974

precise control of the experimental environment. 975

Therefore, we conducted all experiments using the 976
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same hardware: NVIDIA RTX A6000 GPUs and977

an AMD EPYC 7702 64-Core Processor. To main-978

tain consistent CPU performance, we allocated 10979

cores for each experiment and ensured that no other980

processes were running simultaneously.981

G.1.2 Average Time Interval Between982

Utterances983

Each episode includes around 240 utterances and984

lasts about 18 minutes without commercial breaks.985

This means each utterance should occur roughly986

every 4.5 seconds. However, because the experi-987

ments used the A6000, which is slower than the988

latest hardware like the A100 or H100, we extended989

the interval to 6 seconds.990

To account for this, we set a 6-second window991

as the response time limit for agents and conducted992

experiments to determine whether current models993

could meet this criterion. It is important to em-994

phasize that the primary goal of these experiments995

was not to evaluate the absolute performance of996

the models but to showcase the range of analyses997

possible under time limits.998

G.1.3 Internet Speed999

The performance of API-based models can be af-1000

fected by internet speed. To analyze this, we1001

conducted a comparative analysis of the response1002

times between API-based models and open-source1003

models. In our analysis of agents using OpenAI1004

Embedding-Session Sum., we found that the API-1005

based agents achieved average response times of1006

1.50 seconds for ChatGPT-4o-mini, 1.73 seconds1007

for ChatGPT-3.5 and 2.69 seconds for Gemini 1.01008

pro. In comparison, agents using open-source1009

models showed average response times ranging1010

from 2.06 seconds (Gemma 2B) to 7.15 seconds1011

(Tulu2 70B). These results suggest that, even when1012

accounting for both internet communication and1013

model inference, remote API-based models are gen-1014

erally faster than open-source alternatives. This1015

indicates that internet latency has a minimal impact1016

on our evaluation.1017

G.2 Question Format1018

LongDialQA is a dataset that includes pairs of ques-1019

tions, answers, and choices. The questions are1020

available in three formats: template-based multiple-1021

choice, natural language multiple-choice, and open-1022

ended. Users can choose any of these formats to1023

evaluate the agent’s performance.1024

First, we provide multiple-choice questions in1025

both template and natural language formats. For ex- 1026

ample, a template-based question might be, “Who 1027

was going out with Paul in September 1994?” 1028

with choices “(A) Emily, (B) Monica, (C) Ryan, 1029

(D) Rachel, (E) I don’t know”. In contrast, the 1030

same question in natural language format could 1031

be phrased as, “Who was going out with Paul in 1032

September 1994? Was it Emily, Monica, Ryan, 1033

Rachel, or do you not know?” 1034

Additionally, we offer the option to ask questions 1035

in an open-ended format (e.g., “Who was going out 1036

with Paul in September 1994?”) without provid- 1037

ing answer choices. This approach allows us to 1038

evaluate the agent’s ability to generate open-ended 1039

responses. The open-ended format is particularly 1040

useful for fan quiz-based questions, where some an- 1041

swers may require longer responses (e.g., Question: 1042

“Why did Monica and Chandler say they were late 1043

getting to the hospital?” Correct answer: “Monica 1044

went back for her jacket”). 1045

For natural language multiple-choice and open- 1046

ended questions, a response is considered correct 1047

if it exactly matches the correct answer. If the 1048

response does not match exactly, the score is deter- 1049

mined by comparing the response with the correct 1050

answer using a different language model (i.e., GPT- 1051

4o mini). 1052

G.2.1 Choices in Multiple-Choice Questions 1053

The number of questions based on fan quizzes was 1054

significantly smaller than the questions based on 1055

the TKG. Thus, 30% of the questions were in- 1056

tentionally extracted from the fan quiz-based dur- 1057

ing the simulation. Since each question has five 1058

choices, unanswerable questions were set to com- 1059

prise 20% of the total to fairly stratify the correct 1060

answers. 1061

G.3 Number of Retrieved Dialogue History 1062

By default, agents retrieved up to 20 utterances, 10 1063

entire sessions, and 15 session summaries, depend- 1064

ing on the storing method, though some LLMs with 1065

shorter context lengths retrieved fewer histories ac- 1066

cordingly. 1067

H Experimental Results for The Big Bang 1068

Theory and The Office 1069

The experimental results for The Big Bang The- 1070

ory and The Office are provided in Table 11 and 1071

Table 12, respectively. 1072
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I Experimental Results in an Unlimited1073

Time Setting1074

The experimental results for the unlimited time1075

setting are presented in Table 13.1076

J Experimental Results for Different1077

Time Limits1078

The experimental results for different time limits1079

are shown in Figure 6 and Figure 7. Figure 6 il-1080

lustrates the performance over different time lim-1081

its in the BM25-Session Entire setting, while Fig-1082

ure 7 displays the performance in the Oracle setting.1083

Due to the high costs, time-based experiments with1084

ChatGPT-4o, Gemini-1.5 Pro, and Claude-3 Opus1085

were conducted exclusively in the Oracle setting.1086

One key observation from the results is the per-1087

formance of ChatGPT-3.5, ChatGPT-4o-mini, and1088

ChatGPT-4o. These models demonstrated consis-1089

tent performance with quick inference times, han-1090

dling up to a 3-second limit in the BM25-Session1091

Entire setting and up to a 1-second limit in the1092

Oracle setting. Consequently, these models are op-1093

timal for tasks requiring real-time communication1094

without delays.1095

K Experimental Results in the Oracle1096

Setting1097

Figure 8 shows the performance comparison be-1098

tween the BM25-Session Entire setting and the1099

Oracle setting. These experiments were conducted1100

without a time limit. Llama3.1-70B achieved the1101

highest performance with a score of 69.86% in the1102

Oracle setting.1103

L Experimental Results on Adversarial1104

Test1105

In the adversarial test, we altered the characters’1106

names and ran experiments under different con-1107

ditions. Table 14 displays the results when char-1108

acters’ names were mixed with a 6-second time1109

limit, while Table 15 shows the results without a1110

time limit. Table 16 presents the results of chang-1111

ing characters’ names to new ones with a 6-second1112

time limit, while Table 17 shows the results without1113

a time limit.1114

M Annotator Instructions1115

Figure 9 and Figure 10 show the screenshots of the1116

dataset labeling process. Figure 9 illustrates the1117

annotation process for the questions based on fan1118

quizzes, and Figure 10 describes the review process 1119

for selecting triples for the TKG. 1120
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Figure 4: The result of asking ChatGPT-4o to explain Season 2, Episode 7 of Friends.

Figure 5: The result of asking ChatGPT-4o to explain Season 3, Episode 14 of Friends.
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Question Type Relation Template Question Example

Without Time

alumni Who is {sub}’s alumni? Who is Lincoln High School’s alumni?

boss Who is {sub}’s boss? Who is Chandler’s boss?

subordinate Who is {sub}’s subordinate? Who is Chandler’s subordinate?

client Who is {sub}’s client? Who is Chandler’s client?

neighbor Who is {sub}’s neighbor? Who is Chandler’s neighbor?

roommate Who is {sub}’s roommate? Who is Chandler’s roommate?

ex-roommate Who is {sub}’s ex-roommate? Who is Chandler’s ex-roommate?

fiance Who is {sub}’s fiance? Who is Rachel’s fiance?

fiancee Who is {sub}’s fiancee? Who is Ross’s fiancee?

ex-fiance Who is {sub}’s ex-fiance? Who is Rachel’s ex-fiance?

ex-fiancee Who is {sub}’s ex-fiancee? Who is Ross’s ex-fiancee?

pet Who is {sub}’s pet? Who is Ross’s pet?

dating with Who is dating {sub}? Who is dating Ross?

job What is {sub}’s job? What is Ross’s job?

place of work Where does {sub} work? Where does Ross work?

age How old is {sub}? How old is Ross?

major What is {sub}’s major? What is Ross’s major?

mother Who is {sub}’s mother? Who is Ross’s mother?

father Who is {sub}’s father? Who is Ross’s father?

place of birth Where was {sub} born? Where was Ben born?

hometown Where is {sub}’s hometown? Where is Monica’s hometown?

date of birth When was {sub} born? When was Ben born?

husband Who is {sub}’s husband? Who is Emily’s husband?

wife Who is {sub}’s wife? Who is Ross’s wife?

girlfriend Who is {sub}’s girlfriend? Who is Joey’s girlfriend?

boyfriend Who is {sub}’s boyfriend? Who is Monica’s boyfriend?

ex-husband Who is {sub}’s ex-husband? Who is Carol’s ex-husband?

ex-wife Who is {sub}’s ex-wife? Who is Ross’s ex-wife?

ex-girlfriend Who is {sub}’s ex-girlfriend? Who is Ross’s ex-girlfriend?

ex-boyfriend Who is {sub}’s ex-boyfriend? Who is Rachel’s ex-boyfriend?

brother Who is {sub}’s brother? Who is Monica’s brother?

sister Who is {sub}’s sister? Who is Ross’s sister?

Table 5: Templates for one-hop questions without temporal information.
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Question Type Relation Template Question Example

With Time

boss Who was {sub}’s boss on {time}? Who was Chandler’s boss on September 26th, 1994?

client Who was {sub}’s client on {time}? Who was Chandler’s client on September 26th, 1994?

neighbor Who was {sub}’s neighbor on {time}? Who was Chandler’s neighbor on September 26th, 1994?

roommate Who was {sub}’s roommate on {time}? Who was Chandler’s roommate on September 26th, 1994?

fiance Who was {sub}’s fiance on {time}? Who was Rachel’s fiance on September 26th, 1994?

fiancee Who was {sub}’s fiancee on {time}? Who was Ross’s fiancee on September 26th, 1994?

pet Who was {sub}’s pet on {time}? Who was Ross’s pet on September 26th, 1994?

dating with Who dated {sub} on {time}? Who dated Ross on September 26th, 1994?

job What was {sub}’s job on {time}? What was Monica’s job on September 26th, 1994?

place of work Where did {sub} work on {time}? Where did Monica work on September 26th, 1994?

age How old was {sub} on {time}? How old was Monica on September 26th, 1994?

major What was {sub}’s major on {time}? What was Ross’s major on September 26th, 1994?

husband Who was {sub}’s husband on {time}? Who was Emily’s husband on September 26th, 1994?

wife Who was {sub}’s wife on {time}? Who was Ross’s wife on September 26th, 1994?

girlfriend Who was {sub}’s girlfriend on {time}? Who was Ross’s girlfriend on September 26th, 1994?

boyfriend Who was {sub}’s boyfriend on {time}? Who was Rachel’s boyfriend on September 26th, 1994?

Table 6: Templates for one-hop questions with temporal information.

First Relation Second Relation Template Question Example

roommate, wife, husband,

girlfriend, boyfriend, client,

neighbor, boss, subordinate,

fiance, fiancee

roommate, wife, husband, pet,

girlfriend, boyfriend, client, neighbor,

boss, subordinate, fiance, fiancee

{sub1} had a {First Relation} on {time1}.

Who was the {Second Relation} of the

{First Relation} on {time2}?

Monica had a roommate on September 26th, 1994.

Who was the boyfriend of the roommate

on October 5th, 1996?

dating with
{sub1} had a {First Relation} on {time1}.

Who dated the {First Relation} on {time2}?

Monica had a roommate on September 26th, 1994.

Who dated the roommate on October 5th, 1996?

job, major, age

{sub1} had a {First Relation} on {time1}.

What was the {Second Relation} of the

{First Relation} on {time2}?

Monica had a roommate on September 26th, 1994.

What was the job of the roommate

on October 5th, 1996?

mother, father, son, daughter,

sister, brother

{sub1} had a {First Relation} on {time1}.

Who is the {Second Relation} of the

{First Relation}?

Monica had a roommate on September 26th, 1994.

Who is the mother of the roommate?

date of birth, place of birth,
{sub1} had a {First Relation} on {time1}.

When (Where) was the {First Relation} born?

Monica had a roommate on September 26th 1994.

When was the roommate born?

place of work

{sub1} had a {First Relation} on {time1}.

Where did the {First Relation} work

on {time2}?

Monica had a roommate on September 26th, 1994.

Where did the roommate work

on October 5th, 1996?

hometown

{sub1} had a {First Relation} on {time1}.

Where is the hometown of the

{First Relation}?

Monica had a roommate on September 26th, 1994.

Where is the hometown of the roommate?

dating with

roommate, wife, husband,

girlfriend, boyfriend, client, neighbor,

boss, subordinate, fiance, fiancee

{sub1} dated a person on {time1}.

Who was the {Second Relation} of the

person on {time2}?

Monica dated a person on September 26th, 1994.

Who was the boss of the person

on October 5th, 1996?

mother, father, son,

daughter, sister, brother

roommate, wife, husband,

girlfriend, boyfriend, client, neighbor,

boss, subordinate, fiance, fiancee

Who was the {Second Relation} of {sub1}’s

{First Relation} on {time2}?

Who was the roommate of Ross’s

sister on September 26th, 1994?

dating with
Who dated {sub1}’s {First Relation}

on {time2}?
Who dated Ben’s father on September 26th, 1994?

job, age, major
What was the {Second Relation} of

{sub1}’s {First Relation} on {time2}?
What was the job of Ben’s father on September 26th, 1994?

mother, father, son, daughter,

sister, brother

Who is the {Second Relation} of

{sub1}’s {First Relation}?
Who is the mother of Ross’s son?

date of birth, place of birth
When (Where) was {sub1}’s {First Relation}

born?
When was Monica’s brother born?

place of work
Where did {sub1}’s {First Relation}

work on {time2}?

Where did Monica’s brother work

on October 5th, 1996?

hometown
Where is the hometown of

{sub1}’s {First Relation}?
Where is the hometown of Ross’s son?

Table 7: Templates for two-hop questions.
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Original Question Character Style Transferred Question

By the way, how did Rachel buy her new boots?

Default
Hey, any idea what Rachel used to snag those stylish

new boots of hers?

Monica
Hey, do you know what Rachel used to snag those super

cute new boots she’s been rocking?

Chandler
So, could we BE any more curious about how Rachel

snagged those new boots?

Joey
Hey, how did Rachel manage to snag those killer

boots, huh?

Phoebe
Oh my gosh! Do you have any idea how Rachel snagged

those super cute new boots?

By the way, who dated Monica on September 22, 1994?

Default
So, who was Monica’s date on the night of

September 22, 1994?

Chandler
Oh, could you BE any more specific about who was

going out with Monica on September 22, 1994?

Joey
Hey, just outta curiosity, who was goin’ out with

Monica on September 22, 1994?

Phoebe
Oh my gosh, so like, who was Monica’s date on that

super specific day, September 22, 1994?

Rachel
Oh my god, so like, who was going out with Monica

on September 22, 1994?’

By the way, Rachel had a roommate on October 28, 1994.

Who dated the roommate in September 1994?

Default

Oh. My. God. Remember when Rachel had a roommate

back on October 28, 1994? So, who was going out with

that roommate by September 1994?

Monica

Hey, just out of curiosity, do you know who was going

out with Rachel’s roommate from back in September 1994?

I remember she got that roommate around October 28, 1994.

Chandler

So, just for a little stroll down memory lane, Rachel

was bunking with someone on October 28, 1994.

Any wild guesses on who was dating this mystery

co-habitant by September 1994?

Joey

Hey, so you know how Rachel was living with someone

back on October 28, 1994, right? So I’m just wonderin’

here, who was going out with this roommate of hers in

September 1994?

Phoebe
By the way, Rachel had a roommate on October 28, 1994.

Who dated the roommate in September 1994?

Table 8: Examples of the results of character style transfer.
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Prompt for Response Generation

You are <<<Chatbot>>>, a long-term conversational agent capable of interacting with multiple users.

Based on the [Retrieved Dialogue History] provided, please answer the given [Question].

Note the following points:

1. Your answer must exclusively be one of the options: (A), (B), (C), (D), (E).

2. Your responses should solely rely on the retrieved dialogue history. If the information in the dialogue

history is insufficient to answer the question, you must choose (E).

3. This question is being asked in the context of <<<Date>>>.

[Retrieved Dialogue History]

<<<Dialog_History>>>

[Question] <<<Question>>>

[Answer]

Table 9: In the <<<Chatbot>>> placeholder, the name of the main character (i.e., Ross, Sheldon, Michael) for each
TV show is inserted. In the <<<Date>>> placeholder, the date of the session in which the question is being asked is
inserted. In the <<<Dialog_History>>> placeholder, the dialogue history that the agent will use is inserted. In the
<<<Question>>> placeholder, the question that the agent should answer along with five choices is inserted.

Figure 6: The experimental results for different time limits in the BM25-Session Entire setting.
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Prompt for Response Generation

You are Ross, a long-term conversational agent capable of interacting with multiple users.

Based on the [Retrieved Dialogue History] provided, please answer the given [Question].

Note the following points:

1. Your answer must exclusively be one of the options: (A), (B), (C), (D), (E).

2. Your responses should solely rely on the retrieved dialogue history. If the information in the dialogue

history is insufficient to answer the question, you must choose (E).

3. This question is being asked in the context of [February 26, 1999].

[Retrieved Dialogue History]

[Session #1 on September 22, 1994]

<<Session Omitted>>

Ross: No, go on! It’s Paul the Wine Guy!

Phoebe: What does that mean? Does he sell it, drink it, or just complain a lot?

Monica: Hi, come in! Paul, this is.. ... everybody, everybody, this is Paul.

All: Hey! Paul! Hi! The Wine Guy! Hey!

Chandler: I’m sorry, I didn’t catch your name. Paul, was it?

Monica: Okay, umm-umm, I’ll just–I’ll be right back, I just gotta go ah, go ah. . .

Ross: A wandering?

Monica: Change! Okay, sit down. Two seconds.

Phoebe: Ooh, I just pulled out four eyelashes. That can’t be good.

<<Session Omitted>>

[Session #2 on May 20, 1998]

<<Session Omitted>>

Rachel: Umm, hi!

Ross: Hi.

Rachel: Is Monica around? I-I have to ask her something.

Ross: She’s doing her laundry.

<<Session Omitted>>

Rachel: Y’know what Ross? You’re not going anywhere. You’re gonna sit right here.

I’m gonna make you a cup of tea and we’re gonna talk this thing whole out. All right? Hey, Dave!

Dave: Yeah?

Rachel: Umm, listen, I’m gonna need to take a rain check, my roommate is just really sick.

Okay? Bye! Honey, listen, I know, I know things seem so bad right now.

[Question] Chandler: So, just for a little stroll down memory lane, Rachel was bunking with someone in May 1998.

Any wild guesses on who was dating this mystery cohabitant by September 22, 1994?

(A) Paolo (B) Paul (C) Roger (D) Vince (E) I don’t know.

[Answer]

Table 10: An actual example of the prompt for response generation.
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Type Model Base LLM

RAG-based

BM25 OpenAI Embedding

Utterance Session Entire Session Sum. Utterance Session Entire Session Sum.

API
ChatGPT-4o-mini 22.68 (2.12)† 19.77 (2.02) 36.63 (1.82) 30.10 (1.44) 29.54 (0.71) 32.34 (0.58) 35.72 (0.81)
ChatGPT-3.5 32.49 (1.72) 25.32 (1.20) 35.59 (2.12) 33.86 (1.09) 27.81 (0.40) 32.97 (0.86) 37.02 (1.13)
Gemini 1.0 pro 3.49 (0.69) 25.87 (1.23) 30.72 (0.18) 38.16 (1.25) 37.42 (0.68) 32.09 (0.44) 36.30 (0.32)

Open

TÜLU 2-70B 0.62 (0.13) 21.08 (0.70) 18.95 (1.07) 22.36 (0.65) 34.64 (0.69) 9.08 (1.00) 20.22 (1.48)
TÜLU 2-7B 0.53 (0.18) 15.58 (1.34) 22.26 (0.53) 29.99 (0.57) 16.84 (2.13) 21.48 (0.77) 28.69 (1.15)
Llama3.1-70B 0.25 (0.07)† 21.55 (0.93) 0.15 (0.12) 1.26 (0.31) 34.21 (1.59) 3.89 (1.05) 14.89 (1.74)
Llama3.1-8B 21.30 (1.68)† 12.80 (1.06) 25.50 (0.16) 18.56 (0.99) 23.10 (2.69) 25.48 (3.65) 20.75 (1.58)
Mixtral-8x7B 1.95 (0.34) 15.91 (0.71) 34.52 (1.12) 16.83 (1.60) 17.45 (0.49) 34.98 (0.99) 13.83 (2.18)
Mistral-7B 3.11 (0.21) 24.69 (1.82) 34.26 (0.60) 32.17 (1.39) 30.23 (0.62) 33.36 (0.56) 29.19 (1.54)
Gemma-7B 16.40 (0.74) 21.40 (2.33) 19.74 (2.45) 16.67 (0.40) 24.50 (1.87) 20.22 (1.39) 16.12 (0.52)
Gemma-2B 1.56 (0.06) 28.94 (0.35) 26.12 (2.22) 33.47 (1.41) 27.92 (0.68) 29.40 (1.79) 34.86 (3.20)

†: Both ChatGPT-4o-mini and Llama3.1 support up to 128k tokens, but we limited them to 8k tokens due to high costs and GPU VRAM limits, respectively.

Table 11: The performances of the agents on The Big Bang Theory dialogue in DialSim (time limit = 6 seconds).
We conducted experiments three times and reported the accuracies and the standard deviations.

Type Model Base LLM

RAG-based

BM25 OpenAI Embedding

Utterance Session Entire Session Sum. Utterance Session Entire Session Sum.

API
ChatGPT-4o-mini 28.48 (1.01)† 29.44 (0.62) 43.16 (1.37) 35.92 (2.50) 37.81 (0.30) 40.91 (0.37) 42.83 (1.12)
ChatGPT-3.5 36.54 (0.32) 36.63 (0.57) 45.33 (1.00) 40.93 (0.13) 42.49 (1.24) 43.04 (0.82) 45.18 (0.56)
Gemini 1.0 pro 2.42 (0.18) 35.11 (0.50) 48.90 (1.57) 40.91 (0.75) 44.72 (0.19) 46.63 (0.89) 45.82 (0.97)

Open

TÜLU 2-70B 0.46 (0.09) 22.33 (1.00) 35.52 (0.89) 23.49 (1.16) 38.61 (1.02) 43.49 (1.27) 23.54 (0.52)
TÜLU 2-7B 0.32 (0.04) 25.86 (0.54) 27.95 (1.03) 36.60 (2.11) 22.13 (0.33) 29.50 (0.56) 35.51 (1.40)
Llama3.1-70B 0.19 (0.07)† 29.21 (0.56) 13.31 (0.94) 21.32 (5.22) 47.41 (0.93) 47.07 (1.32) 19.46 (1.73)
Llama3.1-8B 21.87 (0.60)† 22.03 (0.32) 37.94 (1.28) 29.16 (1.80) 27.76 (3.52) 37.67 (1.70) 26.67 (0.83)
Mixtral-8x7B 1.53 (0.41) 19.63 (0.79) 34.35 (1.19) 16.07 (0.56) 20.02 (0.44) 30.44 (1.69) 12.43 (1.04)
Mistral-7B 2.55 (0.09) 30.65 (0.45) 41.16 (1.26) 35.67 (1.68) 36.92 (2.13) 42.71 (1.24) 37.65 (2.42)
Gemma-7B 17.81 (0.86) 21.58 (0.61) 25.62 (0.02) 12.20 (0.57) 24.88 (0.93) 24.38 (0.52) 15.70 (0.43)
Gemma-2B 0.83 (0.16) 29.71 (0.69) 28.11 (1.14) 34.63 (0.94) 31.54 (0.65) 30.31 (0.16) 33.37 (0.27)

†: Both ChatGPT-4o-mini and Llama3.1 support up to 128k tokens, but we limited them to 8k tokens due to high costs and GPU VRAM limits, respectively.

Table 12: The performances of the agents on The Office dialogue in DialSim (time limit = 6 seconds). We conducted
experiments three times and reported the accuracies and the standard deviations.

Type Model Base LLM

RAG-based

BM25 OpenAI Embedding

Utterance Session Entire Session Sum. Utterance Session Entire Session Sum.

API
ChatGPT-4o-mini 38.91 (0.99)† 34.44 (0.52) 49.21 (0.12) 42.23 (1.57) 38.91 (0.74) 43.64 (0.42) 42.40 (0.99)
ChatGPT-3.5 31.81 (1.33) 26.91 (2.30) 39.45 (1.40) 32.77 (1.31) 32.41 (0.96) 35.78 (0.74) 35.98 (1.75)
Gemini 1.0 pro 28.36 (0.97) 28.10 (1.08) 39.90 (1.08) 34.11 (1.64) 34.26 (2.91) 30.93 (2.17) 33.96 (2.11)

Open

TÜLU 2-70B 3.31 (0.32) 29.87 (0.65) 35.87 (2.56) 34.72 (1.63) 37.07 (0.72) 33.63 (1.32) 38.62 (1.94)
TÜLU 2-7B 1.57 (0.12) 28.93 (2.81) 28.72 (1.80) 30.86 (2.29) 34.55 (0.47) 31.04 (0.96) 32.12 (0.75)
Llama3.1-70B 36.36 (0.68)† 31.84 (1.29) 43.17 (0.99) 43.81 (0.94) 39.85 (2.08) 43.17 (0.68) 48.49 (0.97)
Llama3.1-8B 28.78 (0.34)† 29.89 (1.56) 34.70 (1.75) 33.93 (1.76) 31.63 (2.17) 32.91 (0.51) 35.59 (1.09)
Mixtral-8x7B 42.19 (1.76) 31.84 (0.78) 46.47 (1.75) 32.31 (1.09) 35.51 (0.19) 41.24 (2.90) 34.18 (0.96)
Mistral-7B 32.93 (0.59) 28.20 (1.17) 35.09 (1.76) 30.16 (1.82) 30.12 (1.45) 31.00 (1.93) 30.80 (1.75)
Gemma-7B 18.78 (0.87) 22.26 (1.52) 23.62 (2.09) 19.83 (1.74) 25.07 (0.49) 22.48 (0.25) 20.08 (0.76)
Gemma-2B 1.16 (0.26) 25.03 (1.54) 24.64 (1.31) 24.84 (2.05) 28.06 (1.38) 24.56 (2.60) 28.28 (1.94)

†: Both ChatGPT-4o-mini and Llama3.1 support up to 128k tokens, but we limited them to 8k tokens due to high costs and GPU VRAM limits, respectively.

Table 13: The performance of the agents on Friends dialogue in DialSim (without time limit). We conducted
experiments three times and reported the accuracy and standard deviations.
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Figure 7: The experimental results for different time limits in the Oracle setting.

Figure 8: The performance comparison between the BM25-Session Entire setting and the Oracle setting.
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Type Model Base LLM

RAG-based

BM25 OpenAI Embedding

Utterance Session Entire Session Sum. Utterance Session Entire Session Sum.

Open

TÜLU 2-70B 0.31 (0.13) 17.03 (0.94) 15.20 (0.87) 18.45 (1.04) 26.89 (0.54) 6.92 (0.47) 12.86 (1.23)
TÜLU 2-7B 0.73 (0.29) 12.50 (1.73) 17.58 (1.14) 24.21 (1.09) 10.20 (0.21) 14.26 (0.92) 21.03 (0.58)
Llama3.1-70B 0.51 (0.00)† 27.84 (1.89) 0.60 (0.06) 13.84 (2.31) 35.67 (1.89) 1.53 (028) 20.90 (0.37)
Llama3.1-8B 25.84 (1.16)† 25.24 (0.30) 28.86 (1.01) 24.56 (0.99) 28.86 (1.10) 32.35 (1.51) 24.05 (1.36)
Mixtral-8x7B 1.77 (0.19) 14.03 (0.12) 21.11 (1.07) 15.50 (0.68) 13.14 (0.83) 18.03 (0.44) 18.47 (0.55)
Mistral-7B 2.34 (0.17) 22.29 (1.43) 27.08 (0.99) 24.15 (1.76) 25.17 (1.74) 26.76 (2.64) 23.81 (2.53)
Gemma-7B 18.87 (1.43) 22.85 (0.81) 22.96 (1.34) 17.95 (0.62) 25.46 (2.08) 21.53 (1.00) 17.66 (1.31)
Gemma-2B 0.78 (0.22) 22.99 (0.66) 25.48 (1.54) 25.86 (2.48) 25.08 (1.34) 25.21 (0.22) 26.14 (1.71)

†: Llama3.1 supports up to 128k tokens, but we limited it to 8k tokens due to GPU VRAM limits.

Table 14: The performances of the agents on Friends dialogue in DialSim (time limit = 6 seconds, with shuffled
names). We conducted experiments three times and reported the accuracies and the standard deviations.

Type Model Base LLM

RAG-based

BM25 OpenAI Embedding

Utterance Session Entire Session Sum. Utterance Session Entire Session Sum.

Open

TÜLU 2-70B 2.54 (0.21) 26.47 (1.91) 31.75 (1.71) 30.94 (2.41) 31.90 (1.25) 29.83 (1.03) 31.86 (2.13)
TÜLU 2-7B 1.15 (0.06) 28.20 (1.63) 27.64 (2.37) 27.78 (1.32) 28.98 (0.96) 25.03 (0.94) 29.08 (2.47)
Llama3.1-70B 31.38 (1.01)† 29.08 (1.57) 36.48 (2.51) 36.91 (0.36) 35.89 (0.65) 39.80 (1.42) 39.00 (0.87)
Llama3.1-8B 27.16 (1.62)† 25.76 (1.42) 30.61 (1.25) 29.59 (1.25) 30.91 (0.99) 29.76 (1.26) 31.59 (0.69)
Mixtral-8x7B 34.19 (0.68) 25.23 (1.19) 37.72 (0.96) 29.48 (0.87) 29.09 (1.46) 31.78 (1.71) 29.45 (0.04)
Mistral-7B 27.78 (1.62) 25.02 (1.26) 30.65 (1.39) 24.99 (1.51) 27.34 (0.49) 27.97 (1.31) 26.97 (1.45)
Gemma-7B 17.98 (2.15) 21.64 (0.39) 22.31 (2.15) 18.66 (1.55) 25.97 (1.92) 21.79 (0.40) 21.22 (0.59)
Gemma-2B 1.04 (0.19) 24.19 (0.82) 25.25 (1.02) 24.32 (1.55) 25.03 (0.66) 25.44 (1.96) 23.62 (0.36)

†: Llama3.1 supports up to 128k tokens, but we limited it to 8k tokens due to GPU VRAM limits.

Table 15: The performances of the agents on Friends dialogue in DialSim (without a time limit and with shuffled
names). We conducted experiments three times and reported the accuracies and the standard deviations.

Type Model Base LLM

RAG-based

BM25 OpenAI Embedding

Utterance Session Entire Session Sum. Utterance Session Entire Session Sum.

Open

TÜLU 2-70B 0.21 (0.07) 18.24 (0.84) 20.60 (1.00) 18.64 (1.81) 31.71 (2.22) 7.82 (1.57) 17.31 (0.61)
TÜLU 2-7B 0.74 (0.15) 13.19 (0.35) 19.54 (1.29) 26.07 (2.00) 13.87 (0.71) 18.35 (1.21) 27.48 (2.04)
Llama3.1-70B 0.64 (0.10)† 29.29 (0.59) 0.60 (0.12) 15.07 (5.12) 39.08 (0.99) 2.43 (0.10) 18.18 (0.16)
Llama3.1-8B 26.61 (1.24)† 26.86 (0.78) 31.20 (1.87) 27.08 (0.63) 24.82 (1.07) 31.72 (1.66) 22.69 (0.63)
Mixtral-8x7B 2.41 (0.40) 14.90 (0.82) 23.55 (0.40) 15.64 (0.47) 16.43 (1.68) 22.95 (0.68) 13.22 (1.61)
Mistral-7B 3.35 (0.58) 24.44 (1.13) 31.39 (0.70) 24.26 (1.60) 29.82 (0.95) 30.21 (0.90) 23.90 (0.51)
Gemma-7B 18.05 (0.97) 22.52 (0.81) 20.64 (0.26) 16.63 (1.59) 23.41 (1.26) 18.34 (0.82) 19.48 (2.45)
Gemma-2B 0.47 (0.13) 24.31 (0.96) 24.77 (0.74) 25.74 (1.46) 28.41 (1.20) 24.68 (1.45) 24.75 (1.50)

†: Llama3.1 supports up to 128k tokens, but we limited it to 8k tokens due to GPU VRAM limits.

Table 16: The performances of the agents on Friends dialogue in DialSim (time limit = 6 seconds, with new names
replaced). We conducted experiments three times and reported the accuracies and the standard deviations.
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Type Model Base LLM

RAG-based

BM25 OpenAI Embedding

Utterance Session Entire Session Sum. Utterance Session Entire Session Sum.

Open

TÜLU 2-70B 2.17 (0.46) 27.24 (1.17) 33.34 (1.17) 32.85 (1.85) 34.95 (0.47) 29.41 (1.22) 33.55 (2.79)
TÜLU 2-7B 0.63 (0.26) 30.26 (1.03) 27.68 (1.24) 30.98 (1.08) 30.99 (0.22) 27.93 (1.97) 31.80 (2.05)
Llama3.1-70B 31.03 (1.91)† 28.91 (2.33) 38.44 (5.98) 41.68 (3.68) 38.40 (1.10) 40.83 (1.07) 44.27 (0.57)
Llama3.1-8B 26.65 (1.19)† 25.80 (0.18) 32.01 (1.10) 30.48 (1.30) 29.50 (1.10) 32.82 (0.63) 32.23 (2.32)
Mixtral-8x7B 38.92 (1.61) 26.91 (1.46) 39.98 (2.98) 27.02 (0.42) 30.27 (1.37) 35.89 (0.37) 29.52 (1.28)
Mistral-7B 29.10 (1.34) 23.33 (0.83) 34.59 (0.80) 27.87 (2.66) 30.59 (2.09) 30.45 (0.89) 27.93 (0.99)
Gemma-7B 17.37 (0.77) 22.58 (1.62) 21.41 (1.53) 21.61 (1.53) 23.90 (0.90) 21.61 (1.09) 20.88 (0.91)
Gemma-2B 0.37 (0.07) 23.48 (1.85) 23.13 (1.14) 25.72 (2.67) 29.12 (1.90) 24.88 (1.40) 24.81 (1.31)

†: Llama3.1 supports up to 128k tokens, but we limited it to 8k tokens due to GPU VRAM limits.

Table 17: The performances of the agents on Friends dialogue in DialSim (without a time limit and with new names
replaced). We conducted experiments three times and reported the accuracies and the standard deviations.

Figure 9: The actual process of annotating questions from fan quizzes.

Figure 10: The actual process of reviewing extracted triples.
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