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Abstract

Natural Language Processing (NLP) stands at001
the forefront of the rapidly evolving landscape002
of Machine Learning, witnessing the emer-003
gence and evolution of diverse methodologies004
over the past decade. This study delves into the005
dynamic trends within the NLP domain, specifi-006
cally spanning the years 2010 to 2022, through007
an empirical analysis of papers presented at008
conferences hosted by the Association for Com-009
putational Linguistics (ACL). Our investigation010
encompasses an exploration of several key as-011
pects, namely computational trends, research012
trends and geographic trends. We further in-013
vestigate the entry cost into NLP, the longevity014
of hardware and the environmental impact of015
NLP. 1016

1 Introduction017

The field of artificial intelligence (AI) has made018

remarkable strides in recent years, achieving signif-019

icant milestones across various domains. These ad-020

vancements range from breakthroughs in computer021

vision, enabling machines to interpret visual infor-022

mation, to innovations in drug discovery, where023

AI-driven systems are demonstrating their ability024

to predict molecular interactions and potential ther-025

apeutic effects.026

One of the most notable areas of progress is in027

Natural Language Processing (NLP), where ma-028

chines have evolved from basic rule-based and029

statistical systems to sophisticated models capa-030

ble of understanding, interpreting, and interacting031

with human language. This evolution, driven by032

deep learning, seen in Figure 1, has revolutionized033

NLP’s capabilities over the past decade.034

With the recent introduction of ChatGPT035

and other open-source Large Language Models036

(LLMs), the public has begun to recognize the037

transformative power of these technologies, which038

1All relevant code and data will be made available on
Github upon acceptance.

Figure 1: Number of papers published per year in the
various ACL conferences, as well as the number of
papers with GPU references

is rapidly reshaping how people worldwide work 039

(Eloundou et al., 2023). Although the effects of 040

LLMs have only recently become apparent to the 041

public, many have already experienced their im- 042

pact. For instance, Google has employed BERT 043

in its search engine since 2019 (Pandu, 2019), and 044

also use NLP techniques to enhance search result 045

comprehension with the use of passages in 2020 046

(Prabhakar, 2020). 047

Although the impact of LLMs are mainly con- 048

sidered positive, there are negative aspects, namely 049

the environmental impact to train these models. 050

In 2019, it was estimated that up to 284,019kg 051

of CO2e (carbon dioxide equivalents) was used 052

to train a transformer using NAS (Strubell et al., 053

2019). This was later revealed to be overestimated 054

by up to ×88 (Patterson et al., 2021). In 2019, 055

it was estimated by both Nvidia (Leopold, 2019) 056

and Amazon (Barr, 2019) that up to 90% of the 057

workload on machine learning is from inference 058

alone. This iterates that the cost of training a model 059

is, relatively speaking, not that harmful. However, 060

in more recent years, it is becoming increasingly 061

costly to train models. In order to train the Llama 062
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2 model (Touvron et al., 2023), it was estimated063

that 539,000kg of CO2e were used in the training064

of the model. It was estimated that the 70B model065

was trained for 1,720,320 GPU hours, using A100066

80GB GPUs, equating to 688,128kWh in power067

consumption assuming a TDP of 400W.068

While many papers discuss trends of NLP, they069

mainly discuss the state of the art (Young et al.,070

2018; Khurana et al., 2023), tracking how methods071

and results evolved over time. Additionally, there072

are various blogs related to upcoming and trending073

techniques within the field (Insights, 2022; Wolff,074

2020). To the best of our knowledge, there is no ex-075

isting work that attempts to study the various trends076

using empirical methods. This study aims to ad-077

dress this gap, by examining the key developments078

in NLP over the last decade. Our analysis is guided079

by three research questions that aim to uncover the080

evolving trends in NLP. These questions are:081

1. Computational trends: What are the dom-082

inant computational resources (hardware) in083

NLP research?084

2. Research trends: How have NLP tasks, soft-085

ware frameworks and models evolved over the086

past decade?087

3. Geographic Trends: How diverse are the088

publications in the field of NLP?089

2 Methodology090

To effectively study trends over the past few years,091

we analyzed papers from top conferences related to092

Natural Language Processing (NLP). The Associ-093

ation for Computational Linguistics (ACL) stands094

out as one of the premier conferences for NLP-095

related research, achieving the highest h5-index in096

computational linguistics 2, with many of its other097

events ranking within the top 10 highest h5-indices098

for computational linguistics. We use the papers099

from these conferences spanning between the years100

2010 and 2022 to perform analysis (detailed in Ap-101

pendix A.1). The remaining methods is briefly102

summarized in Figure 2.103

We download the papers in a PDF format, which104

is considered an unstructured format. When ex-105

tracting text from a PDF, this can lead to the in-106

clusion of unwanted data. The simpler approach107

2https://scholar.google.com/citations
?view_op=top_venues&hl=en&vq=eng_computa
tionallinguistics

Figure 2: Overview of the methodology used to extract
information

involves extracting all text from a PDF in an un- 108

structured format, using PyPDF2 3. Alternatively, 109

a more structured approach attempts to semanti- 110

cally parse the PDF data into sections visible to a 111

viewer, using the SciPDF Parser 4. However, the 112

structured approach comes with the disadvantage 113

of potential data loss, whereas the unstructured ap- 114

proach sacrifices structure and may include data 115

that can interfere with subsequent data analysis. In 116

this work, we employ both approaches. Further 117

details regarding the implementation of these two 118

approaches can be seen in the Appendix A.2. 119

We further collect citation information of all pa- 120

pers, with the use of Semantic Scholar API (Kinney 121

et al., 2023) (this was performed on July 24, 2022). 122

When performing the match for citation results, we 123

use Jaro similarity and set a threshold of 7.5 to 124

account for inconsistencies of paper names. We 125

were unable to find citation information for 20 of 126

the papers. 127

The next step involved searching for specific 128

keywords in the text that we aimed to extract. 129

To successfully mine information about GPUs, 130

we employed a two-stage pipeline. The initial 131

step focused on identifying general GPU archi- 132

tectures in the text using keywords such as ‘rtx’, 133

‘gpu’, ‘nvidia’, ‘tesla’, ‘quadro’, ‘geforce’ and 134

‘gtx’, which is detailed further in Appendix A.3. 135

Utilizing these keywords, we extracted a context 136

of up to 500 characters surrounding the supporting 137

word. This was achieved by chunking data into 138

sentences and recursively adding these sentences 139

to the context until the character limit was reached. 140

We then aimed at extracting the exact GPU used, 141

using exact dictionary matching. 142

Subsequently, we extracted exact GPU informa- 143

tion from the context using ChatGPT (detailed in 144

Appendix A.4). Pre-processing was performed 145

on the GPU names, removing all keywords men- 146

tioned earlier. Upon analyzing the data, we opted 147

3https://pypi.org/project/PyPDF2/
4https://github.com/titipata/scipdf_p

arser
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for ChatGPT’s annotations over exact matching.148

We also collected some statistics regarding149

frameworks used, models used and general tasks au-150

thors aimed at solving. These were done on a sim-151

ple dictionary matching scheme, whereby in cases152

where it makes sense, spaces were added/removed153

to maximize correct matches. We also limited the154

sections to analyze in the cases of architectures and155

NLP tasks, whereas for the frameworks, the entire156

text is searched.157

3 Results158

A summary of some general statistics are seen in159

Figure 1, where the overall number of papers col-160

lected is presented, along with the number of pa-161

pers with GPU references and the number of unique162

GPUs referenced in each paper. Analyzing first the163

number of papers, we notice some oscillation in164

the beginning, related to biannual conferences, fol-165

lowed by an explosion in NLP papers from around166

2018. In 2022 almost half the papers have men-167

tioned specific GPUs used, which indicates that168

access to GPUs may be a limiting factor for pub-169

lication in this field. We further note that only in170

more recent years do we see papers using multi-171

ple GPU architectures. In total 25,591 papers were172

collected of which 5,961 contain GPUs. In more re-173

cent years, the NVIDIA V100 emerged as the most174

popular GPU (see Figure 5 in the appendix), with175

newer GPUs such as the A100 and 3090 appearing176

to be on the rise. While older GPUs have a dimin-177

ishing presence in later years, whereas the counts178

of newer GPUs surge, indicating the transition to179

updated hardware. This shift is likely attributed to180

the escalating memory requirements essential for181

performing NLP.182

Analyzing the most popular frameworks used183

(see Figure 6 in the appendix), it is unsurprising184

that PyTorch and Hugging Face lead the field, pri-185

marily owing to their accessible APIs, facilitating186

rapid development. In close pursuit is TensorFlow,187

which has gradually lost popularity with NLP re-188

searchers, in more recent years. Overall, the frame-189

work counts are lower than the GPU frequencies,190

indicating that the frameworks used are not highly191

discussed. The substantial surge in Hugging Face’s192

prevalence may also be attributed to the utilization193

of footnotes, as numerous authors reference models194

from the Hugging Face Hub in their text.195

We further analyzed the most popular algorithms196

and techniques presented in the conferences (see197

Figure 3). In the earlier years, there was a signifi- 198

cant focus on Bayesian-based techniques with Sup- 199

port Vector Machines (SVMs). However, around 200

2013, the field shifted towards deep learning, and 201

the use of neural networks and LSTMs emerged as 202

dominant algorithms for solving tasks. We further 203

date this to the use of embeddings such as Glove 204

(Pennington et al., 2014) and Word2Vec (Mikolov 205

et al., 2013). Subsequently, there was an explosion 206

in 2018 with the introduction of the transformer ar- 207

chitecture, particularly BERT (Devlin et al., 2019), 208

and later GPT in 2020 (Radford et al., 2018, 2019; 209

Brown et al., 2020), which we expect to further 210

grow within upcoming years. 211
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Figure 3: Most popular NLP models, (Classical machine
learning approaches are marked with dots, deep learning
approaches are unmarked)

Examining the most popular tasks (Figure 4), it 212

is evident that translation is the predominant task 213

under investigation. Up until 2018, most trends 214

remained consistent. However, with the introduc- 215

tion of transformer-based architectures, there is 216

a substantial surge in the exploration of question 217

answering tasks as well as text generation tasks, 218

leading to significant progress in these tasks. 219

Following this, we analyzed the data on a per- 220

country basis. To determine the country of each 221

paper, extracted from the paper using the struc- 222

tured reader. Out of 25,559 papers, we were able 223

to extract country information for 13,365 papers. 224

With this information, we plotted heatmaps show- 225

casing the countries with the most papers published 226

(Figure 10), citations (Figure 11), and the number 227

of citations per country (Figure 12), all Figures 228

are in the appendix. The countries with the most 229

papers are China (3,141), the United States (2,538), 230

and Germany (1,880). However, when comparing 231

this value to the average number of citations per 232
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Figure 4: Most popular NLP tasks

paper per country, the results differ, with the top233

countries being Mexico (101.66), Colombia (69.8),234

and the United States (67.72). If our data is correct,235

this demonstrates that relevant research remains236

impactful irrespective of the country of origin.237

We further estimated the environmental impact238

of NLP. We estimate that the power usage needed239

by researchers to produce publications for the year240

2022, is around 733,104kWh. This assumes that241

for each paper with a gpu reference, the GPU is242

running for 1 month at 50% power usage, and that243

average power draw of the server is 1200W. Further244

details regarding these assumptions can be seen in245

the appendix. This value slightly exceeds the power246

needed to train Llama 2 70B. Although this is a247

naive estimate, it shows that the energy usage of248

all research, barely compares to that used in large249

companies where foundational models are being250

trained.251

4 Discussion252

In this section, we aim to address the various ques-253

tions posed at the beginning of the paper. Regard-254

ing Computational Trends, we observe an increas-255

ing entry cost into the field of NLP, as many papers256

now require expensive dedicated hardware. How-257

ever, there still appears to be scope for research258

without such costly hardware requirements. Invest-259

ing significantly in hardware raises questions about260

its longevity, as some older hardware has become261

mostly irrelevant. Nevertheless, newer hardware262

with increased VRAM should remain pertinent un-263

less models rapidly grow in size. For example the264

Nvidia V100 still remains relevant given its age,265

due to its large VRAM. One limiting factor in re-266

search is the availability of GPU manufacturers re-267

leasing GPUs with significantly increased VRAM. 268

Addressing the environmental impact of training 269

models, as discussed by previous authors, the rel- 270

ative environmental impact of the field does not 271

seem large. The impact of an average researcher 272

pales in comparison to that of larger companies. 273

Discussing Research Trends, the introduction 274

of the transformer architecture has significantly 275

impacted the field, fostering positive growth and 276

enabling research on more challenging topics. We 277

anticipate that the use of ChatGPT will further con- 278

tribute to the rising number of papers. Researchers 279

are likely to conduct studies without dedicated hard- 280

ware, utilizing ChatGPT’s API and various other 281

APIs released within the last year. Currently, Hug- 282

ging Face stands out as the most used software in 283

NLP, followed by PyTorch. 284

Finally, in investigating Geographic Trends, re- 285

gardless of the country of origin, papers with sub- 286

stantive content have the potential to achieve high 287

impact. While certain countries may have a higher 288

number of accepted papers, the determining fac- 289

tor for impact remains the quality of the paper’s 290

contents. 291

5 Conclusion 292

In this study, we conducted an analysis of Natu- 293

ral Language Processing (NLP) trends from 2010 294

to 2022, focusing on ACL based conference pa- 295

pers. Our findings highlight an increasing entry 296

cost to NLP, driven by the demand for expensive 297

hardware. Despite uncertainties about hardware 298

longevity, newer high VRAM options suggest po- 299

tential stability. The environmental impact of NLP 300

training appears relatively modest, with larger com- 301

panies overshadowing individual researchers. The 302

impact of the transformer architecture on Research 303

Trends has driven increased output and exploration 304

of complex topics. Anticipating continued impact, 305

we foresee a rise in papers facilitated by tools like 306

ChatGPT and other APIs, enabling research with- 307

out dedicated hardware. Hugging Face and Py- 308

Torch currently dominate NLP software. In our 309

analysis of Geographic Trends, we note that the 310

primary determinant of impact is the paper’s qual- 311

ity, and does not appear to be limited by country 312

of origin. To conclude, our study provides insights 313

into the evolving NLP landscape, briefly overview- 314

ing trends present in the last decade of research. 315
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6 Limitations316

The primary limitation of this work lies in the au-317

tomatic extraction of GPUs used in papers. We318

acknowledge that this value may be underestimated319

since many papers do not include this information320

within the text. Despite this potential underestima-321

tion, we are confident that if a GPU was mentioned322

within an extracted context, it was almost always323

correctly identified, enhancing the reliability of this324

study.325

As mentioned earlier, we desired to include in-326

formation about the training time of algorithms to327

more accurately calculate the energy consumption328

of model training. However, we were unable to329

confidently extract this information for publication.330

While we naively estimate the power consumption331

of machine learning models, this value cannot be332

confidently estimated even with the training time333

of algorithms. We lack information about the time334

spent on prototyping beforehand, making any esti-335

mate regarding computing time inherently inaccu-336

rate.337

In Figures 3 and 4, the lists of tasks and algo-338

rithms may not be exhaustive. However, to the339

best of our ability, we ensured that all significant340

tasks and algorithms were included. Various other341

algorithms were tested but deemed non-significant342

and subsequently removed, including ‘tf-idf’, ‘nn’,343

‘random forest’, ‘knn’, ‘recurrent neural network’,344

‘pca’, ‘rbf’, and ‘lda’.345
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A Appendix459

A.1 Conference Information460

From each conference, we exclusively down-461

load the main proceedings, excluding workshops,462

demonstrations, tutorials, student sessions, indus-463

try events, etc. This results in a dataset comprising464

the main proceedings of the conferences, encom-465

passing both long and short papers. The List of466

conferences used in this study are as follows:467

1. Annual Meeting of the Association for Com-468

putational Linguistics (ACL)469

2. Conference on Empirical Methods in Natural470

Language Processing (EMNLP)471

3. North American Chapter of the Association472

for Computational Linguistics (NAACL)473

4. International Conference on Computational474

Linguistics (COLING)475

5. International Conference on Language Re-476

sources and Evaluation (LREC)477

6. Conference on Computational Natural Lan-478

guage Learning (CoNLL)479

7. European Chapter of the Association for Com-480

putational Linguistics (EACL)481

8. International Joint Conference on Natural Lan-482

guage Processing (IJCNLP)483

Furhter information reagarding when the various484

conferences were held can be seen in Table 1.485

A.2 PDF Parsing486

We provide more information regarding the PDF487

parsing and processing:488

• Unstructured Reader: For the unstructured489

reader, we utilized the popular Python PDF490

reader, PyPDF2 5. This library enables us to491

extract all text on a page. In a PDF, there is492

no inherent definition of a line break, so at493

the end of each line, a line break is manually494

inserted. To address this, we use regular ex-495

pressions to remove various line breaks and496

replace them with spaces. Similarly, in PDFs,497

when a word extends past the natural width of498

the page, the word is broken with a hyphen.499

This is also corrected with regular expressions.500

5https://pypi.org/project/PyPDF2/

Next, page numbers are removed from the 501

text, which can appear as either the first or last 502

characters on the page string. Finally, a sen- 503

tence tokenizer is applied to the text to split 504

it into sentences, to allow for some structure. 505

This process results in relatively clean text, al- 506

though certain aspects of the text may remain 507

uncleaned. 508

• Structured Reader: For structured data, we 509

employed the SciPDF Parser 6, built on the 510

library, Generation of Bibliographic Data 511

(GROBID) 7, which utilizes machine learn- 512

ing for restructuring PDFs. Although this ap- 513

proach is often imperfect and may contain 514

errors in its structuring, it allows for some 515

degree of structuring within the documents. 516

A.3 GPU selection and pre-processing 517

In order to perform exact dictionary matching on 518

the GPUs, we built a dictionary from two different 519

sources 8 9, using additional annotation by hand 520

to ensure the entries are correct. We needed to 521

perform various pre-processing steps to contain a 522

dictionary entry that is compact, due to the amount 523

of different ways to represent a GPU, for exam- 524

ple ‘Nvidia GeForce RTX 3080’ and ‘Nvidia 3080 525

GPU’ would both reference the same GPU, which 526

would be matched with only ‘3080’. This involves 527

adding spaces and removing hyphens where appli- 528

cable. 529

A.4 ChatGPT information 530

With regards to our prompt, our initial idea was 531

to extract various different sources of information 532

into a single JSON field. In order to do this we 533

used the following prompt: 534

"You are a machine learning expert. 535

Your goal is to extract correct infor- 536

mation from a given CONTEXT and 537

answer the QUESTION correctly. When 538

in doubt, use the value -1. 539

CONTEXT: CONTEXT 540

QUESTION: What is the total training 541

time of the models, explaining reasoning, 542

return only a JSON: {total_time: NUM- 543

BER, unit: MINUTE/HOURS/DAYS, 544

6https://github.com/titipata/scipdf_p
arser

7https://github.com/kermitt2/grobid
8https://developer.nvidia.com/cuda-gpu

s
9https://www.techpowerup.com/gpu-specs

7

https://pypi.org/project/PyPDF2/
https://github.com/titipata/scipdf_parser
https://github.com/titipata/scipdf_parser
https://github.com/kermitt2/grobid
https://developer.nvidia.com/cuda-gpus
https://developer.nvidia.com/cuda-gpus
https://www.techpowerup.com/gpu-specs


Conference 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022
ACL x x x x x x x x x x x x x

COLING x x x x x x x

CoNLL x x x x x x x x x x x x x

EACL x x x x x

EMNLP x x x x x x x x x x x x x

IJCNLP x x x x x x

LREC x x x x x x x

NAACL x x x x x x x x x

Table 1: Conference years for ACL-related events.

gpus:[{gpu: GPU_NAME, num-545

ber_of_gpus: NUMBER},...]}"546

We attempted to extract information regarding547

the training time of the models, however this infor-548

mation was only correct in some cases, which is549

why we did not further investigate this. Similarly,550

we attempted to extract the number of GPUs used551

for training, which was correctly estimated when552

the number of GPUs is explicitly mentioned. How-553

ever, we struggled to keep this information when554

merging data from the same source, and this could555

lead to incorrectly estimating the number of GPUs556

used. For example, in one context for a paper, it557

could mention that 4 GPUs were used for train-558

ing, and later in the paper, it might mention only 1559

GPU. This is hard to account for, as it can be seen560

as either 4 GPUs or 5 GPUs.561

We then compared the data extracted from Chat-562

GPT with the data we manually extracted from the563

dictionary extraction methods. In approximately564

80% of the cases, the matching was equal between565

the two methods. In the remaining cases, we em-566

pirically identified ChatGPT as superior. This was567

mainly due to instances where hyperparameter val-568

ues were often mistaken for older GPU names such569

as ‘2000’ and ‘680M’. This is why we used the570

data extracted form the ChatGPT analysis in the571

paper.572

A.5 Supplementary Results573

Taking a closer look at the number of GPUs identi-574

fied in papers (Figure 5), where the GPUs selected575

were among the top 3 for each year. Examining576

the overall trend in the data, a clear increase in the577

number of GPUs detected in papers per year is evi-578

dent, signifying exponential growth. Although this579

may not constitute a direct comparison, as earlier580

papers might not specify the architecture, this data581

reveals a rising demand for GPUs. 582
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Figure 5: Count of the top 3 GPUs from each year

Figure 6 showcases the most popular NLP 583

frameworks. It is clear that Hugging Face has 584

become the dominant framework for NLP based 585

research in the more recent years. 586
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Figure 6: Most popular NLP frameworks

In Figures 7 and 8, we observe the number of 587

papers and citations from each conference per year. 588

Beginning with the number of papers produced 589

8



at each conference, there is a noticeable increase590

in the quantity of papers published in most con-591

ferences, while LREC remains relatively constant.592

The high value for NAACL in 2019, is due to the593

publication of the paper: BERT: Pre-training of594

Deep Bidirectional Transformers for Language Un-595

derstanding. Subsequently, there is a decline in596

the number of citations after 2019, which can be597

attributed to newer works having fewer citations598

due to having less ‘visible’ time.599
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Figure 7: Number of papers published in each confer-
ence per year
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Figure 8: Number of citations from each paper pub-
lished in each conference per year

Examining the table containing the Top 10 most600

cited papers (Table 2), we observe that 6 out of601

10 of the top papers include contributions from602

EMNLP. Notably, the third and fourth most popu-603

lar papers are from 2014 as well. Comparing these604

values with Figure 8, the results remain consistent,605

with ACL having a higher average number of cita-606

tions in most cases(Figure 9), corresponding to the607

various metrics used to rank these conferences.608

Following this, we analyzed the data on a per-609
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Figure 9: Average number of citations per paper, per
conference, per year

country basis. To determine the country of each 610

paper, extracted from the paper using the structured 611

reader. With this information, we plotted heatmaps 612

showcasing the countries with the most papers pub- 613

lished (Figure 10), citations (Figure 11), and the 614

number of citations per country (Figure 12). The 615

countries with the most papers are China (3,141), 616

the United States (2,538), Germany (1,880), the 617

United Kingdom (1,237), France (909), and Japan 618

(855). However, when comparing this value to the 619

average number of citations per paper per country, 620

the results differ, with the top countries being Mex- 621

ico (101.66), Colombia (69.8), the United States 622

(67.72), Israel (60), and Germany (57.63). 623

Turning to the environmental impact of NLP 624

let’s consider an example. In 2022, there were 557 625

mentions of the v100 GPU, which has a Thermal 626

Design Power (TDP) of 300W. TDP represents the 627

maximum heat the GPU can generate under sus- 628

tained workload conditions and is utilized here as 629

an estimate of power draw. Assuming a model is 630

trained, on average, for 1 week with GPUs running 631

at 70% usage, the power consumption, as per Table 632

3, would be 35.28×557 = 19650.96kWh. This es- 633

timate is simplistic, covering only the GPU’s power 634

consumption, excluding the server’s and data cen- 635

ter’s power usage. The latter is commonly esti- 636

mated by the Power Usage Effectiveness (PUE) co- 637

efficient, estimated at 1.58 (Taylor, 2023) (Google 638

reported a PUE of 1.10 in 2023 (Google, 2023) 639

). Additionally, this does not account for models 640

trained on multiple GPUs. For a more realistic esti- 641

mate, assuming a TDP of 1200W, the consumption 642

would be 141.7× 557 = 78, 926.9kWh. 643

Extending this to the total GPUs, assuming each 644

9



Paper Title Year Conference Citations
BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding 2019 NAACL 56,293

GloVe: Global Vectors for Word Representation 2014 EMNLP 27,236

Learning Phrase Representations using RNN Encoder–Decoder for Statistical Machine
Translation

2014 EMNLP 18,698

Convolutional Neural Networks for Sentence Classification 2014 EMNLP 11,880

Deep Contextualized Word Representations 2018 NAACL 9,800

Effective Approaches to Attention-based Neural Machine Translation 2015 EMNLP 6,939

Recursive Deep Models for Semantic Compositionality Over a Sentiment Treebank 2013 EMNLP 6,601

Neural Machine Translation of Rare Words with Subword Units 2016 ACL 6,024

SQuAD: 100,000+ Questions for Machine Comprehension of Text 2016 EMNLP 5,793

BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation,
Translation, and Comprehension

2020 ACL 5,391

Table 2: Top 10 cited papers from ACL conferences.

GPU averages a TDP of 300W with the server645

averaging 1200W, with 1697 GPU references in646

papers from 2022, and prototyping/training done647

for 1 month at 50% power usage, this would imply648

1697× 432 = 733, 104kWh.649

TDP Hours Average usage (kWh)
40% 50% 70% 100%

300w

1 0.12 0.15 0.21 0.30
1 * 24 2.88 3.60 5.04 7.20
7 * 24 20.16 25.20 35.28 50.40
30 * 24 86.40 108.00 151.20 216.00

600w

1 0.24 0.30 0.42 0.60
1 * 24 5.76 7.20 10.08 14.40
7 * 24 40.32 50.40 70.56 100.80
30 * 24 172.80 216.00 302.40 432.00

1200w

1 0.48 0.60 0.84 1.20
1 * 24 11.52 14.40 20.16 28.80
7 * 24 80.64 100.80 141.12 201.60
30 * 24 345.60 432.00 604.80 864.00

2400w

1 0.96 1.20 1.68 2.40
1 * 24 23.04 28.80 40.32 57.60
7 * 24 161.28 201.60 282.24 403.20
30 * 24 691.20 864.00 1209.60 1728.00

Table 3: Average power consumption (kWh)
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Figure 12: Average number of citations per paper per country
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