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ABSTRACT

Test-time verifiers are useful for solving reasoning problems as they guide the
reasoning chain towards valid solutions, thus improving performance. However,
naı̈vely conducting search with approaches like Best-of-N sampling with these
verifiers is often inefficient, requiring the generation of multiple overlapping par-
tial solutions and incorrect completions to arrive at a correct outcome. This raises
the question: can we reduce the total amount of computation by sharing informa-
tion across multiple attempts at solving a given reasoning problem? In this paper,
we build an approach of combining process verifiers that predict likelihoods of
success per step with preemptive backtracking to maximize performance per gen-
erated token. To do this, a process reward model (PRM) can be used to identify
the problematic step in a solution trace, allowing the model to selectively resam-
ple from the problematic step of a solution. This approach can significantly reduce
the amount of computation by leveraging partial reasoning traces from previous
revisions. We also introduce in-context process supervision, where the verifier is
conditioned on the history of past revisions. This reduces uncertainty in the veri-
fication decisions and improves the verifier’s confidence with each round of back-
tracking. This framework for iterative backtracking, leveraging in-context process
supervision, enables an effective trade-off between inference and performance.

1 INTRODUCTION

One promising direction for enhancing quality of responses in reasoning problems is the strategic
use of test-time computation, where a model is given an inference compute budget that it could
leverage to improve its solution quality. Prior work such as Snell et al. (2024); Charniak & Johnson
(2005) and Cobbe et al. (2021) explore different mechanisms for solution generation given a fixed
generation budget, resulting in linear search algorithms such as BofN, Beam Search, and Look-
Ahead search. A major drawback of these linear search approaches is their compute efficiency. On
hard problems, small but consequential mistakes made at intermediate steps can lead to a cascade of
errors, rendering the entire sequence incorrect. Traditional search methods, which operate in parallel
and start from the beginning of the sequence, fail to efficiently handle these errors, often wasting
inference-time compute on parts of the solution that are already correct. Can we more efficiently
leverage inference-time compute for error recovery?

In this paper, we propose backtracking-based iterative refinement for improving LLM solutions.
Instead of generating multiple complete solutions with many redundant tokens, our method gener-
ates a single solution, identifies the problematic steps in the solution trajectory, and resamples only
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the parts of the sequence that need correction. This adaptive approach not only reduces the compu-
tational burden but also allows for more targeted revisions, effectively correcting uncorrelated errors
and improving the overall solution quality.

Backtracking with Process Feedback

Error
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Step 10: <j>
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Figure 1: (Left) An illustration of utilizing a value-based ver-
ifier for backtracking. Backtracking with a value-based verifier
allows for revising a potential incorrect reasoning chain. We use
an error localization criterion to identify an appropriate step to re-
generate the solution from, and continue to iteratively revise the
solution until a stopping criterion is met. (Right) Leveraging In-
Context Process Supervision. This approach conditions on prior
attempts to reduce the uncertainty of process reward estimates on
future attempts.

Our method leverages advantage es-
timates, computed using a process-
based verifier (PRMs), to predict the
points in the reasoning chain where
the model is most likely to make mis-
takes. These advantage estimates as-
sess the relative importance of each
step and guide the backtracking pro-
cess to the step that contributes least
to the solution quality. The back-
tracking algorithm then selectively
resamples the completions from that
step. These set of targeted revisions
allow for compute to be spent more
efficiently, leading to higher-quality
solutions with fewer revisions. We
also establish a stopping criterion in
this framework for early termination
of backtracking after a solution has
been found.

Ultimately the success of backtrack-
ing relies on how accurate the PRM
is on intermediate reasoning steps. In
this paper, we also propose various
methods to improve the verifier ac-
curacy. A major concern with use
of verifiers for search is distribution
shift. Verifiers are trained on static data that is either human-labeled or generated using models that
are potentially different than the ones used during the inference. To temper these distribution shift
issues, we employ on-policy verifier fine-tuning and label balancing, and propose a novel method to
smooth the verifier’s outputs to account for estimation errors. We additionally introduce in-context
process supervision which allows the PRM to condition on prior attempts at a problem to reduce
the uncertainty of the supervision on future attempts. Conditioning on a history of past revisions,
the verifier is able to identify failure modes in past attempts and subsequently avoid rating them
highly if they are present in future attempts. By providing a framework for sequentially identifying
errors and revising them, our approach offers a more scalable and effective solution for test-time
inference in LLMs, making it particularly suited for tasks that are more difficult or longer horizon.
We demonstrate the computational efficiency of our approach, showing that it significantly improves
the test-time compute tradeoff with respect to the number of generated tokens vs. the accuracy of
the generated solution.

2 PRELIMINARIES AND NOTATION

A process reward model (PRM) assesses the validity of intermediate steps taken during the rea-
soning process, providing feedback on whether an intermediate step makes progress towards the
solution. One instantiation of the PRM is a value function or value verifier, learned through
Monte-Carlo (MC) regression Wang et al. (2023); Snell et al. (2024), where the value at each step is
supervised with the Monte-Carlo return-to-go,RD(s, a), which estimates the probability of success
of a rollout from a particular state s and action a. Here, D represents the static dataset used to com-
pute the target return-to-go values. The Monte-Carlo return-to-go is computed as the sum of future
discounted rewards, RD(s, a) =

∑t=T
t=i γtrt, where γ is the discount factor, and the sum is taken

over the trajectory from the current time step i to the end of the episode. We assume the reward
function to be sparse, i.e., it is 0 for each intermediate step in the reasoning problem. At the terminal
step, if the predicted answer matches the ground truth answer, a reward of 1 is provided for this
final step. The loss function is the divergence of the estimated value from the dataset Monte-Carlo

2



Published as a conference paper at ICLR 2025

return-to-go:

LQ = E(s,a)∼D
[
LKL

(
Q(s, a),RD(s, a)

)]
(1)

One instantiation of the divergence is soft binary cross-entropy, where each step (st,at) has a target
yt ∈ [0, 1]:

Lprocess = −
∑
t

[yt log ŷt + (1− yt) log(1− ŷt)] , (2)

where ŷt = RD(s, a) is the predicted probability that the step (st,at) is correct.

In contrast, an outcome reward model (ORM) only evaluates the correctness of the final answer,
disregarding individual reasoning steps. Let o represent the final outcome of the reasoning process.
We can similarly learn an ORM through binary classification, where the final outcomes o are labeled
with binary labels youtcome ∈ {0, 1}:

Loutcome = −
∑
i

[
youtcome,i log ŷoutcome,i

+ (1− youtcome,i) log(1− ŷoutcome,i)
]

(3)

where ŷoutcome,i = Routcome(oi) is the predicted probability that the final outcome oi is correct.

Linear search in test-time inference: Test-time inference often requires efficient search strategies
to navigate the potential solution space. We define linear search algorithms as those that operate
with a fixed compute budget and a predetermined width of potential completions. Prior work Snell
et al. (2024) leverages linear search algorithms like Beam Search and Best-of-N to find near-optimal
solutions during inference.

In Best-of-N, n candidate solutions are generated and the solution with the highest evaluation score
is selected:

ŷ = arg max
yi∈{y1,y2,...,yn}

S(yi) (4)

Here, S, is either an outcome or process reward or score function, and ŷ is the selected output.

In beam search, multiple solution paths are expanded in parallel. At each step t, the algorithm retains
the top k candidates based on their scores S(y1:t):

Bt = Top-k ({y1:t−1 · yt | yt ∈ Y}, S(y1:t)) (5)

where Bt represents the set of the top k sequences at step t, Y is the set of all possible tokens,
and S(y1:t) is the evaluation score of the sequence y1:t. These methods provide varying trade-
offs between computational efficiency and search accuracy, helping to explore the reasoning space
effectively during inference.

Linear Search Non-Linear Search

Fixed Compute Allocation

Adaptive Reallocation

Figure 2: Linear vs Non-Linear Search Linear search assumes
a fixed compute allocation during inference time. However, with
Non-Linear search, we can adaptively allocate inference time com-
pute to parts of the reasoning chain that require more computation.

Linear Search methods can be ef-
fective in parallel sampling scenar-
ios, where sequential revisions of a
solution are not possible, enabling
the discovery of better solutions than
single-shot sampling from the model.
A non-linear search algorithm, in
contrast, can adaptively allocate in-
ference time compute. This can al-
low for more inference time compute
to be spent on portions of the prob-
lem that are harder to get right. To
build a non-linear search algorithm,
we will formalize our intuitions in a
multi-step single-turn Markov Deci-
sion Process (MDP), which we de-
scribe next.
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Multi-step, Single-turn Markov Decision Process (MDP) for Reasoning: A reasoning chain in
test-time inference can be conceptualized as a multi-step Markov Decision Process (MDP). We for-
mally define a reasoning chain as a trajectory with a bounded horizon H , represented as (s, a, r, t)H0 .
These trajectories originate from a dataset of prompts x and responses y, which is decomposed into
several semantic steps a1, a2, · · · , at that, when concatenated, reconstruct the original response y.

We formally define our MDP as:

M = (S,A, T , R, γ, ρ0) , (6)

where:
• S: The state si at timestep i is the current prompt x and the set of previous semantic steps
a0...i−1.

• A: The action ai is the next semantic step in the reasoning chain.

• T : The transition dynamics function is concatenation: P (s′|s, a) = concat(s, a).

• R: The reward r = R(s, a), evaluates the quality or relevance of the current semantic step.

• γ: The discount factor.

• ρ0: The initial state distribution, representing the distribution of initial prompts xi.

3 BACKTRACKING FOR SEQUENTIAL IMPROVEMENT

To motivate our backtracking approach, we first consider a didactic problem where an LLM has the
goal of generating a repeating sequence of digits from 0 to 9. The task involves producing a correct
sequence over N = 1500 tokens, evaluated by exact match. This setup is depicted in Figure 3.
Suppose a base model performs well overall but consistently struggles with generating the digit 6
when t ≡ 6 mod 10, outputting 6 only 5% of the time and incorrectly outputting 1 otherwise. The
base policy is defined as:

πbase(at | st) =


Pr(at = 6) = 0.05, if t ≡ 6 mod 10,

Pr(at = 1) = 0.95, if t ≡ 6 mod 10,

Pr(at = d ̸= 6) = 1, if t ≡ d mod 10.

With over 150 opportunities to generate the digit 6, this model outputs it correctly only ≈ 8 times,
leading to 142 errors that compound across the sequence.

Mod 10 Didactic Task
State

(context) 01234567890123

Action
(single token) 4

Reward
(Outcome)

Gen: 01234567890123..51789
Targ: 01234567890123..56789

0

Horizon
(N) 1500

Figure 3: Didactic Task: Mod 10 sequence genera-
tion. The state is the context or the set of characters
generated so far. The action is a single character that
is generated. The horizon of generation is 1500 char-
acters. The reward is provided at the outcome level,
whether the sequence matches the target sequence.

Linear Search is not enough: Linear search
algorithms like Best-of-N struggle in this sce-
nario, and would need to generate E[N ] =
20150 tokens, which is computationally infeasi-
ble. For these types of uncorrelated errors, the
expected number of tokens required to produce
a fully correct sequence increases exponentially
with the number of errors. In contrast, non-
linear search algorithms, such as backtracking,
can use compute resources more efficiently. By
allowing the model to retry from before an er-
roneous state, it can iteratively correct mistakes
without regenerating correct parts of the se-
quence. For example, if an oracle identifies the
error location in a solution, backtracking to it
and applying Best-of-N from there can fix a sin-
gle mistake with E[N ] = 20. Repeating this
process across 150 errors yields an expected
sample complexity of E[N ] = 20× 150, which
is linear in the number of errors. This high-
lights the need for non-linear search methods
like backtracking, which avoid wasted compu-
tation. We will now devise a framework for effective backtracking.
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3.1 BACKTRACKING FRAMEWORK FOR SOLUTION REVISION

In this work, we develop an effective framework for non-linear search via backtracking. Doing so
requires answering the following key questions: (1) How can we identify problematic parts of a
solution and revise them? (2) Can we leverage the history of sequential revisions to better guide
search and identify problematic parts of a solution? (3) What are practical considerations to max-
imize efficacy and robustness of such a backtracking framework? In the following discussion, we
answer each of these questions.

Localizing incorrect steps with PRMs. The first key component of the framework is identifying
where in the solution a mistake appears. One natural choice for this is the advantage function,
Aπ(s, a), which measures the difference in the expected success of a particular action at a particular
state (i.e., step of a reasoning chain) compared to a baseline V π(s), or the expected success of
actions queried from a proposal distribution or base policy. More formally, this is defined as:

Aπ(s, a) = Qπ(s, a)− V π(s) (7)

Intuitively, here the baseline can be viewed as a form of calibration/normalization, where the ad-
vantage function not only considers the expected success rate (PRM, Qπ(s, a)) but the success rate
relative to the performance of the proposal distribution or policy.

When the advantage function is low for a step, this means that this step is largely reducing the
probability of arriving at the right answer. Therefore, backtracking and resampling may be desirable
as a better step can be obtained from the proposal distribution. This motivates using the minimum
advantage step within a trajectory τ to revise from:

irevise = min
i

A(si, ai), i ∈ {1, . . . ,H} (8)

where H is the horizon of a trajectory τ .

Modeling two different functions, Qπ(s, a) and V π(s) is undesirable due to computational ineffi-
ciencies in training and querying both functions. One thing we can leverage is that the dynamics of
the underlying MDP (as seen in Section 2) is deterministic. Thus, we can choose to model only a
Q-value function (PRM), Qπ(s, a) and use it to compute V π(s). This can be done by querying the
function at the previous state, computing the advantage as the value difference between subsequent
steps within the trajectory.

Aπ(s′, a′) = Qπ(s′, a′)−Qπ(s, a), where s′ = concat(a, s),
irevise = min

i
Qπ(si, ai)−Qπ(si−1, ai−1) (9)

This reformulation allows us to additionally view the advantage as a measure of progress, or how
much an action contributes to the success of a trajectory.

Completing revisions and stopping criterion. Once the problematic step irevise has been identi-
fied, we can re-sample the entire suffix of the solution, conditioned on the partial solution before
the minimum advantage step with a linear search algorithm such as Best-Of-N sampling or Beam
Search. The value function evaluated at the final step serves the role of an outcome-level reward sig-
nal. Therefore, we can use the value-function for this search procedure that seeks to generate the full
revised solution. Additionally, we can do this process for multiple rounds, allowing for subsequent
revisions from the previously modified reasoning chain(s). We perform this backtracking process a
maximum of M times, ensuring that the revision process does not continue indefinitely and we can
control the sample budget.

3.2 IN-CONTEXT VALUE VERIFIERS

So far, we built a simple algorithm to identify problematic steps in a reasoning chain and find al-
ternative completions. While effective, this approach is fairly naı̈ve by itself: most of the efficiency
gains so far come only from prefix sharing. This means that if the base model were prone to repeat-
edly making the same underlying mistake, but it does so in several diverse natural language phrases,
our approach may not be the most effective at improving token efficiency. One way to address this
problem is ensure that the value function used for scoring completions is made aware of the mistakes
made by the LLM in previous search attempts. To do so, in this section, we will extend verifiers to
include some notion of “state” of the search process. This can be done by conditioning the verifier
on a linearization of the entire search procedure so far, which we denote as in-context verifiers.
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Formally, sequential revisions for test-time inference can be viewed as a multi-step and multi-turn
Markov Decision Process (MDP). We define a multi-turn revision trajectory τ as τ = {s, a, r, t}H0
of a bounded horizon H , where each of the N revisions has a sub-horizon (i.e., token lengths)
H1, H2, · · ·HN . These revision trajectories are constructed from several individual reasoning chains
consisting of a prompt x and response y. Here, the response is broken into several semantic steps
a1, a2, · · · at, which when concatenated form the original response y.

Given a dataset of revision traces, we can formally we define a modified MDPMmultiturn from our
Multi-Step, Single-Turn MDPM (Defined in Section 2) as:

Mmultiturn = (Smultiturn,A, T , R, γ, ρ0) , (10)

where the state si ∈ Smultiturn at step i in revision turn k consists of the current prompt x, the
sequence of current turn reasoning steps a(k)0...i−1, and previous turns’ reasoning steps a(1...k−1)

0...H , and
the turnwise context c0...k−1.

Figure 4: Learnt PRM Values: Here we plot the value
based PRM for successful and unsuccessful trajectories.
For successful trajectories (left), we see monotonically
increasing values that match the target Monte-Carlo Re-
turn. For negative trajectories (right), we see the value
increase and then decrease after a mistake is made, al-
lowing us to identify, where to revise from.

Training in-context verifiers. Given the MDP
Mmultiturn, we can define familiar reinforcement
learning objects such as a policy π(a|s) and a
value function Qπ(s, a). These objects can be
designed to interact at both a stepwise and turn-
wise level, enabling a comprehensive supervi-
sion process that leverages the history of past
revisions and turnwise feedback, to be adaptive
to prior attempts.

In particular, the value function Q(s, a) can
be conditioned on both the current reasoning
chain and the steps from prior revisions. Let
{y1, y2, . . . , yk−1} represent the set of past k−
1 revisions, where each revision yj has its own
sequence of steps {a(j)1 , a

(j)
2 , . . . , a

(j)
Hj
}. The value function at any step i within the k-th revision can

then be expressed as Q(snew, a), where snew is defined as:

snew = (x, a
(1)
1 , a

(1)
2 , . . . , a

(1)
H1

, . . . , a
(k)
i , c0...k−1, k) (11)

Here the turnwise context c0...k−1 are additional tokens in the form: ”Is the turn correct? [yes/no]”.
This allows the model to understand whether the steps taken in prior revisions were correct or incor-
rect, providing the value function the outcome of its previous attempts in context.

We can model the cumulative Monte-Carlo return-to-go estimate over all future revisions (given a
fixed horizon of revisions), accounting for the potential improvement or deterioration of the solution
as further revisions are made. The cumulative returnRt for step t in the k-th revision is:

Rt =

Hk∑
i=t

R(si, ai) +

N∑
j=k+1

Hj∑
o=1

R(so, ao) (12)

where Hk is the subhorizon of the current revision, N is the total number of revisions, and so, ao
denotes the states and actions in future revisions. This cumulative return models the expected fu-
ture rewards from both the current revision and subsequent revisions, allowing the policy to make
decisions that optimize long-term performance across all revision stages.

Intuitively, leveraging the context of prior revisions enables the model to implement effective strate-
gies such as becoming more confident about a certain mistake, allowing for error correction in
subsequent attempts, or more confident about previously successful steps, allowing for further pos-
itive reinforcement. In contrast, the single-turn value function would potentially lead to the same
deterministic set of failure actions over revision turns as the value function is unable to adapt to pre-
vious attempts that the policy has tried. This allows the algorithm to be adaptive to new problems,
where multiple attempts may be needed to solve a task successfully. Let’s now consider additional
practical considerations for instantiating such a backtracking framework.
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3.3 PRACTICAL CONSIDERATIONS FOR BACKTRACKING

Below, we will lay out two practical considerations: (1) tempering distribution with a balanced
verifier trained on on-policy samples, and (2) Advantage smoothing for effective backtrack step
selection.

Figure 5: Outcome Accuracy of PRM. We evaluate
the outcome accuracy of different variants of the pro-
cess supervision models. Here, both on-policy sam-
pling and label-balancing leads to higher accuracies
for successful and failure trajectories.

Tempering Distribution Shift of PRMs with
On-Policy Sampling and Label Balancing. A
primary challenge in maintaining the robust-
ness of the value function is the distribution of
responses it is trained on. Typically, the PRM
is initialized using an offline dataset, such as
PRM800K, but a significant distribution shift
often occurs between the policy’s responses
during inference and the data used for the ini-
tial value function training. This shift can lead
to the value function inaccurately assessing the
quality of the base policy’s step proposals, re-
sulting in sub-optimal outcomes.

To counteract this distribution shift, both the
PRM and in-context value verifier are fine-
tuned with on-policy samples, following Snell
et al. (2024) and Luo et al. (2024), allowing the PRM to better identify specific types of errors made
by the proposal model during inference.

Another source of distribution shift is that the set of traces encountered with backtracking at test
time are primarily unsuccessful as successful traces are no longer revised as the success threshold
would be met. Thus, we introduce a label-balancing mechanism during the fine-tuning of the PRM
and in-context value verifier to bring the label distribution closer to what is seen during inference
with backtracking. Specifically, let D = Dpositive ∪ Dnegative be a dataset where Dpositive and Dnegative
represent successful and unsuccessful trajectories respectively, and both sets are balanced such that
|Dpositive| = |Dnegative|.
Advantage smoothing for effective backtrack step selection. Depending on the model’s capacity
and expressivity, value predictions can be incorrect or even ambiguous, leading to the predictions
not satisfying basic constraints such as positive monotonicity of values for a trajectory that reaches a
desired goal. Therefore, approaches such as temporal smoothing Lee et al. (2024) are used in model-
based RL to stabilize reward prediction. For backtracking, similar estimation errors in computing
the advantage function can lead to suboptimal revision step selections. Thus, we introduce a strategy
to smooth the value function during the selection process, which we denote as minimum advantage
with tie margin, where the revision step with the smallest advantage value is selected, but a margin
of tolerance is allowed.

Formally, let A(i) = A(si, ai) denote the advantage for step i in a trajectory τ = {(si, ai)}H0 , and
ω denote the tie margin. We identify the minimum advantage value Amin = mini A(i), and then
select the first step ismooth satisfying:

ismooth = min
j
{j : |Amin −A(j)| ≤ ω} (13)

This relaxation allows for a more conservative step to be selected for backtracking, reducing like-
lihood of unrecoverable states, which can significantly hinder the success of the solution chain of
thought. In particular, if the revision point precedes where an unrecoverable error is introduced, the
revision process can more likely correct the trajectory.

We provide an algorithmic representation for our backtracking framework for multiple turns of se-
quential revision, given a fixed test-time budget in Algorithm 1.

4 EXPERIMENTAL EVALUATION

To evaluate how backtracking would perform on reasoning problems, we consider mathematical
reasoning problems from the Hendrycks MATH dataset (Hendrycks et al., 2021) and competitive
programming problems from CodeContests (Li et al., 2022). These datasets span a broad level of
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Figure 6: Backtracking allows for better test time sample efficiency, measured by generated tokens vs
accuracy. Here we allow for up to 4 revisions using the Oracle PRM (math [left], code [middle]) and 8
revisions with the learnt PRM (right). We compare with two baselines: Best-of-N and revising from a random
step to show the efficacy of localizing errors with the PRM. The choice of suffix generation after a step to revise
from is identified is Best-of-N sampling with N=4 for the oracle PRM and N=16 for the learnt PRM.

mathematical and coding topics ranging from high school to university level. We use the Llama
3.1 8B Instruct Model (Dubey et al., 2024) for MATH and Yi Coder 9B Chat (AI et al., 2025) for
CodeContests. For verification labels and evaluation, we using scoring from Lightman et al. (2023)
and Brown et al. (2024). To validate the backtracking framework, we explore three key experimental
questions.

Figure 7: Outcome and Process Metrics for Value
Functions: We plot the aggregate (left) outcome accu-
racy and (right) process-wise MSE from ground truth
monte-carlo return-to-go estimate. For both metrics, we
find that parameterizing the PRM in the Multi-Turn for-
mulation leads to better performance.

1. Can backtracking more efficiently lever-
age test-time compute than linear search al-
gorithms? Our main results can be found in
Figure 6. To measure compute vs performance,
we compare the number of generated tokens vs
accuracy (coverage). We consider two settings:

(a) Oracle PRM – In this setting, we use
an oracle PRM as our verifier. We
compare our advantage-based back-
tracking algorithm with two baselines,
one which backtracks to the first step
(i.e., linear search), and one which
backtracks to a random step.

(b) Learnt PRM – For our second setting,
we learn two PRMs or value function, one single-turn and other multi-turn (in-context)
which conditions on prior-revisions in history. We use the learnt PRM for backtracking
and the baselines.

Figure 8: Evolution of Values over Backtracking It-
erations in a Reasoning Problem: We plot the evolu-
tion of (left) value (PRM) and (right) advantages for
steps in a reasoning problem. In revision iterations dur-
ing backtracking, the value of the trajectory is able to
be successfully optimized to be monotonically increas-
ing over steps. The advantage can successfully identify
a problematic step midway in the trajectory, leading to
successful revisions.

For the oracle PRM, we find that backtrack-
ing leads to a ≈ 15% improvement over linear
search (backtracking from the first step). We
also observe significant performance gain over
the random step baseline, demonstrating the ne-
cessity of accurate error localization. We see
similar trends with the learned value functions,
comparing a single-turn value function, multi-
turn (in-context) value function, and baselines
of revising from the first and random steps.

2. How effective are the learnt PRMs at lo-
calizing errors for backtracking? To further
supplement our findings, we verify in Figure
7 that the learnt PRM indeed scores reasoning
steps correctly. We consider two metrics: (1)
outcome accuracy of the PRM, allowing us to
determine if the PRM can correctly identify if a
reasoning chain is incorrect/correct, and (2) step-wise Mean Squared Error (MSE) from the ground
truth monte-carlo return-to-go estimate, to evaluate how the PRM performs on intermediate rea-
soning steps on held-out queries and steps. We additionally use this metric to compare different
parameterizations of our value function such as the turn-independent PRM and turn-dependent in-
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Solution with Mistake


# Question


Two bicycle racers cross the starting line on a circular track at 12:15 PM. One cyclist 
takes $12$ minutes per lap, while the other completes a lap every $16$ minutes. 
Assuming their speeds remain constant, what is the next time they cross the starting 
line together?  Your answer should be in the form $h:m_1m_2,$ like 3:45.


# Solution


[STEP] 0. I need to find the time it takes for both cyclists to complete a whole number of 
laps, since that would mean they cross the starting line together. [/STEP]


[STEP] 1. I can use the least common multiple (LCM) of $12$ and $16$ to find that time. 
[/STEP]


[STEP] 2. The LCM of $12$ and $16$ is $48,$ since that is the smallest positive number 
that both $12$ and $16$ divide into evenly. [/STEP]


[STEP] 3. This means that every $48$ minutes, both cyclists complete a whole number 
of laps and cross the starting line together. [/STEP]


[STEP] 4. To find the next time they do this, I need to add $48$ minutes to the current 
time of $12:15$ PM. [/STEP]


[STEP] 5. I can add the minutes by keeping the hours the same and adding $6$ to the 
minutes, since $15 + 33 = 48.$ [/STEP]


[STEP] 6. This gives me $12:51$ PM as the next time they cross the starting line 
together. [/STEP]


[STEP] # Answer


12:51 [/STEP]


Backtracking


# Question


Two bicycle racers cross the starting line on a circular track at 12:15 PM. One cyclist 
takes $12$ minutes per lap, while the other completes a lap every $16$ minutes. 
Assuming their speeds remain constant, what is the next time they cross the starting 
line together?  Your answer should be in the form $h:m_1m_2,$ like 3:45.


# Solution


[STEP] 0. I need to find the time it takes for both cyclists to complete a whole number of 
laps, since that would mean they cross the starting line together. [/STEP]


[STEP] 1. I can use the least common multiple (LCM) of $12$ and $16$ to find that time. 
[/STEP]


[STEP] 2. The LCM of $12$ and $16$ is $48,$ since that is the smallest positive number 
that both $12$ and $16$ divide into evenly. [/STEP]


[STEP] 3. This means that every $48$ minutes, both cyclists complete a whole number 
of laps and cross the starting line together. [/STEP]


[STEP] 4. To find the next time they do this, I need to add $48$ minutes to the current 
time of $12:15$ PM. [/STEP]


[STEP] 5. Adding $48$ minutes to $12:15$ PM gives me $1:03$ PM. [/STEP]


[STEP] 6. Therefore, the next time they cross the starting line together is $1:03$ PM. [/
STEP]


[STEP] # Answer


1:03 [/STEP]<|eot_id|>


Error  
Localization 
with PRM

Correct  
Revision

Figure 9: Qualitative Example of Revision: In the example revision, the PRM is able to localize where an
error is made in the incorrect solution and correct a modular arithmetic mistake.

context value verifier. As seen in Figure 7, the absolute performance of the PRM is high for both
variants with a high outcome accuracy and low step-wise MSE. Additionally, the in-context, multi-
turn PRM can lead to both better outcome accuracy and step-wise MSE. These metrics show the
efficacy of the learnt PRM at both an outcome and process level, enabling to use the PRM for both
identifying if an error occurred in a reasoning chain and where it did.

Furthermore, we qualitatively examine how the behavior of the PRM (value function) evolves over
reasoning steps as seen in Figure 4. For correct solutions, the value function should predict mono-
tonically increasing values, while for incorrect solutions, a drop in the value occurs after a mistake
has been made.

3. Do sequential revisions through backtracking exhibit desired behaviors? We conduct a
qualitative analysis of the revision trajectories generated by our backtracking framework. We present
a visualization of the revision trajectories in Figure 9, highlighting in an example reasoning problem
in the MATH dataset, an error in modular arithmetic that was correctly identified by the PRM.

We also provide visualizations of the evolution of the learnt value function and corresponding ad-
vantage over sequential revisions in Figure 8. The advantage is a useful criterion to identify where a
mistake has been made in the trajectory, where resampling just a single revision leads to a successful
outcome. Additionally, backtracking enables effective ”optimization” over the learnt values, where
future revisions have a larger value over reasoning steps than previous revisions.

5 RELATED WORK

Learning and leveraging process-level supervision for LLMs The idea of using process-level
supervision was popularized in Uesato et al. (2022) and more recently in Lightman et al. (2023).
Both of these works show the promise of using PRMs for MATH. Building upon this idea, papers
such as Math-Shepherd (Wang et al., 2023), MiPS (Wang et al., 2024), and OmegaPRM (Luo et al.,
2024) present more efficient automated ways to gather data for process-level rewards.

Parallel sampling in test-time inference Test-time inference with search has been extensively stud-
ied in works such as Feng et al. (2024); Yao et al. (2023); Hao et al. (2023). One key part of this
equation is the way samples are selected (Welleck et al., 2024). A common paradigm involves gen-
erating multiple trajectories in parallel, then employing some type of model or function to merge
these trajectories. In particular, during test-time inference, the integration of a reward model with
a proposal distribution (LLM) can be employed to refine the output responses to a given prompt.
For instance, search algorithms such as best-of-N (Charniak & Johnson, 2005) and beam search
have been explored in works such as Snell et al. (2024), which leverage reward models to select
the most promising candidate samples in reasoning tasks. Another notable family of techniques
include self-consistency (Wang et al., 2023) and weighted majority voting (Uesato et al., 2022). In
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self-consistency, the model selects the responses generated with highest frequency across multiple
samples. This can be used jointly with our approach, being verifier agnostic.

Iterative revisions in test-time inference An alternative paradigm to parallel sampling in test-
time inference is iterative revisions of reasoning steps. Prior work such as RISE (Qu et al., 2024),
SCoRe (Kumar et al., 2024) and Self-Refine (Madaan et al., 2023) parameterize a proposal distribu-
tion that can correct mistakes in an incorrect solution. This approach is complementary as our fixed
proposal distribution can be substituted with the modified learned distribution from these works.

6 DISCUSSION, CONCLUSION, AND LIMITATIONS

In this work, we present a framework for sequential response improvement for reasoning problems
with PRM-based backtracking. Backtracking allows the model to localize where an error has been
made in the response and make targeted revisions to resolve mistakes in a reasoning chain efficiently.
We additionally introduce in-context verifiers to allow the verifier to adapt its predictions throughout
the search process conditioned on prior attempts at a solution, increasing confidence about a mistake
it has made in the past and reinforcing behavior that has led to success. Evaluating this framework
with oracle and learned verifiers in the MATH domain, we achieve a ≈ 15% improvement in test-
time compute efficiency compared to linear search algorithms.

There are many open questions and limitations. While we used a fixed proposal distribution for
the responses, methods like RISE (Qu et al., 2024) use self-improvement to steer the distribution.
Could this be combined to enhance sequential corrections? Additionally, our analysis focused on
training a verifier on a single reasoning domain. Can we develop a general verifier applicable across
domains such as legal reasoning and robotic planning? How does scaling to multiple domains af-
fect performance, especially in areas where stepwise reasoning is less clearly defined, like creative
writing?

7 IMPACT AND REPRODUCABILITY STATEMENT

This paper presents work whose goal is to advance the field of Machine Learning. There are many
potential societal consequences of our work, none which we feel must be specifically highlighted
here. For reproducibility, we provide the following details so readers can replicate the results found
in our paper. Firstly, we provide algorithm pseudocode as seen in Algorithm 1, giving the reader
transparency in how to replicate the backtracking framework. Additionally, we provide details on
how the dataset is curated such as the prompt template as seen in Appendix A.2 and Hyperparameter
Details in Appendix A.5. Finally, we provide evaluation details in both the main text in Section 4
and Appendix A.6.
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Azalia Mirhoseini. Large language monkeys: Scaling inference compute with repeated sampling,
2024. URL https://arxiv.org/abs/2407.21787.

Eugene Charniak and Mark Johnson. Coarse-to-fine n-best parsing and maxent discriminative
reranking. In Proceedings of the 43rd Annual Meeting on Association for Computational Lin-
guistics, ACL ’05, pp. 173–180, USA, 2005. Association for Computational Linguistics. doi:
10.3115/1219840.1219862. URL https://doi.org/10.3115/1219840.1219862.

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian, Mark Chen, Heewoo Jun, Lukasz Kaiser,
Matthias Plappert, Jerry Tworek, Jacob Hilton, Reiichiro Nakano, Christopher Hesse, and John
Schulman. Training verifiers to solve math word problems, 2021. URL https://arxiv.
org/abs/2110.14168.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle, Aiesha
Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, Anirudh Goyal, Anthony
Hartshorn, Aobo Yang, Archi Mitra, Archie Sravankumar, Artem Korenev, Arthur Hinsvark,
Arun Rao, Aston Zhang, Aurelien Rodriguez, Austen Gregerson, Ava Spataru, Baptiste Roziere,
Bethany Biron, Binh Tang, Bobbie Chern, Charlotte Caucheteux, Chaya Nayak, Chloe Bi, Chris
Marra, Chris McConnell, Christian Keller, Christophe Touret, Chunyang Wu, Corinne Wong,
Cristian Canton Ferrer, Cyrus Nikolaidis, Damien Allonsius, Daniel Song, Danielle Pintz, Danny
Livshits, David Esiobu, Dhruv Choudhary, Dhruv Mahajan, Diego Garcia-Olano, Diego Perino,
Dieuwke Hupkes, Egor Lakomkin, Ehab AlBadawy, Elina Lobanova, Emily Dinan, Eric Michael
Smith, Filip Radenovic, Frank Zhang, Gabriel Synnaeve, Gabrielle Lee, Georgia Lewis Ander-
son, Graeme Nail, Gregoire Mialon, Guan Pang, Guillem Cucurell, Hailey Nguyen, Hannah
Korevaar, Hu Xu, Hugo Touvron, Iliyan Zarov, Imanol Arrieta Ibarra, Isabel Kloumann, Ishan
Misra, Ivan Evtimov, Jade Copet, Jaewon Lee, Jan Geffert, Jana Vranes, Jason Park, Jay Ma-
hadeokar, Jeet Shah, Jelmer van der Linde, Jennifer Billock, Jenny Hong, Jenya Lee, Jeremy
Fu, Jianfeng Chi, Jianyu Huang, Jiawen Liu, Jie Wang, Jiecao Yu, Joanna Bitton, Joe Spisak,
Jongsoo Park, Joseph Rocca, Joshua Johnstun, Joshua Saxe, Junteng Jia, Kalyan Vasuden Al-
wala, Kartikeya Upasani, Kate Plawiak, Ke Li, Kenneth Heafield, Kevin Stone, Khalid El-Arini,
Krithika Iyer, Kshitiz Malik, Kuenley Chiu, Kunal Bhalla, Lauren Rantala-Yeary, Laurens van der
Maaten, Lawrence Chen, Liang Tan, Liz Jenkins, Louis Martin, Lovish Madaan, Lubo Malo,
Lukas Blecher, Lukas Landzaat, Luke de Oliveira, Madeline Muzzi, Mahesh Pasupuleti, Man-
nat Singh, Manohar Paluri, Marcin Kardas, Mathew Oldham, Mathieu Rita, Maya Pavlova,
Melanie Kambadur, Mike Lewis, Min Si, Mitesh Kumar Singh, Mona Hassan, Naman Goyal,
Narjes Torabi, Nikolay Bashlykov, Nikolay Bogoychev, Niladri Chatterji, Olivier Duchenne, Onur
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A APPENDIX

A.1 ALGORITHM

Algorithm 1 Iterative Backtracking and Solution Revision
Require: Initial solution trajectory τ = {s1, s2, . . . , sN}, Maximum iterations M , Advantage

threshold ω, Success threshold pdes
Ensure: Revised solution trajectory τ ′

1: m← 0
2: τbest ← τ
3: Compute the initial advantage function A(si, ai) for each step i in τ
4: while m < M do
5: irevise ← argmini A(si, ai)
6: Compute ismooth via: ismooth = argminj{j : |A(sirevise , airevise)−A(sj , aj)| ≤ ω}
7: Resample the suffix of the trajectory starting from step T ← ismooth − 1
8: Update the trajectory:

τ ′ ← {s1, . . . , sT−1, s
′
T , . . . , s

′
N}

9: Use a linear search algorithm (e.g., Best-Of-N , Beam-Search) as a subroutine, conditioning
on the prefix up to step T − 1

10: if Improved solution found then
11: τbest ← τ ′

12: end if
13: Let (sN , aN ) be the last state and action in τbest
14: if Q(sN , aN ) ≥ pdes then
15: break {Stop if success threshold met.}
16: end if
17: m← m+ 1
18: end while
19: return τbest

A.2 DATASET CURATION

We provide additional details in the training datasets used to train the base policy πbase and PRM.

A.2.1 PROMPT TEMPLATE FOR MATH

We use the prompt template in Figure 10 in the training of our PRM and base policy πbase (proposal
distribution). We add four additional tokens ’[STEP]’, ’[/STEP]’, ’[TURN]’, ’[/TURN]’ to the vo-
cabulary of our tokenizer that corresponds to the beginning and end of a step or the beginning and
end of a revision.

A.3 OFFLINE DATASETS

For the base policy πbase and the offline verifier, we utilize the dataloaders from Sun et al. (2024),
which study the PRM800K (Lightman et al., 2023) dataset. Here we use all levels of math problems
(1-5) for both our policy and PRM datasets. We construct a Monte Carlo Estimate using the ground
truth outcome supervision provided in PRM800K (from Stage 1 + 2).

A.4 ON-POLICY DATASET COLLECTION

The on-policy dataset was collected using the following approach. For each question, four rollouts
were generated with the base policy πbase (proposal distribution). These rollouts were then decom-
posed into partial completions, and 20% of these partial completions were further completed using
the current policy and evaluated based on the ground truth reward. In the multiturn setup, each
question underwent up to a fixed number of revisions, ranging from 0 to 4. To construct multiturn
trajectories, with K revisions and N responses per revision, N perm K potential revision trajecto-
ries were considered. Given the large number of possible trajectories, the process was simplified
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Figure 10: Prompt Template for MATH: The prompt template above is used for the MATH dataset. Each
step and revision turn are surrounded by special start and end tokens.

by subsampling J = 100 trajectories from the set of
(
N
K

)
combinations to avoid redundancy and

manage computational complexity.

A.5 HYPERPARAMETERS FOR VALUE FUNCTION TRAINING + POLICY LEARNING

The base policy πbase is initialized with SFT using the following hyperparameters:

Name Values

Learning Rate (lr) 1× 10−6, 1× 10−7

Schedule Cosine

Warmup Ratio 10%

Model LLama 3.1 8B Instruct (Dubey et al.,
2024), Yi 9B Coder Chat (AI et al., 2025)

Table 1: Hyperparameters used for SFT

The PRM Qπ(s, a) is initialized with Monte-Carlo Regression using the following hyperparameters:

A.6 ADDITIONAL EVALUATION DETAILS

We leverage 100 validation queries from the Hendryks Math (Hendrycks et al., 2021) and failure
on-policy reasoning chains to construct the dataset for the Performance-Efficiency tradeoff analysis
and the evaluation of the learnt PRMs. We ensure that each of the validation queries is unique. You
may include other additional sections here.
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Name Values

Learning Rate (lr) 1× 10−5, 1× 10−6

Schedule Cosine

Warmup Ratio 10%

PRM Type Single-Turn, Multi-Turn

Model LLama 3.1 8B Instruct (Dubey et al.,
2024), Yi 9B Coder Chat (AI et al., 2025)

Discount γ 0.8, 0.9, 1.0

Table 2: Hyperparameters used for PRM Training
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