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ABSTRACT

Time series foundation models (TSFMs) are increasingly being adopted as highly-
capable general-purpose time series representation learners. Although their training
corpora are vast, they exclude astronomical time series data. Observations of stars
produce peta-scale time series with unique challenges including irregular sampling
and heteroskedasticity. We introduce St arEmbed, the first public benchmark for
rigorous and standardized evaluation of state-of-the-art TSFMs on stellar time se-
ries observations (“light curves”). We benchmark on three scientifically-motivated
downstream tasks: unsupervised clustering, supervised classification, and out-of-
distribution source detection. StarEmbed integrates a catalog of expert-vetted
labels with multi-variate light curves from the Zwicky Transient Facility, yielding
~40k hand-labeled light curves spread across seven astrophysical classes. We eval-
uate the zero-shot representation capabilities of three TSFMs (Moirai, Chronos,
Chronos—-Bolt) and a domain-specific transformer (Ast romer) against hand-
crafted feature extraction, the long-standing baseline in the astrophysics literature.
Our results demonstrate that these TSFMs, especially the Chronos models, which
are trained on data completely unlike the astronomical observations, can outperform
established astrophysics-specific baselines in some tasks and effectively generalize
to entirely new data. In particular, TSFMs deliver state-of-the-art performance on
our out-of-distribution source detection benchmark. With the first benchmark of
TSFMs on astronomical time series data, we test the limits of their generalization
and motivate a paradigm shift in time-domain astronomy from using task-specific,
fully supervised pipelines toward adopting generic foundation model representa-
tions for the analysis of peta-scale datasets from forthcoming observatories.

1 INTRODUCTION

The adoption of time-series foundation models (TSFMs), with pretraining corpora that span com-
merce, finance, electricity, and traffic data, is proliferating due to their highly capable, general-purpose
representation learning of time-variable signals (Zhou et al.,2021ajNie et al., [2022; |[Yang et al.| 2024}
'Woo et al.,[2024)). TSFMs are not trained on astronomical observations, however, and this omission
is consequential because astronomical time series (“light curves”) present regimes that are rare in
standard benchmarks: multiple variates, irregular time sampling, missing data, and heteroscedasticity
(Figure[T). More specifically, there are frequent gaps of variable intervals in the observations (see Fig-
ure[I), and the presence of clouds, which change day-to-day and hour-by-hour, yields heteroskedastic
uncertainties for the individual observations. At the same time, modern surveys such as the Zwicky
Transient Facility (ZTF; Bellm et al., 2019) and the forthcoming Vera C. Rubin Observatory (Ivezi¢
et al.;|2019) generate peta-scale volumes of multi-band light curves, creating both a pressing need
and a unique opportunity to evaluate TSFM generalization on real scientific data.

Stars that exhibit brightness variations over regular, periodic intervals (periodic variable stars) are
astrophysically valuable as they are unique probes of stellar interiors and evolution, galactic structure,
and can be used to measure the distance to nearby galaxies (e.g.,[Feast and Walker}|1987; |Clementini
et al.| [2003; (Genovali et al.| |2014; |Catelan and Smith| 2015} Ripepi et al.,|2017). Dozens of types of
periodic variable stars exist, and modern astronomical surveys, like ZTF, have produced an avalanche
of light curves (~10? stars each with ~103 observations over 7 yr from ZTF alone). These light
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curves are multi-variate because observations are conducted with a filter (or “passband") placed along
the focal path of the telescope, limiting the image to only light from a specific wavelength range. Thus,
light curves contain both brightness and “color" information (i.e., the relative brightnesses across
passbands), enabling inference of physical properties of the source. The abundance of astronomical
time series data will dramatically accelerate as the recently-commissioned Vera C. Rubin Observatory
(Lvezié et al.L [2019) will discover >108 variable stars while monitoring >10'C stars over the course
of a decade. Despite this abundance of astronomical light curves, there is no standardized benchmark
for assessing time-series embeddings in this domain. The absence of common datasets, class sets, and
train-test splits has hindered fair, reproducible comparisons and obscured whether domain-specific
pipelines outperform generic representations from foundation models (cf., Pan et al.,[2024).

We introduce StarEmbed, the first public benchmark for rigorous, standardized evaluation of state-
of-the-art (SOTA) TSFMs on astronomical observations. St arEmbed integrates expert-vetted labels
with multi-band ZTF light curves, yielding ~40k expert-labeled stars across seven astrophysical
classes with fixed train/validation/test splits. To capture the scientific breadth of downstream use,
we evaluate three tasks central to time-domain astronomy: unsupervised clustering, supervised
classification, and out-of-distribution (OOD) source detection. Our study measures the zero-shot
representation quality of three SOTA TSFMs, Moirai, Chronos, and Chronos-Bolt, and a
domain-specific transformer (Astromer) against the long-standing top-performing baseline of
hand-crafted feature extraction that has been widely adopted in the astrophysics literature.

Despite being trained on data completely unlike astronomical light curves, TSFM embeddings,
particularly from the Chronos family, match or surpass established astrophysics-specific baselines
on some tasks and set a new SOTA on our OOD detection benchmark, indicating strong cross-domain
transfer and practical utility. These results suggest a possible paradigm shift in astronomy from
bespoke, fully supervised pipelines toward generic foundation representations plus lightweight heads
to enable petascale time-series analysis for forthcoming observatories.

The major contributions of our work are as follows.

¢ We introduce the first standardized benchmark of time-series foundation models (TSFMs)
on astrophysical light curves, revealing the limits and transferability of TSFMs on irregular,
heteroscedastic time series.

* We provide evidence for a practical paradigm shift in time-domain astronomy, from bespoke,
fully supervised pipelines to off-the-shelf foundation embeddings with lightweight heads,
enabling scalable analysis of forthcoming petascale surveys.

* We curate a benchmark dataset of ~40k expert-labeled ZTF multi-band light curves across
seven astrophysical classes, with fixed train/validation/test splits.

* We release embeddings, datasets, code, and detailed documentation to support fair compari-
son, reproducibility, and future extensions by the community.

The remainder of this paper describes related works and the models we benchmark (Section [2);
introduces the ZTF data set (Section [3)), provides our benchmark methodology (Section [)), and
presents the benchmark results (Section 3)) before discussing our concluding thoughts (Section [6)).

2 RELATED WORKS AND MODELS

Major recent investments in time-domain astronomy have generated incredibly large datasets that
naturally lend themselves to machine learning methods. The classification of periodic variable
stars has been a problem of significant interest for centuries, as these sources provide direct insight
into many facets of stellar astrophysics. As such, both pre- (e.g., [Debosscher et al., 2007) and
post-deep learning models (e.g., Moreno-Cartagena et al., 2025) have been applied to this problem.
We summarize the embedding models and the baseline below. We aim to assess the zero-shot
generalization capabilities of the pre-trained TSFMs, so we do not fine-tune them on our data.

2.1 SUPERVISED CLASSIFIERS

The first machine learning models to classify variable stars used manually engineered features
combined with classical models such as support vector machines (Debosscher et al.l[2007)) or gradient
boosted decision trees (Boone, [2019). [Richards et al.| (2011) achieved SOTA performance with
52 extracted features (including Fourier coefficients, variability amplitude, skewness, etc.) and a
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Figure 1: Example ZTF light curves illustrating unique characteristics of astronomical time series,
including multiple passbands, large observational gaps, and heteroskedastic uncertainties. Top panel:
Observed light curve of a periodic variable exhibiting typical characteristics of the observations. The
inset shows the full ~6.5 yr duration of ZTF observations. Lower panels: Phase-folded light curves
highlighting the differing periodic patterns in three different classes. Note that most stars have few ¢
passband observations so we exclude these data from our analysis (see text for further details).

random forest (RF) classifier. Feature extraction varies from study to study, though some have
attempted to standardize this step (Nun et al.l [2015] Malanchev et al.l 2021a)). Recent work has
introduced deep-learning methods to eliminate explicit feature engineering using a wide range of
architectures including recurrent neural networks (RNNs) (Muthukrishna et al., 2019; |Becker et al.}
20205 Shah et al.,[2025)) and transformers (Cabrera-Vives et al.,2024; Moreno-Cartagena et al., [2025).
These efforts, however, do not perform meaningfully better than the established hand-crafted feature
extraction baseline: accuracies of RNN models are -1 — 3% of hand-crafted features across multiple
variable star datasets (see, e.g.,|Naul et al.,[2018). As a result, we choose to use hand-crafted features
to establish our baseline performance.

Baseline Model: For this work, we first extract features using the FATS (Nun et al.l [2015) and
light_curve (Malanchev et al.,[2021a) software packages. Example features include: the best-fit
Lomb-Scargle (Lomb, |1976; Scargle, |1982)) period, the scatter, the skewness, the kurtosis, and other
metrics. In total, we define 69 features per passband, yielding a total embedding size of 138 for the
two-passband ZTF data (see Appendix [C|for a full feature list with explanations). We normalize each
feature to have zero mean and unit variance. While very effective, hand-crafted features rely heavily
on domain knowledge, can be brittle to data quality issues, and are expensive to compute.

2.2 ASTROPHYSICS EMBEDDING MODELS

With a high cost to obtain labels for astronomical sources, there has been a growing interest in using
semi-supervised approaches to learn general representations of the data to later perform downstream
tasks. Recent approaches include variational autoencoders (Villar et al.l 2020), sparse autoencoders
(Dillmann et al.| [2025), and contrastive learning (Zhang et al.l 2024), but they are typically limited to
a single class (e.g., supernovae). A few foundation models for astronomy attempt to produce useful
representations of light curves, such as FALCO (Zuo et al., [2025) and Ast romer (Donoso-Oliva
et al., 2023; |Donoso-Oliva et al., |2025). Unlike FALCO, Astromer—1 and Astromer—2 are
designed to apply to observations from any observatory (Donoso-Oliva et al.,|2023; [Donoso-Oliva
et al.;,2025), and thus, we adopt the Ast romer models as an astronomy-specific foundation model.

Astromer (Donoso-Oliva et al.;2023) is a transformer-based model to generate informative embed-
ded representations of light curves. Ast romer—1 was pre-trained using self-supervised learning on
1.5 million single-band light curves from the MACHO survey (Alcock et al., [ 2000). The model’s
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output is a fixed-length embedding, and, as recommended by the creators, we use the 256-dimensional
embedding from the final attention layer produced using the publicly released weights. Ast romer—1
was trained to reconstruct masked portions of the input sequence (i.e., masked time series model-
ing). Astromer—2 (Donoso-Oliva et al. |2025)) increases the number of model parameters from
0.66M to 5.4M and adopts an uncertainty-weighted loss function for pretraining. The Astromer
models represent the SOTA domain-specific model and serve as a prime candidate for testing whether
astronomy-specific pre-training yields discernible benefits relative to general TSFMs.

2.3 TIME SERIES FOUNDATION MODELS

TSFMs have been shown to consistently outperform the traditional one-dataset-per-model schema in
multiple fields, including finance, climate science, and commerce (e.g.,|Yue et al., 20225 Woo et al.|
2024; |Ansari et al., [2024)). Astronomy, despite having an enormous collection of light curves, has
yet to examine the potential of TSFMs, which may prove transformative in our ability to accomplish
multiple downstream tasks. Furthermore, large time-domain surveys provide a unique opportunity to
evaluate TSFMs with minimal risk of data leakage because astronomical light curves are not included
in any of the training corpora. This benchmark therefore provides a new test for how TSFMs transfer
to an unseen domain.

Moirai (Woo et al.,[2024) is designed to be a single foundation model that can forecast virtually
any time-series, regardless of sampling frequency, dimensionality, or distribution. It pairs a multi-
patch-size projection scheme (i.e., handling minute- to year-scale data), an any-variate attention
mechanism that scales to arbitrary numbers of variables, and a flexible mixture-distribution output
head for calibrated probabilistic forecasts. Trained on LOTSA (Woo et al.,|2024])), an open archive of
27 billion observations spanning nine domains, Moirai’s Small/Base/Large variants deliver SOTA
accuracy in both in-distribution and zero-shot settings, often outperforming models that are fully
fine-tuned for a particular dataset.

Chronos (Ansari et al.,[2024)) is another pre-trained time series model showing comparable or even
better results than Moirai. It treats forecasting as a language-modeling problem: Chronos scales
and quantizes real-valued time-series into a fixed vocabulary, then trains off-the-shelf Transformer
language models (T5-style models with 20M to 710M parameters) with an ordinary cross-entropy loss.
Augmented by TSMixup and Gaussian-process—generated synthetic data, Chronos is pre-trained
on a large collection of public datasets and evaluated on 42 benchmarks. The resulting models
deliver strong probabilistic forecasts—significantly ahead of classical and deep-learning baselines on
in-domain data and in zero-shot settings, showing that “language of time-series” tokenization alone is
enough to build a competitive universal forecaster.

2.4 RANDOM EMBEDDINGS AS A SANITY CHECK BASELINE

To establish a performance floor, we generated random vectors as a proxy for light curve embeddings.
The 256-length vectors are generated from a /[0, 1) distribution. The vectors carry no information
about the data, meaning this baseline allows confirmation that any alternative models with superior
performance capture useful information in the embeddings.

3 DATASET

The benchmark dataset includes multi-variate time-series observations of periodic variable stars.
The flux is presented in magnitudes (an astronomy specific unit), while the time is recorded as the
modified Julian date. The observations are from ZTF, which repeatedly scans all stars visible from
the Northern hemisphere every few days. ZTF observes in three different passbands, g, r, and zﬂ (see
Figure[I)) roughly corresponding to visible green, visible red, and (outside the visible) infrared light,
respectively (Dekany et al., 2020). We use observations from ZTF data release 23 (DR23) which
spans a duration of ~6.5 yr and contains billions of light curves.

While many labels for periodic variable stars exist within the literature, the vast majority of these
labels are derived from low-capacity machine learning models. A careful selection of light curves

"Most ZTF sources have very few or no observations in i band and we therefore exclude it from our analysis.
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Table 1: Number of periodic variable stars in our dataset across each class and in each split

Class | EW EA RRab RRc RRd RSCVn LPV
Train 18998 2889 1386 3233 298 942 255
Validation 2690 410 194 463 42 134 35
Test 5387 818 397 926 83 276 70

Total after cuts | 27075 4117 1977 4622 423 1352 360

is therefore warranted to prevent significant label noise within the benchmark. We thus avoid these
catalogs in establishing this benchmark.

For training, we instead adopt the Catalina Surveys Periodic Variable Star Catalog (CSPVS; Drake
et al.,2014a), a human-labeled catalog of periodic variables discovered by the Catalina Real-Time
Transient Survey (Drake et al.,[2009). We extract ZTF light curves for each CSPVS star. Stars that
lack a ZTF light curve are omitted; we also remove (i) observations flagged as “bad” in ZTF DR23;
(ii) light curves with < 32 total observations; (iii) light curves that lack both g and r observations;
and (iv) light curves from classes with fewer than 350 total examples. The resulting dataset contains
~40,000 ZTF light curves of expert-labeled periodic variable stars across seven classes. See Appendix
[D]for a detailed astrophysical description of each class.

Nature naturally produces an imbalance between the number of periodic variables in different
classes, which is further exacerbated by each class having a different detection efficiency (e.g.,
LPVs have large amplitude variations making them easy to identify). To ensure that each split
gets a representative number of examples from each class, we sample each class into the train,
validation, and test splits independently in a 7:1:2 ratio. Table [I] shows the counts of examples per
class in each split. We release our train-validation-test dataset splits and the generated embeddings
on an anonymous public dataset on HuggingFace (https://huggingface.co/datasets/
123anonymousl123/StarEmbed).

3.1 ZTF DATASET IN CONTEXT: RELEVANCE TO UPCOMING OBSERVATORIES

Variable star science has an expansive scope that extends beyond ZTF and periodic variables; the
StarEmbed benchmark is designed to allow for the addition of new datasets and metrics in future
expansions. This flexibility is crucial to the long-term health of this benchmark as numerous new
time-domain surveys, like LSST, will begin in the coming years. Each new survey has unique
observational capabilities and priorities that will affect the resulting embeddings and downstream
task performance. As the largest astronomical time-domain experiment to date, ZTF is an apt choice
for building a preparatory benchmark dataset that has already been used to explore emerging areas
like multi-modality (e.g., Duev and van der Walt, [2021}; |Carrasco-Davis et al.| 20215 |Gagliano et al.|
2023; Rehemtulla et al.| 2024) and transformers (e.g., /Allam et al., [2023} [Zhang et al.| [2024).

All current and future datasets associated with the St arEmbed benchmark are public or will be made
public. ZTF DR23 data can be accessed through the Caltech Infrared Processing and Analysis Centeﬂ
the CSPVS catalog is available via VizieRﬁ(Drake et al., [2014b); and our selection of ZTF light
curves for CSPVS stars will be available on Hugging Face. Our publicly available dataset includes
the necessary metadata and a permissive license for reuse. No personal or sensitive information is
present in these datasets (they consist of astronomical observations).

4 EVALUATION METHODOLOGY

We assess the quality of embeddings for (1) unsupervised clustering, (2) supervised classification,
and (3) out-of-distribution source detection using the embeddings as features. Together, these
give a comprehensive view of the intrinsic structure captured by the embeddings, their usefulness
for downstream tasks, and provide a unique generalization benchmark for TSFMs. Below we
detail the experimental settings including training procedures and metrics used to evaluate the
embeddings. We release our code to reproduce our benchmark experiments (https://tinyurl|
com/ jwew993p). To maintain consistency throughout the benchmark, we use identical embedding

https://irsa.ipac.caltech.edu/Missions/ztf.html
*https://cdsarc.cds.unistra.fr/viz-bin/cat/J/ApJS/213/9
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sizes across different models whenever possible (i.e., when there exists such a pre-trained version
of the model). Astromer—-1, Astromer-2, Chronos-Bolt-Tiny, Chronos—Tiny and the
Random Embeddings all have embedding size of 256. We adopt the smallest available pre-trained
Moirai model, Moirai-small, which uses an embedding size of 384.

4.1 UNSUPERVISED CLUSTERING

In this setting, we treat the embeddings of each model as points in a feature space and apply clustering
algorithms to see if natural groupings correspond to known variable star classes. Specifically, we use
K-means clustering with £ = 7 corresponding to the number of true classes in the dataset. Before
executing the clustering algorithms, we normalize all embeddings to the standard normal because the
clustering methods compute Euclidean distances which are sensitive to the scale of entries.

We produce uncertainties on performance metrics by repeating the K-means algorithm with 10
different initializations, choosing the clustering with the lowest within-cluster variance. We also
apply Ward’s hierarchical clustering, which optimizes the same within-cluster variance objective via
agglomerative merges. It provides a robustness check since it is deterministic and initialization-free.
We then evaluate clustering quality using the following literature-standard metrics for clustering
(Huang et al., 2020; Monnier et al., 2020; Sun et al., 2024; L1 et al.| |[2024):

Normalized Mutual Information (NMI): NMI measures the mutual information between the cluster
assignments and the true class labels, normalized to the range [0,1]. An NMI of 1 indicates perfect
correlation between clusters and classes, while an NMI near O indicates no better than random
assignment. NMI is invariant to label permutations, which is suitable since cluster labels are arbitrary.

Adjusted Rand Index (ARI): ARI evaluates pairwise clustering agreements. It considers how often
pairs of light curves are in the same cluster vs. the same true class. An ARI of 1 indicates perfect
clustering, ARI~0 indicates random clustering, and ARI<O0 indicates clustering worse than random.

Macro-averaged F1 score (F1): Macro-F1 is the harmonic mean of the completeness (true positive
rate) and purity (the false positive rate subtracted from unity) computed per class and then averaged
evenly across all classes. Because it treats each class equally, the Macro-averaged F1 is sensitive
to performance on minority classes. This is especially important for our CSPVS dataset because
some classes (e.g., RRd) have many fewer labels than others (e.g., EW; see Table[I). Similarly to
previous work (e.g.,[Monnier et al.,[2020), we assign clusters to class predictions using the Hungarian
matching algorithm (Kuhnl 1955)). This treats clustering as unsupervised classification and makes
results directly comparable to supervised settings.

With NMI and ARI, we can asses which embeddings have more separable class structure without any
supervised training. Large NMI/ARI scores suggest that the embedding has useful information for
differentiating the variable star classes. We also visualize the embedding spaces with dimensionality
reduction via a uniform manifold approximation and projection (UMAP) to provide an intuitive,
qualitative view of clustering performance in Appendix

4.2 SUPERVISED CLASSIFICATION

To directly measure how useful the embeddings are for classifying variable stars, we train four
simple classifiers on the fixed embeddings to predict the variable star class labels. This simulates
a scenario where one uses a pretrained model to produce embeddings used as feature inputs for a
classification task but does not fine-tune the embedding model (hence “zero-shot” in terms of the
embedding model). We evaluate the embeddings with four (simple) classifiers: a non-parametric
model (k-nearest neighbor, £-NN), a linear probe, a decision tree classifier (random forest, RF), and
a non-linear model (multilayer perceptron, MLP). Both k-NN and linear probes are standard in the
embedding evaluation literature (Caron et al.,|2021; |Zhou et al.,|2021b; |[Neelakantan et al., [2022), as
they are simple methods that directly reflect separability in the embedding space. RF is included, in
part, because it is widely used in the astronomical literature for periodic variable star classification
(Naul et al.; 2018;[Sanchez-Saez et al., 202 1; [Pimentel et al.,2022) and it achieves SOTA performance
across many datasets (Naul et al.,|2018]). Finally, an MLP is used as a modern higher capacity deep-
learning option. Detailed information on the classifiers, the hyperparameter optimization, and the
final hyperparameters for each embedding model can be found in Appendix [A] We report standard
multi-class classification metrics to comprehensively assess the performance of each embedding
model on the downstream supervised classification task. Accuracy: the fraction of stars that are
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Table 2: Results of unsupervised clustering with K-means and Ward. The best results are highlighted
in bold, and the second-best results are underlined. The Chronos models perform very well on this
unseen data, placing first or second in all metrics and universally better than Morai-small and the

Astromer models. However, hand-crafted features perform the best overall.

Methods K-means Ward (Hierarchical)
NMI ARI F1 NMI ARI F1

Astromer-1 0.0041(0.0002)  0.0022(0.0011)  0.1659(0.0022) 0.0041 0.0001 0.1652
Astromer-2 0.0076(0.0003)  0.0143(0.0002) 0.1571(0.0030) 0.0091 0.0310 0.1600
Moirai-small 0.1724(0.0010)  0.0978(0.0059) 0.2816(0.0068) 0.1476 0.0828 0.2612
Chronos—-tiny 0.2432(0.0000)  0.1590(0.0001) 0.3410(0.0000) 0.1890 0.1217 0.3671
Chronos-Bolt-tiny 0.2134(0.0004) 0.1245(0.0011) 0.3136(0.0001) 0.2273 0.1553 0.3662
Random Embeddings 0.0003(0.0001)  0.0000(0.0000) 0.0971(0.0014) 0.0003 0.0004 0.1122
Hand-crafted Features 0.2619(0.0058) 0.1139(0.0071)  0.4028(0.0277) 0.2508 0.1319 0.3323

correctly classified. Macro-averaged F1 Score (F1): The Macro-averaged F1 (see Sec.[d.1)) is apt
because it is sensitive to performance on minority classes. Precision/Recall: The overall precision
and recall are included to provide a fully comprehensive evaluation of the classification performance.

4.3 OUT-OF-DISTRIBUTION SOURCE DETECTION

Identifying variable stars physically unlike those in labeled training sets is of great astrophysical-
interest. To test the effectiveness of the embeddings for detecting such OOD sources, we compute
OOD scores for light curves with a modified isolation forest algorithm (Gupta et al., 2025). We first
create embeddings for the ZTF light curves of CSPVS stars with too few examples to be included in
the training set (3-Lyrae, Blazhko, Anomalous Cepheids, Cepheid-II, HADS, LADS, ELL, Hump,
PCEB, and EAup; see Sec. EI) We define these as OOD sources. The embeddings of the OOD sources
are mixed with the test set and run through a “multi-class isolation forest" (Gupta et al., 2025) where
a separate isolation forest is fit to the embeddings of each of the seven inlier classes in the training set.
The minimum of the seven isolation forest scores is the OOD score we use for OOD source detection.
Isolation forest is a popular method for finding astrophysical outliers (Malanchev et al.|[2021b), and
Gupta et al.[(2025) show that following this multi-class prescription yields better macro-averaged
performance than a single isolation forest in many settings, including for periodic variables. Here,
the performance is benchmarked with the fraction of sources in the top N percentile of OOD scores
which are genuine OOD sources: the OOD purity.

5 BENCHMARK RESULTS

We highlight the benchmark results below for each of the three downstream tasks: unsupervised
clustering, supervised classification, and OOD detection.

5.1 UNSUPERVISED CLUSTERING

In Table 2] we show that TSFMs generally perform well: (i) the first or second best ranked model
in each metric comes from the Chronos models; (ii) both Chronos models always outperform
Moirai-small;and (iii) Chronos-tiny outperforms Chronos-Bolt—tiny on four of our
six metrics. Still, we find that the hand-crafted features yield the best overall performance. We also
observe that the pre-trained domain-specific Ast romer models generally yield poor performance,
notably always worse than the TSFMs which are not trained on light curves. We further analyze the
poor performance of Ast romer—1 in Appendix |E|and find it’s embeddings of our ZTF light curves
have collapsed to similar directions. Appendix [E] further discusses how poor performance is expected
for both Ast romer models based on results from previous studies. Finally, hand-crafted features
achieve the highest global separability (top NMI under both K-means and Ward), reflecting coarse
class alignment. In contrast, Chronos-tiny leads on pairwise consistency (best ARI for K-means,
and ARI is more sensitive to pairwise correctness), suggesting that its embeddings form small, pure
neighborhoods rather than single, class-wide clusters.
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Table 3: Results of supervised classification across classifiers and embedding models. The best results
are highlighted in bold, and the second-best results are underlined. The k-NN and logistic classifiers
are deterministic so only the 1-run performance is reported; the RF and MLP are run with three seeds
(42, 100, 200) and we report the mean and standard deviation of these runs. The hand-crafted features
are state-of-the-art with Chronos—tiny a clear second-best.

Classifier Metric Astromer-1 Astromer-2 Moirai-small Chronos-tiny Chronos-Bolt Random HF
Accuracy 0.644 0.823 0.809 0.857 0.807 0.648 0.881
1NN Precision 0.130 0.660 0.662 0.799 0.647 0.120 0.818
) Recall 0.141 0.489 0.509 0.623 0.542 0.140 0.661
F1 0.122 0.537 0.554 0.672 0.570 0.120 0.712
Accuracy 0.073 0.648 0.705 0.750 0.709 0.094 0.838
logistic Precision 0.147 0.486 0.544 0.575 0.549 0.144 0.663
SISUC Recall 0.165 0.668 0.680 0.730 0.676 0.128 0.854
Fl1 0.072 0.521 0.579 0.617 0.580 0.076 0.714
Accuracy  0.676 (0.000)  0.846 (0.000) 0.822 (0.001) 0.863 (0.000) 0.827 (0.000) 0.676 (0.000)  0.921 (0.000)
RF Precision  0.144 (0.067)  0.794 (0.005) 0.706 (0.002) 0.771 (0.070) 0.705 (0.003) 0.097 (0.000)  0.865 (0.001)
Recall 0.143 (0.000)  0.525 (0.003) 0.512 (0.002) 0.599 (0.000) 0.548 (0.002) 0.143 (0.000)  0.777 (0.002)
F1 0.115 (0.000)  0.580 (0.003) 0.554 (0.001) 0.640 (0.001) 0.582 (0.002) 0.115 (0.000)  0.807 (0.002)
Accuracy  0.459 (0.162)  0.535 (0.106) 0.711 (0.045) 0.775 (0.017) 0.740 (0.013) 0.338 (0.157)  0.842 (0.011)
MLP Precision  0.143 (0.008)  0.372 (0.036) 0.565 (0.019) 0.594 (0.001) 0.569 (0.010) 0.137 (0.024)  0.684 (0.030)
Recall 0.162 (0.003)  0.538 (0.041) 0.694 (0.014) 0.760 (0.006) 0.716 (0.004) 0.146 (0.002)  0.859 (0.001)
F1 0.134 (0.016)  0.388 (0.051) 0.592 (0.013) 0.645 (0.008) 0.612 (0.009) 0.096 (0.047)  0.735 (0.023)

5.2 SUPERVISED CLASSIFICATION

Table [3]and the left panel of Figure 2] show that (i) the Chronos models once again perform very
well compared to Moirai—small and the Ast romer models; (ii) Ast romer—2 performs better
than Moirai-small in some metrics; and (iii) unlike in the clustering results, Chronos-tiny
outperforms Chronos—-Bolt—tiny and achieves the second best performance in nearly all metrics.
As in the clustering results, the hand-crafted features are clearly superior, yielding a F1 score of
0.807 + 0.002 with the RF classifier. We also find that the RF classifier generally performs better
than others, although this is somewhat model-dependent.

The center and right panels of Figure[2]show the confusion matrix of one of the best performing TSFM-
classifier pairings (Chronos—t iny with the MLP) and best overall performing model-classifier pair-
ing (hand-crafted features with an RF). These confusion matrices show that (i) both Chronos-tiny
and the hand-crafted features often confuse RRd sources as RRc; (ii) Chronos—-tiny yields better
performance on most classes (EA, RRd, RS CVn, and LPV) although loses overall due to the larger
margins in the classes where the hand-crafted features perform better (EW, RRab, RRc). In general,
these results show that, despite having never seen astronomical time series, Chronos—tiny clearly
extracts useful information from the data for supervised classification. The complete set of confusion
matrices across all embedding—classifier combinations is presented in Appendix [F}
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Figure 2: Left: F1 Ranking across all baselines with different classifier heads. The Chronos-tiny
model consistently outperforms other TSFMs and the domain-specific Ast romer models, but
the hand-crafted features provide the best overall performance. Right: Confusion matrix of
Chronos-tiny + MLP, one of the best performing TSFM-classifier combinations, and the confu-
sion matrix of hand-crafted features with the RF classification, the SOTA baseline in astrophysics.
Chronos—tiny yields better performance on most classes (EA, RRd, RS CVn, and LPV), indicat-
ing that the TSFM is effectively extracting appropriate information for classification.
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5.3 OUT-OF-DISTRIBUTION SOURCE DETECTION

Table 4: Results for out of distribution source detection. The best results are highlighted in bold, and
the second-best results are underlined. The Chronos—Bolt-tiny performs very well on this task,

ranking first across all metrics with hand-crafted features being a distant second.

Purity
Top 1 percentile Top 5 percentile Top 10 percentile
Astromer—1 0.014 (0.020) 0.087 (0.018) 0.121 (0.001)

Astromer-2
Moirai-small
Chronos-tiny
Chronos-Bolt-tiny
Random Embeddings
Hand-crafted features

0.139 (0.019)
0.172 (0.023)
0.165 (0.005)
0.569 (0.037)
0.116
0.213(0.009)

0.124 (0.001)
0.143 (0.003)
0.129 (0.017)
0.536 (0.053)
0.116
0.280(0.006)

0.119 (0.001)
0.152 (0.002)
0.158 (0.021)
0.528 (0.050)
0.116
0.260(0.002)

Table ] shows that: (i) Chronos-Bolt-tiny is exceptional at isolating OOD sources from the
inliers; (ii) by comparison, hand-crafted features deliver a much lower OOD purity; and (iii) every
other model we tested provides only a marginal gain, if any, over evaluating the whole dataset. Of all
the sources evaluated for this test, ~ 11% are OOD samples. This implies that by applying the MCIF
approach to the Chronos-Bolt-tiny embeddings, we would be able to recover nearly half of
the OOD sources, by evaluating just 10% of the data, a ~ 5x improvement in search efficiency over
the random embeddings. As these OOD events often correspond to astrophysically rare or anomalous
sources, they are of great interest for the astrophysical community. To interpret the performance
of Chronos-Bolt-tiny model, we hypothesize that Chronos-Bolt-tiny’s patch-based,
multi-step objective is less sensitive to step-level variation than Chronos’s autoregressive next-
token training, hence encouraging a tighter inlier manifold and larger off-manifold distances for rare
morphologies. This yields weaker clustering of inliers but stronger OOD isolation. A more careful
analysis is left to future work. While these results show promise, it’s worth noting that 50% purity
implies that we would still need an expert in the loop to vet candidates flagged by such a system.

6 DISCUSSION AND CONCLUSIONS

We have introduced StarEmbed, a public benchmark for evaluating time series foundation mod-
els (TSFMs) on observed multi-band stellar light curves, which pose unique challenges, irregular
sampling and heteroskedasticity, relative to typical TSFM pretraining corpora. By harmonizing
expert-vetted CSPVS labels with ~40,000 multi-band ZTF light curves, we deliver a rigorously
curated, seven-class dataset together with a thorough evaluation of three core tasks in light curve
analysis: unsupervised clustering, variable-star classification, and OOD detection. Using this bench-
mark, we perform a comprehensive comparison of (i) domain-specific embeddings (the Ast romer
models), (ii) embeddings from three SOTA general-purpose TSFMs (Moirai and Chronos fam-
ilies), and (iii) hand-crafted features as the primary baseline. Three main findings emerge: (i) for
clustering, Chronos provides comparable performance to hand-crafted features; (ii) for super-
vised classification, hand-crafted features outperform all other models, while Chronos is consis-
tently second, trailing the hand-crafted features by a small margin; and (iii) for OOD detection
Chronos-Bolt-tiny significantly outperforms hand-crafted features. For all three tasks the
TSFMs almost always outperform the Ast romer models in zero-shot.

Taken together, our results demonstrate the limits of TSFMs’ generalization ability and advocate for
a shift from bespoke, fully-supervised pipelines toward off-the-shelf foundation representations plus
lightweight task heads for variable-star analysis and, by extension, for other forthcoming petascale
time-series challenges. By releasing all data, code, and model wrappers, we hope St arEmbed to
serve as a community reference benchmark for self-supervised and foundation-model advances, spur
work on even broader time-series corpora, and catalyze progress on downstream tasks such as period
estimation and real-time alert triage in next-generation sky surveys like LSST.



Under review as a conference paper at ICLR 2026

REFERENCES

C. Alcock, R. A. Allsman, D. R. Alves, T. S. Axelrod, A. C. Becker, D. P. Bennett, K. H. Cook,
N. Dalal, A. J. Drake, K. C. Freeman, M. Geha, K. Griest, M. J. Lehner, S. L. Marshall, D. Minniti,
C. A. Nelson, B. A. Peterson, P. Popowski, M. R. Pratt, P. J. Quinn, C. W. Stubbs, W. Sutherland,
A. B. Tomaney, T. Vandehei, and D. Welch. The MACHO Project: Microlensing Results from
5.7 Years of Large Magellanic Cloud Observations. ApJ, 542(1):281-307, October 2000. doi:
10.1086/309512.

Tarek Allam, Jr., Julien Peloton, and Jason D. McEwen. The Tiny Time-series Transformer: Low-
latency High-throughput Classification of Astronomical Transients using Deep Model Compression.
arXiv e-prints, art. arXiv:2303.08951, March 2023. doi: 10.48550/arXiv.2303.08951.

Abdul Fatir Ansari, Lorenzo Stella, Caner Turkmen, Xiyuan Zhang, Pedro Mercado, Huibin Shen,
Oleksandr Shchur, Syama Sundar Rangapuram, Sebastian Pineda Arango, Shubham Kapoor, et al.
Chronos: Learning the language of time series. arXiv preprint arXiv:2403.07815, 2024.

I. Becker, K. Pichara, M. Catelan, P. Protopapas, C. Aguirre, and F. Nikzat. Scalable end-to-end
recurrent neural network for variable star classification. mnras, 493(2):2981-2995, April 2020.
doi: 10.1093/mnras/staa350.

Eric C. Bellm, Shrinivas R. Kulkarni, Matthew J. Graham, Richard Dekany, Roger M. Smith, Reed
Riddle, Frank J. Masci, George Helou, Thomas A. Prince, Scott M. Adams, C. Barbarino, Tom
Barlow, James Bauer, Ron Beck, Justin Belicki, Rahul Biswas, Nadejda Blagorodnova, Dennis
Bodewits, Bryce Bolin, Valery Brinnel, Tim Brooke, Brian Bue, Mattia Bulla, Rick Burruss,
S. Bradley Cenko, Chan-Kao Chang, Andrew Connolly, Michael Coughlin, John Cromer, Virginia
Cunningham, Kishalay De, Alex Delacroix, Vandana Desai, Dmitry A. Duev, Gwendolyn Eadie,
Tony L. Farnham, Michael Feeney, Ulrich Feindt, David Flynn, Anna Franckowiak, S. Frederick,
C. Fremling, Avishay Gal-Yam, Suvi Gezari, Matteo Giomi, Daniel A. Goldstein, V. Zach Golkhou,
Ariel Goobar, Steven Groom, Eugean Hacopians, David Hale, John Henning, Anna Y. Q. Ho, David
Hover, Justin Howell, Tiara Hung, Daniela Huppenkothen, David Imel, Wing-Huen Ip, Zeljko
Ivezi¢, Edward Jackson, Lynne Jones, Mario Juric, Mansi M. Kasliwal, S. Kaspi, Stephen Kaye,
Michael S. P. Kelley, Marek Kowalski, Emily Kramer, Thomas Kupfer, Walter Landry, Russ R.
Laher, Chien-De Lee, Hsing Wen Lin, Zhong-Yi Lin, Ragnhild Lunnan, Matteo Giomi, Ashish
Mahabal, Peter Mao, Adam A. Miller, Serge Monkewitz, Patrick Murphy, Chow-Choong Ngeow,
Jakob Nordin, Peter Nugent, Eran Ofek, Maria T. Patterson, Bryan Penprase, Michael Porter,
Ludwig Rauch, Umaa Rebbapragada, Dan Reiley, Mickael Rigault, Hector Rodriguez, Jan van
Roestel, Ben Rusholme, Jakob van Santen, S. Schulze, David L. Shupe, Leo P. Singer, Maayane T.
Soumagnac, Robert Stein, Jason Surace, Jesper Sollerman, Paula Szkody, F. Taddia, Scott Terek,
Angela Van Sistine, Sjoert van Velzen, W. Thomas Vestrand, Richard Walters, Charlotte Ward,
Quan-Zhi Ye, Po-Chieh Yu, Lin Yan, and Jeffry Zolkower. The Zwicky Transient Facility:
System Overview, Performance, and First Results. pasp, 131(995):018002, January 2019. doi:
10.1088/1538-3873/aaecbe.

Kyle Boone. Avocado: Photometric Classification of Astronomical Transients with Gaussian Process
Augmentation. aj, 158(6):257, December 2019. doi: 10.3847/1538-3881/ab5182.

Lars Buitinck, Gilles Louppe, Mathieu Blondel, Fabian Pedregosa, Andreas Mueller, Olivier Grisel,
Vlad Niculae, Peter Prettenhofer, Alexandre Gramfort, Jaques Grobler, Robert Layton, Jake
VanderPlas, Arnaud Joly, Brian Holt, and Gaél Varoquaux. API design for machine learning
software: experiences from the scikit-learn project. In ECML PKDD Workshop: Languages for
Data Mining and Machine Learning, pages 108—122, 2013.

G Cabrera-Vives, D Moreno-Cartagena, N Astorga, I Reyes-Jainaga, F Forster, P Huijse, J Arredondo,
AM Muiioz Arancibia, A Bayo, M Catelan, et al. Atat: Astronomical transformer for time series
and tabular data. Astronomy & Astrophysics, 689:A289, 2024.

Mathilde Caron, Hugo Touvron, Ishan Misra, Hervé Jégou, Julien Mairal, Piotr Bojanowski, and

Armand Joulin. Emerging properties in self-supervised vision transformers. In Proceedings of the
IEEE/CVF international conference on computer vision, pages 9650-9660, 2021.

10



Under review as a conference paper at ICLR 2026

R. Carrasco-Davis, E. Reyes, C. Valenzuela, F. Forster, P. A. Estévez, G. Pignata, F. E. Bauer, 1. Reyes,
P. Sanchez-Sdez, G. Cabrera-Vives, S. Eyheramendy, M. Catelan, J. Arredondo, E. Castillo-
Navarrete, D. Rodriguez-Mancini, D. Ruz-Mieres, A. Moya, L. Sabatini-Gacitda, C. Sepulveda-
Cobo, A. A. Mahabal, J. Silva-Farfan, E. Camacho-Ifiiguez, and L. Galbany. Alert Classification
for the ALeRCE Broker System: The Real-time Stamp Classifier. AJ, 162(6):231, December 2021.
doi: 10.3847/1538-3881/ac0ef1.

M. Catelan and H. A. Smith. Pulsating Stars. Wiley-VCH, 2015.

Gisella Clementini, Raffaele Gratton, Angela Bragaglia, Eugenio Carretta, Luca Di Fabrizio, and
Marcella Maio. Distance to the Large Magellanic Cloud: The RR Lyrae Stars. AJ, 125(3):
1309-1329, March 2003. doi: 10.1086/367773.

J. Debosscher, L. M. Sarro, C. Aerts, J. Cuypers, B. Vandenbussche, R. Garrido, and E. Solano.
Automated supervised classification of variable stars. I. Methodology. A&A, 475:1159-1183,
December 2007. doi: 10.1051/0004-6361:20077638.

Richard Dekany, Roger M. Smith, Reed Riddle, Michael Feeney, Michael Porter, David Hale, Jeffry
Zolkower, Justin Belicki, Stephen Kaye, John Henning, Richard Walters, John Cromer, Alex
Delacroix, Hector Rodriguez, Daniel J. Reiley, Peter Mao, David Hover, Patrick Murphy, Rick
Burruss, John Baker, Marek Kowalski, Klaus Reif, Phillip Mueller, Eric Bellm, Matthew Graham,
and Shrinivas R. Kulkarni. The Zwicky Transient Facility: Observing System. pasp, 132(1009):
038001, March 2020. doi: 10.1088/1538-3873/ab4ca2.

Steven Dillmann, Juan Rafael Martinez-Galarza, Roberto Soria, Rosanne Di Stefano, and Vinay L.
Kashyap. Representation learning for time-domain high-energy astrophysics: Discovery of
extragalactic fast X-ray transient XRT 200515. mnras, 537(2):931-955, February 2025. doi:
10.1093/mnras/stae2808.

C Donoso-Oliva, I Becker, Pavlos Protopapas, Guillermo Cabrera-Vives, M Vishnu, and Harsh Vard-
han. Astromer-a transformer-based embedding for the representation of light curves. Astronomy &
Astrophysics, 670:A54, 2023.

Cristobal Donoso-Oliva, Ignacio Becker, Pavlos Protopapas, Guillermo Cabrera-Vives, Martina
Cadiz-Leyton, and Daniel Moreno-Cartagena. Astromer 2. arXiv e-prints, art. arXiv:2502.02717,
February 2025. doi: 10.48550/arXiv.2502.02717.

A. J. Drake, S. G. Djorgovski, A. Mahabal, E. Beshore, S. Larson, M. J. Graham, R. Williams,
E. Christensen, M. Catelan, A. Boattini, A. Gibbs, R. Hill, and R. Kowalski. First Results from the
Catalina Real-Time Transient Survey. ApJ, 696(1):870-884, May 2009. doi: 10.1088/0004-637X/
696/1/870.

A.J. Drake, M. J. Graham, S. G. Djorgovski, M. Catelan, A. A. Mahabal, G. Torrealba, D. Garcia-
Alvarez, C. Donalek, J. L. Prieto, R. Williams, S. Larson, E. Christen sen, V. Belokurov, S. E.
Koposov, E. Beshore, A. Boattini, A. Gibbs, R. Hill, R. Kowalski, J. Johnson, and F. Shelly.
The Catalina Surveys Periodic Variable Star Catalog. apjs, 213(1):9, July 2014a. doi: 10.1088/
0067-0049/213/1/9.

A.J. Drake, M. J. Graham, S. G. Djorgovski, M. Catelan, A. A. Mahabal, G. Torrealba, D. Garcia-
Alvarez, C. Donalek, J. L. Prieto, R. Williams, S. Larson, E. Christensen, V. Belokurov, S. E.
Koposov, E. Beshore, A. Boattini, A. Gibbs, R. Hill, R. Kowalski, J. Johnson, and F. Shelly. VizieR
Online Data Catalog: Catalina Surveys periodic variable stars (Drake+, 2014). VizieR On-line
Data Catalog: J/ApJS/213/9. Originally published in: 2014ApJS..213....9D, September 2014b.

Dmitry A. Duev and Stéfan J. van der Walt. Phenomenological classification of the Zwicky Transient
Facility astronomical event alerts. arXiv e-prints, art. arXiv:2111.12142, November 2021. doi:
10.48550/arXiv.2111.12142.

M. W. Feast and A. R. Walker. Cepheids as distance indicators. ARA&A, 25:345-375, January 1987.
doi: 10.1146/annurev.aa.25.090187.002021.

11



Under review as a conference paper at ICLR 2026

Alexander Gagliano, Gabriella Contardo, Daniel Foreman-Mackey, Alex 1. Malz, and Patrick D.
Aleo. First Impressions: Early-time Classification of Supernovae Using Host-galaxy Information
and Shallow Learning. ApJ, 954(1):6, September 2023. doi: 10.3847/1538-4357/ace326.

K. Genovali, B. Lemasle, G. Bono, M. Romaniello, M. Fabrizio, I. Ferraro, G. Iannicola, C. D. Laney,
M. Nonino, M. Bergemann, R. Buonanno, P. Frangois, L. Inno, R. P. Kudritzki, N. Matsunaga,
S. Pedicelli, F. Primas, and F. Thévenin. On the fine structure of the Cepheid metallicity gradient
in the Galactic thin disk. A&A, 566:A37, June 2014. doi: 10.1051/0004-6361/201323198.

Rithwik Gupta, Daniel Muthukrishna, and Michelle Lochner. A classifier-based approach to multi-

class anomaly detection for astronomical transients. RAS Techniques and Instruments, 4:rzae054,
January 2025. doi: 10.1093/rasti/rzae054.

Zhenyu Huang, Peng Hu, Joey Tianyi Zhou, Jiancheng Lv, and Xi Peng. Partially view-aligned
clustering. Advances in Neural Information Processing Systems, 33:2892-2902, 2020.

Zeljko Ivezi¢, Steven M. Kahn, J. Anthony Tyson, Bob Abel, Emily Acosta, Robyn Allsman, David
Alonso, Yusra AlSayyad, Scott F. Anderson, John Andrew, James Roger P. Angel, George Z.
Angeli, Reza Ansari, Pierre Antilogus, Constanza Araujo, Robert Armstrong, Kirk T. Arndt, Pierre
Astier, Eric Aubourg, Nicole Auza, Tim S. Axelrod, Deborah J. Bard, Jeff D. Barr, Aurelian
Barrau, James G. Bartlett, Amanda E. Bauer, Brian J. Bauman, Sylvain Baumont, Ellen Bechtol,
Keith Bechtol, Andrew C. Becker, Jacek Becla, Cristina Beldica, Steve Bellavia, Federica B.
Bianco, Rahul Biswas, Guillaume Blanc, Jonathan Blazek, Roger D. Bland ford, Josh S. Bloom,
Joanne Bogart, Tim W. Bond, Michael T. Booth, Anders W. Borgland, Kirk Borne, James F. Bosch,
Dominique Boutigny, Craig A. Brackett, Andrew Bradshaw, William Nielsen Brand t, Michael E.
Brown, James S. Bullock, Patricia Burchat, David L. Burke, Gianpietro Cagnoli, Daniel Calabrese,
Shawn Callahan, Alice L. Callen, Jeffrey L. Carlin, Erin L. Carlson, Srinivasan Chand rasekharan,
Glenaver Charles-Emerson, Steve Chesley, Elliott C. Cheu, Hsin-Fang Chiang, James Chiang,
Carol Chirino, Derek Chow, David R. Ciardi, Charles F. Claver, Johann Cohen-Tanugi, Joseph J.
Cockrum, Rebecca Coles, Andrew J. Connolly, Kem H. Cook, Asantha Cooray, Kevin R. Covey,
Chris Cribbs, Wei Cui, Roc Cutri, Philip N. Daly, Scott F. Daniel, Felipe Daruich, Guillaume
Daubard, Greg Daues, William Dawson, Francisco Delgado, Alfred Dellapenna, Robert de Peyster,
Miguel de Val-Borro, Seth W. Digel, Peter Doherty, Richard Dubois, Gregory P. Dubois-Felsmann,
Josef Durech, Frossie Economou, Tim Eifler, Michael Eracleous, Benjamin L. Emmons, Angelo
Fausti Neto, Henry Ferguson, Enrique Figueroa, Merlin Fisher-Levine, Warren Focke, Michael D.
Foss, James Frank, Michael D. Freemon, Emmanuel Gangler, Eric Gawiser, John C. Geary,
Perry Gee, Marla Geha, Charles J. B. Gessner, Robert R. Gibson, D. Kirk Gilmore, Thomas
Glanzman, William Glick, Tatiana Goldina, Daniel A. Goldstein, Iain Goodenow, Melissa L.
Graham, William J. Gressler, Philippe Gris, Leanne P. Guy, Augustin Guyonnet, Gunther Haller,
Ron Harris, Patrick A. Hascall, Justine Haupt, Fabio Hernand ez, Sven Herrmann, Edward Hileman,
Joshua Hoblitt, John A. Hodgson, Craig Hogan, James D. Howard, Dajun Huang, Michael E.
Huffer, Patrick Ingraham, Walter R. Innes, Suzanne H. Jacoby, Bhuvnesh Jain, Fabrice Jammes,
M. James Jee, Tim Jenness, Garrett Jernigan, Darko Jevremovié, Kenneth Johns, Anthony S.
Johnson, Margaret W. G. Johnson, R. Lynne Jones, Claire Juramy-Gilles, Mario Jurié, Jason S.
Kalirai, Nitya J. Kallivayalil, Bryce Kalmbach, Jeffrey P. Kantor, Pierre Karst, Mansi M. Kasliwal,
Heather Kelly, Richard Kessler, Veronica Kinnison, David Kirkby, Lloyd Knox, Ivan V. Kotov,
Victor L. Krabbendam, K. Simon Krughoff, Petr Kubanek, John Kuczewski, Shri Kulkarni, John
Ku, Nadine R. Kurita, Craig S. Lage, Ron Lambert, Travis Lange, J. Brian Langton, Laurent Le
Guillou, Deborah Levine, Ming Liang, Kian-Tat Lim, Chris J. Lintott, Kevin E. Long, Margaux
Lopez, Paul J. Lotz, Robert H. Lupton, Nate B. Lust, Lauren A. MacArthur, Ashish Mahabal,
Rachel Mand elbaum, Thomas W. Markiewicz, Darren S. Marsh, Philip J. Marshall, Stuart
Marshall, Morgan May, Robert McKercher, Michelle McQueen, Joshua Meyers, Myriam Migliore,
Michelle Miller, David J. Mills, Connor Miraval, Joachim Moeyens, Fred E. Moolekamp, David G.
Monet, Marc Moniez, Serge Monkewitz, Christopher Montgomery, Christopher B. Morrison, Fritz
Mueller, Gary P. Muller, Freddy Mufioz Arancibia, Douglas R. Neill, Scott P. Newbry, Jean-Yves
Nief, Andrei Nomerotski, Martin Nordby, Paul O’Connor, John Oliver, Scot S. Olivier, Knut Olsen,
William O’Mullane, Sandra Ortiz, Shawn Osier, Russell E. Owen, Reynald Pain, Paul E. Palecek,
John K. Parejko, James B. Parsons, Nathan M. Pease, J. Matt Peterson, John R. Peterson, Donald L.
Petravick, M. E. Libby Petrick, Cathy E. Petry, Francesco Pierfederici, Stephen Pietrowicz, Rob
Pike, Philip A. Pinto, Raymond Plante, Stephen Plate, Joel P. Plutchak, Paul A. Price, Michael

12



Under review as a conference paper at ICLR 2026

Prouza, Veljko Radeka, Jayadev Rajagopal, Andrew P. Rasmussen, Nicolas Regnault, Kevin A. Reil,
David J. Reiss, Michael A. Reuter, Stephen T. Ridgway, Vincent J. Riot, Steve Ritz, Sean Robinson,
William Roby, Aaron Roodman, Wayne Rosing, Cecille Roucelle, Matthew R. Rumore, Stefano
Russo, Abhijit Saha, Benoit Sassolas, Terry L. Schalk, Pim Schellart, Rafe H. Schindler, Samuel
Schmidt, Donald P. Schneider, Michael D. Schneider, William Schoening, German Schumacher,
Megan E. Schwamb, Jacques Sebag, Brian Selvy, Glenn H. Sembroski, Lynn G. Seppala, Andrew
Serio, Eduardo Serrano, Richard A. Shaw, Ian Shipsey, Jonathan Sick, Nicole Silvestri, Colin T.
Slater, J. Allyn Smith, R. Chris Smith, Shahram Sobhani, Christine Soldahl, Lisa Storrie-Lombardi,
Edward Stover, Michael A. Strauss, Rachel A. Street, Christopher W. Stubbs, Ian S. Sullivan,
Donald Sweeney, John D. Swinbank, Alexander Szalay, Peter Takacs, Stephen A. Tether, Jon J.
Thaler, John Gregg Thayer, Sandrine Thomas, Adam J. Thornton, Vaikunth Thukral, Jeffrey Tice,
David E. Trilling, Max Turri, Richard Van Berg, Daniel Vanden Berk, Kurt Vetter, Francoise
Virieux, Tomislav Vucina, William Wahl, Lucianne Walkowicz, Brian Walsh, Christopher W.
Walter, Daniel L. Wang, Shin-Yawn Wang, Michael Warner, Oliver Wiecha, Beth Willman, Scott E.
Winters, David Wittman, Sidney C. Wolff, W. Michael Wood-Vasey, Xiuqin Wu, Bo Xin, Peter
Yoachim, and Hu Zhan. LSST: From Science Drivers to Reference Design and Anticipated Data
Products. apj, 873(2):111, Mar 2019. doi: 10.3847/1538-4357/ab042c.

Harold W Kuhn. The hungarian method for the assignment problem. Naval research logistics
quarterly, 2(1-2):83-97, 1955.

Yunfan Li, Peng Hu, Dezhong Peng, Jiancheng Lv, Jianping Fan, and Xi Peng. Image clustering
with external guidance. In Forty-first International Conference on Machine Learning, 2024. URL
https://openreview.net/forum?id=JSYN891WnB.

N. R. Lomb. Least-Squares Frequency Analysis of Unequally Spaced Data. Ap&SS, 39(2):447-462,
February 1976. doi: 10.1007/BF00648343.

K. L. Malanchev, M. V. Pruzhinskaya, V. S. Korolev, P. D. Aleo, M. V. Kornilov, E. E. O. Ishida, V. V.
Krushinsky, F. Mondon, S. Sreejith, A. A. Volnova, A. A. Belinski, A. V. Dodin, A. M. Tatarnikov,
S. G. Zheltoukhov, and (The SNAD Team). Anomaly detection in the Zwicky Transient Facility
DR3. MNRAS, 502(4):5147-5175, April 2021a. doi: 10.1093/mnras/stab316.

K. L. Malanchev, M. V. Pruzhinskaya, V. S. Korolev, P. D. Aleo, M. V. Kornilov, E. E. O. Ishida, V. V.
Krushinsky, F. Mondon, S. Sreejith, A. A. Volnova, A. A. Belinski, A. V. Dodin, A. M. Tatarnikov,
S. G. Zheltoukhov, and (The SNAD Team). Anomaly detection in the Zwicky Transient Facility
DR3. MNRAS, 502(4):5147-5175, April 2021b. doi: 10.1093/mnras/stab316.

Tom Monnier, Thibault Groueix, and Mathieu Aubry. Deep transformation-invariant clustering.
Advances in neural information processing systems, 33:7945-7955, 2020.

Daniel Moreno-Cartagena, Pavlos Protopapas, Guillermo Cabrera-Vives, Martina Cadiz-Leyton,
Ignacio Becker, and Cristébal Donoso-Oliva. Leveraging Pre-Trained Visual Transformers for
Multi-Band Photometric Light Curve Classification. arXiv e-prints, art. arXiv:2502.20479, Febru-
ary 2025. doi: 10.48550/arXiv.2502.20479.

Daniel Muthukrishna, Gautham Narayan, Kaisey S. Mandel, Rahul Biswas, and Renée HloZek.
RAPID: Early Classification of Explosive Transients Using Deep Learning. pasp, 131(1005):
118002, November 2019. doi: 10.1088/1538-3873/ab1609.

Brett Naul, Joshua S Bloom, Fernando Pérez, and Stéfan Van Der Walt. A recurrent neural network
for classification of unevenly sampled variable stars. Nature Astronomy, 2(2):151-155, 2018.

Arvind Neelakantan, Tao Xu, Raul Puri, Alec Radford, Jesse Michael Han, Jerry Tworek, Qiming
Yuan, Nikolas Tezak, Jong Wook Kim, Chris Hallacy, et al. Text and code embeddings by
contrastive pre-training. arXiv preprint arXiv:2201.10005, 2022.

Yuqi Nie, Nam H Nguyen, Phanwadee Sinthong, and Jayant Kalagnanam. A time series is worth 64
words: Long-term forecasting with transformers. arXiv preprint arXiv:2211.14730, 2022.

Isadora Nun, Pavlos Protopapas, Brandon Sim, Ming Zhu, Rahul Dave, Nicolas Castro, and Karim
Pichara. FATS: Feature Analysis for Time Series. arXiv e-prints, art. arXiv:1506.00010, May
2015. doi: 10.48550/arXiv.1506.00010.

13


https://openreview.net/forum?id=JSYN891WnB

Under review as a conference paper at ICLR 2026

Rui Pan, Tuan Dung Nguyen, Hardik Arora, Alberto Accomazzi, Tirthankar Ghosal, and Yuan-Sen
Ting. Astromlab 2: Astrollama-2-70b model and benchmarking specialised 1lms for astronomy. In
SC24-W: Workshops of the International Conference for High Performance Computing, Networking,
Storage and Analysis, pages 87-96. IEEE, 2024.

Oscar Pimentel, Pablo A Estévez, and Francisco Forster. Deep attention-based supernovae classifica-
tion of multiband light curves. The Astronomical Journal, 165(1):18, 2022.

Nabeel Rehemtulla, Adam A. Miller, Theophile Jegou Du Laz, Michael W. Coughlin, Christoffer
Fremling, Daniel A. Perley, Yu-Jing Qin, Jesper Sollerman, Ashish A. Mahabal, Russ R. Laher,
Reed Riddle, Ben Rusholme, and Shrinivas R. Kulkarni. The Zwicky Transient Facility Bright
Transient Survey. III. BTSbot: Automated Identification and Follow-up of Bright Transients with
Deep Learning. ApJ, 972(1):7, September 2024. doi: 10.3847/1538-4357/ad5666.

Joseph W. Richards, Dan L. Starr, Nathaniel R. Butler, Joshua S. Bloom, John M. Brewer, Arien
Crellin-Quick, Justin Higgins, Rachel Kennedy, and Maxime Rischard. On Machine-learned
Classification of Variable Stars with Sparse and Noisy Time-series Data. apj, 733(1):10, May 2011.
doi: 10.1088/0004-637X/733/1/10.

Vincenzo Ripepi, Maria-Rosa L. Cioni, Maria Ida Moretti, Marcella Marconi, Kenji Bekki, Gisella
Clementini, Richard de Grijs, Jim Emerson, Martin A. T. Groenewegen, Valentin D. Ivanov,
Roberto Molinaro, Tatiana Muraveva, Joana M. Oliveira, Andrés E. Piatti, Smitha Subramanian,
and Jacco Th. van Loon. The VMC survey - XXV. The 3D structure of the Small Magellanic Cloud
from Classical Cepheids. MNRAS, 472(1):808-827, November 2017. doi: 10.1093/mnras/stx2096.

Slavek M. Rucinski. The short-period end of the contact binary period distribution based on the
All-Sky Automated Survey. MNRAS, 382(1):393-396, November 2007. doi: 10.1111/j.1365-2966.
2007.12377.x.

P. Sanchez-Séez, 1. Reyes, C. Valenzuela, F. Forster, S. Eyheramendy, F. Elorrieta, F. E. Bauer,
G. Cabrera-Vives, P. A. Estévez, M. Catelan, G. Pignata, P. Huijse, D. De Cicco, P. Arévalo,
R. Carrasco-Davis, J. Abril, R. Kurtev, J. Borissova, J. Arredondo, E. Castillo-Navarrete, D. Ro-
driguez, D. Ruz-Mieres, A. Moya, L. Sabatini-Gacitda, C. Septilveda-Cobo, and E. Camacho-
Iniguez. Alert Classification for the ALeRCE Broker System: The Light Curve Classifier. aj, 161
(3):141, March 2021. doi: 10.3847/1538-3881/abd5cl.

J. D. Scargle. Studies in astronomical time series analysis. II. Statistical aspects of spectral analysis
of unevenly spaced data. ApJ, 263:835-853, December 1982. doi: 10.1086/160554.

Ved G Shah, Alex Gagliano, Konstantin Malanchev, Gautham Narayan, LSST Dark Energy Science
Collaboration, et al. Oracle: A real-time, hierarchical, deep-learning photometric classifier for the
Isst. arXiv preprint arXiv:2501.01496, 2025.

Li Sun, Zhenhao Huang, Hao Peng, Yujie Wang, Chunyang Liu, and Philip S Yu. Lsenet: Lorentz
structural entropy neural network for deep graph clustering. arXiv preprint arXiv:2405.11801,
2024.

R. Tylenda, M. Hajduk, T. Kaminski, A. Udalski, I. Soszyniski, M. K. Szymarnski, M. Kubiak,
G. Pietrzynski, R. Poleski, £.. Wyrzykowski, and K. Ulaczyk. V1309 Scorpii: merger of a contact
binary. A&A, 528:A114, April 2011. doi: 10.1051/0004-6361/201016221.

V. Ashley Villar, Griffin Hosseinzadeh, Edo Berger, Michelle Ntampaka, David O. Jones, Peter Chal-
lis, Ryan Chornock, Maria R. Drout, Ryan J. Foley, Robert P. Kirshner, Ragnhild Lunnan, Raffaella
Margutti, Dan Milisavljevic, Nathan Sanders, Yen-Chen Pan, Armin Rest, Daniel M. Scolnic,
Eugene Magnier, Nigel Metcalfe, Richard Wainscoat, and Christopher Waters. SuperRAENN: A
Semisupervised Supernova Photometric Classification Pipeline Trained on Pan-STARRS1 Medium-
Deep Survey Supernovae. apj, 905(2):94, December 2020. doi: 10.3847/1538-4357/abc6fd.

Gerald Woo, Chenghao Liu, Akshat Kumar, Caiming Xiong, Silvio Savarese, and Doyen Sahoo.

Unified training of universal time series forecasting transformers. arXiv preprint arXiv:2402.02592,
2024.

14



Under review as a conference paper at ICLR 2026

Xinyi Yang, Jingyi Li, and Xuchu Jiang. Research on information leakage in time series prediction
based on empirical mode decomposition. Scientific Reports, 14(1):28362, 2024.

Zhihan Yue, Yujing Wang, Juanyong Duan, Tianmeng Yang, Congrui Huang, Yunhai Tong, and
Bixiong Xu. Ts2vec: Towards universal representation of time series. In Proceedings of the AAAI
conference on artificial intelligence, volume 36, pages 8980-8987, 2022.

Gemma Zhang, Thomas Helfer, Alexander T. Gagliano, Siddharth Mishra-Sharma, and V. Ashley
Villar. Maven: a multimodal foundation model for supernova science. Machine Learning: Science
and Technology, 5(4):045069, December 2024. doi: 10.1088/2632-2153/ad990d.

Haoyi Zhou, Shanghang Zhang, Jieqi Peng, Shuai Zhang, Jianxin Li, Hui Xiong, and Wancai Zhang.
Informer: Beyond efficient transformer for long sequence time-series forecasting. In Proceedings
of the AAAI conference on artificial intelligence, volume 35, pages 11106-11115, 2021a.

Jinghao Zhou, Chen Wei, Huiyu Wang, Wei Shen, Cihang Xie, Alan Yuille, and Tao Kong. ibot:
Image bert pre-training with online tokenizer. arXiv preprint arXiv:2111.07832, 2021b.

Xiaoxiong Zuo, Yihan Tao, Yang Huang, Zhixuan Kang, Huaxi Chen, Chenzhou Cui, Jiashu Pan,
Xiao Kong, Xiaoyu Tang, Henggeng Han, Haiyang Mu, Yunfei Xu, Dongwei Fan, Guirong Xue, Ali
Luo, and Jifeng Liu. FALCO: a Foundation model of Astronomical Light Curves for time dOmain
astronomy. arXiv e-prints, art. arXiv:2504.20290, April 2025. doi: 10.48550/arXiv.2504.20290.

15



Under review as a conference paper at ICLR 2026

APPENDIX

|A " Details of Experiments for Classification|

[B~ Visualizafions of Embeddings|

[C_Full List of Hand-crafted Features|

[DAstrophysical Description of Classes|
ID.1  Echipsing Binaries (EW,EA)| . . . . . .. ... ... o 0.
ID.2 Active Binartes (RSCVn)[ . . . . ... .. .. ..o

yrae ab, RRC,RRd)| . . . . . . . .

ID.4 Long Period Variables (LPVs)| . . . ... ... ... ... .. 0.

D.5 Beta-Lyrae|. . . . . . . ..
D.6 Blazhkol . . . . . . ..
ID.7 Type II Cepheids (Cepheid-1I) and Anomalous Cepheids (ACEP)[. . . . . . .. ..
ID.8  High-amplitude Delta-Scutis (HADS) and Low-amplitude Delta-Scutis (LADS)] . .
ID.9 Ellipsoidal Bmaries (ELL)| . . . . . ... ... ... .. ... ... ...
ID.10 Hump variables| . . . . . ... ... ... .
ID.11 Post-Common-Envelope Binaries (PCEB)[ . . . . ... ... ... .........
ID.12 EA with unknown period (EAup)|. . . . . . . .. .. ... ... ... ... ..

[E Astromer Performance and Astromer—1 Embedding Quality]

[ Additional Experiments Results on Confusion Matrix|

16

17

17

18

18
20
21
21
21
22
22
22
22
22
22
23
23

23

24



Under review as a conference paper at ICLR 2026

ETHICS STATEMENT

‘We have reviewed the Code of Ethics and affirm that all authors have read it, adhere to it, and that
this submission complies with its requirements.

LLM USAGE DISCLOSURE

We use large language models (LLMs) to aid with polishing writing including improving clarity and
grammar. We also use LLMs to search for works related to those described here. All the technical
results are original contributions by the authors.

REPRODUCIBILITY STATEMENT

We release all code required to reproduce our results, including dataset construction (Section [3)),
embedding generation, training with hyperparameter optimization and three-run scripts, evaluation
routines, plotting utilities, and supporting bash scripts. All the code are provided in the supplementary
materials and the following anonymous link: https://tinyurl.com/jwew993p. We host a
anonymous public dataset on HuggingFace for our curated benchmark dataset and all the produced em-
beddings (https://huggingface.co/datasets/123anonymousl23/StarEmbed).

A DETAILS OF EXPERIMENTS FOR CLASSIFICATION

We report the hyperparameter tuning process and summary for all classifiers in this section. To
fairly compare the different embeddings, we conduct a hyperparameter search on each model when
training the downstream MLP and random forest classifier. We use MLP with three hidden layers of
sizes 1024, 512 and 256 and an output layer for class predictions. we search over batch size B €
{128,256, 512, 1024}, learning rate I € {0.01,0.001,0.0001} and dropout rate € {0.0,0.1}. Every
hyperparameter triple runs once on NVIDIA H100 4 GPUs. The training process is at most 50 epochs,
and stops early if the validation loss fails to improve for 3 epochs. In practice this training takes less
than 30 epochs for all models before the early stopping is triggered. For random forest, we search over
maximum depth of the tree € {None, 10, 20, 30}, the minimum number of samples to split an internal
node € {2, 5,10}, and number of estimator € {100, 200, 500}. We summarize the hyperparameters
of the MLP and random forest classifiers in Table[5]and [6} For linear classifier, since the current
training set is relatively small, we use the LogisticRegression (L-BFGS) from Scikit-learn
library (Buitinck et al., [2013), with max_iter = 5000, class_weight = "balanced",
and all other with default settings. L-BFGS is a deterministic full-batch method that converges to
the global minimizer without learning rate tuning. For k-NN, we use KNeighborsClassifier
from Scikit-learn with default settings. Since k-NN and the default solver of logistic regression are
both deterministic, we only report the 1 run result.

Table 5: Best hyper-parameters for each model with the MLP classifier

Method Hyperparameters Training epochs
Astromer-1 batch_size=32, learning_rate=0.0001, dropout=0.0 17
Astromer-2 batch_size=32, learning rate=0.0001, dropout=0.0 23
Moirai-small batch_size=64, learning_rate=0.001, dropout=0.0 11
Chronos-tiny batch_size=32, learning_rate=0.0001, dropout=0.0 26
Chronos—-Bolt-tiny Dbatch_size=128, learning_rate=0.0001, dropout=0.1 17

Random Embeddings batch_size=128, learning_rate=0.0001, dropout=0.0 5

Hand-crafted features batch_size=32, learning_rate=0.0001, dropout=0.1 30

B VISUALIZATIONS OF EMBEDDINGS

We include the UMAP visualizations for the embeddings from each embedding models to provide
more intuitions regarding the embedding space. As shown by Figure [3] all time series pretrained
models’ embeddings are showing clear distinction and distribution of different clusters corresponding
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Table 6: Best hyperparameters for each model with the random forest classifier

Method Hyper-parameters Training time (s)
Astromer-1 max_depth=10, min_samples_split=2, n_estimators=200 84
Astromer-2 max_depth=30, min_samples_split=10, n_estimators=500 456
Moirai-small max_depth=None, min_samples_split=2, n_estimators=500 738
Chronos-tiny max_depth=None, min_samples_split=5, n_estimators=100 126
Chronos-Bolt-tiny max_depth=30, min_samples_split=2, n_estimators=500 450
Random Embeddings max_depth=None, min_samples_split=2, n_estimators=100 198
Hand-crafted features max_depth=None, min_samples_split=10, n_estimators=100 36.4

Table 7: FATS features and plain-language descriptions.

Feature Intuitive one-sentence description

PeriodLS Best-fit period of the light curve using the Lomb—Scargle
method.

Period_fit The false alarm probability of the largest Lomb—Scargle
periodogram value.

Psi_CS The range of a cumulative sum metric computed on the
phase-folded light curve.

Psi_eta The variability index n° computed on the phase-folded
light curve.

Autocor_length The cross-correlation of the light curve with itself.

PairSlopeTrend The fraction of increasing first differences subtracted

from the fraction of decreasing first differences, com-
puted on the 30 most recent magnitude measurements.
Freq{N}_harmonics_amplitude_{M} Amplitude of the Mth harmonic of the Nth dominant

frequency.

Freq{N}_harmonics_rel_phase_{M} Relative phase of the M th harmonic of the Nth dominant
frequency.

CAR_sigma Short-term variability amplitude in a continuous auto-
regressive (CAR) model.

CAR_tau Characteristic timescale of correlations in the CAR
model.

CAR_mean Long-term mean magnitude level in the CAR model.

See here for a detailed description: http://isadoranun.github.io/tsfeat/FeaturesDocumentation.html

to different ground truth classes. In comparison, as a baseline, the random embeddings show no clear
clusters at all. Astromer—-1’s embeddings and hand crafted features do not show clear clusters
either. Astromer-2’s embeddings show clearer cluster distribution but for some classes, the
clusters are not distinctive with others either. These UMAP visualizations further demonstrate the
promising potentials of using time series pretrained models as light curve embedding models.

C FULL LIST OF HAND-CRAFTED FEATURES

We select hand-crafted features from the libraries of established software packages: FATS (Nun et al.
2015) and 1ight_curve (Malanchev et al.,[2021a). Each feature described here is computed for
each passband individually and the embeddings are formed by concatenating the feature lists of the
g and r embeddings. Tables [7]and [§|show the full list of features and descriptions from FATS and
light_curve, respectively.

D ASTROPHYSICAL DESCRIPTION OF CLASSES

Our dataset contains seven total classes of periodic variable stars: EW, EA, RRab, RRc, RRd, RS
CVn, and LPV. Here, we provide a high-level astrophysical description of each of these classes,
including each class’ observational characteristics and utility. In some cases, multiple classes are
closely related so we describe them together. We also include descriptions of the classes which,
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Figure 3: UMAP projections for each embedding model included in our analysis using the test set.
Inset plots at the bottom of each figure show clustering of different classes.
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Table 8: 1ight_.

curve features and plain-language descriptions

Feature

Intuitive one-sentence description

Amplitude
AndersonDarlingNormal
BeyondNStd

Cusum

Eta

EtaE
InterPercentileRange(p)
Kurtosis

LinearFit

LinearTrend
MagnitudePercentageRatio
MaximumSlope

Mean

Median
MedianAbsoluteDeviation
MedianBufferRangePercentage
OtsuSplit
PercentAmplitude
ReducedChi2

Skew

StandardDeviation
StetsonK

WeightedMean

Half the peak-to-peak range—how far the light curve swings
between brightest and faintest points.

Scores how strongly the magnitude distribution departs from an
ideal bell curve.

Proportion of data points that sit more than N standard deviations
away from the mean, flagging outliers.

Total vertical span of the running cumulative sum, revealing slow
drifts or trends.

Von Neumann ratio: compares successive-point differences to
overall scatter to catch rapid variability.

Eta re-weighted by time gaps so uneven sampling doesn’t skew
the variability estimate.

Distance between the p and (1 — p) quantiles—a robust width
such as the IQR (when p=0.25).

Indicates whether the distribution is more peaked or heavy-tailed
than a normal curve.

Slope, error, and fit quality for a straight line that accounts for
measurement uncertainties.

Slope and error of a simple least-squares line that ignores the
error bars.

Ratio of inner to outer percentile widths, contrasting core spread
with overall spread.

Steepest single-step change in magnitude per unit time between
consecutive points.

Ordinary average magnitude.

Mid-point magnitude that splits the data into equal halves.
Typical absolute distance from the median—a robust scatter mea-
sure.

Fraction of points that fall inside a narrow buffer zone around
the median.

Statistics describing the two groups produced by Otsu’s auto-
matic thresholding of magnitudes.

Largest absolute deviation of any point from the median magni-
tude.

Reduced x2 showing how well the data match their (weighted)
mean given the quoted errors.

Tells whether the distribution leans toward brighter or fainter
extremes (positive or negative tail).

Classical root-mean-square scatter of the magnitudes.
Error-weighted “peakedness” measure that is robust to outliers
in light-curve shape.

Average magnitude that gives greater weight to points with
smaller measurement errors.

See here for a detailed description: https://github.com/light-curve/light-curve-python

due to their rarity, are considered out-of-distribution in this work: 3-Lyrae, Blazhko, Anomalous
Cepheids, Cepheid-1I, HADS, LADS, ELL, Hump, PCEB, and EAup.

D.1

ECLIPSING BINARIES (EW, EA)

Eclipsing binary stars are pairs of stars orbiting each other and aligned with the observer in such a
way that either star periodically blocks the light from the other. When neither star is eclipsed, the
system is at maximum brightness, but when one star is eclipsed by the other, the total flux received
from the system is suppressed, giving the binary star system periodic light curve behavior. This type
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of variability is described as extrinsic because it is not due to astrophysical properties of the stars
themselves. Sub-categorization of eclipsing binaries is based on the configuration of the stars in the
pair.

EW-type eclipsing binaries (also called W Ursae Majoris-type after the original EW system) are
contact binaries. In this case, the two stars, typically dwarf stars, share a common outer envelope
which entirely encapsulates them. This common envelope allows for the exchange of mass and energy
between the pair, equilibrating their temperature. Their light curves exhibit constant and smooth
variations where the dips from either star being eclipsed are of similar or identical depth. EW-type
variables typically have short periods (0.2 < P [d] < 0.5), with a notably unsolved period cut-off at
~ 0.2 days (Rucinskil 2007; |Drake et al.,20144a). These systems are astrophysically valuable, in part,
because they are expected to emit gravitational waves due to their tight orbits, and they also have the
possibility of merging and triggering transient events (Tylenda et al.l 2011).

EA-type eclipsing binaries (also called Algol-type binaries after the original EA system) are detached
binaries. In this case, the two stars are not in contact and thus can have different temperatures and
more varied orbits, manifesting as different light curve properties. The ellipticity of the orbit and
the brightnesses of the stars affect the spacing and depths of the brightness dips. Multiple additional
factors can affect their light curves, e.g., the presence of an accretion disk. EA systems tend to have
longer periods than EW systems due to their wider orbits: 0.3 < P [d] < 100. EA systems are key
for studying binary stellar evolution and populations, especially the exchange of mass between stars
in a binary.

D.2 ACTIVE BINARIES (RS CVN)

RS Canum Venaticorum (RS CVn) stars are also stars in binary systems and are characterized by one
of the stars exhibiting large magnetic spots on its surface. This manifests as observable variability as
the RS CVn stars also have rapid rotational velocities. The resulting light curve affect also depends
on the difference between the star’s rotational period and the systems orbital period, and most RS
CVn systems are tidally locked, meaning the two periods are closely matched. Some RS CVn are
also eclipsing binaries, so their light curves can also show variability due to eclipses. Their periods
tend to be 3 < P [d] < 14. RS CVn systems serve as extreme testbeds for studying stellar magnetic
phenomena and evolution.

D.3 RR LYRAE (RRAB, RRC, RRD)

RR Lyrae stars are low-mass stars exhibiting pulsations, cyclically expanding and contracting radially
due to internal changes in opacity. Because RR Lyrae occur with only a small range of intrinsic
brightnesses, their distances can be easily measured from their observed brightness. Among other
utilities, this allows RR Lyrae to be used for measuring distances within the Milky Way and to nearby
Galaxies. Their periods are also related to their chemical composition, so they can provide crucial
information about Galactic structure and formation.

RR Lyrae can occur in different pulsation modes which define the various RR Lyrae subclasses.
RRab stars pulsate in the fundamental mode; RRc in the first-overtone; and RRd are double-mode
pulsators. RRab stars have light curves with a rapid brightening episode followed by a gradual
fading, producing a sawtooth-like pattern. RRab typically have periods 0.4 < P [d] < 1.0. RRc
stars exhibit sinusoid-like variability with typical periods of 0.2 < P [d] < 0.5. They also tend to
exhibit a constant, slow drift in their periods. RRd stars pulsate in both the fundamental mode and
the first-overtone and thus show a combination of two periodic signals in their light curves, typically
with the first-overtone dominating.

D.4 LONG PERIOD VARIABLES (LPVS)

LPVs are giant stars exhibiting pulsations with periods of 3 < P [d] < 1000. They include multiple
subtypes each with different period-luminosity relations but we, as inDrake et al.|(2014a)), consider
these a single class. They pulsate with a similar mechanism to the RR Lyrae but have dramatically
larger radii. Their outer layers are not very tightly bound to the rest of the star, which can lead to
the star expunging mass and polluting the surrounding environment with gas. Thus, studying LPVs
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provides insights into the cycles of gas into and out of stars. Their period-luminosity relations also
allow LPVs to act as distance measures.

D.5 BETA-LYRAE

Beta-Lyrae (/3-Lyrae) stars are close binary star systems in which the outer gaseous layers of both
stars have expanded to the point that the pair is enveloped in a shared gaseous envelope. At this stage,
gaseous material can be transferred from one star to another, altering either star’s evolution. Their
periods are typically a few days, and their light curves display continuous variations in brightness
rather than flat maxima or minima like EA-type binaries, for example. Their dynamics provide direct
information on gaseous mass transfer between binary stars, stellar structure under extreme tidal
distortion, and the role of binarity in late stellar evolution.

D.6 BLAZHKO

Blazhko variables are a sub-class of RR Lyrae variables, which exhibit the rare Blazhko effect in
which their light curve amplitudes and phases are modulated over long time periods (tens to hundreds
of days). In part owing to its rarity relative to normal RR Lyrae stars, there is not yet a consensus
to the physical mechanism driving the Blazhko effect. The effect may be explained with magnetic
fields or resonances within the star, so these stars are useful for studying exotic phenomena which
can occur in stars.

D.7 TyPE II CEPHEIDS (CEPHEID-II) AND ANOMALOUS CEPHEIDS (ACEP)

Cepheid-II stars have old, low-mass stars with periods typically of tens of days and can produce a
variety of light curve morphologies. They deviate from classical Cepheids because they are much
fainter, but they do follow their own period-luminosity relation, enabling them to also be used as
distance measures.

ACEPs have periods and luminosities inbetween those of RR Lyrae and classical Cepheids (roughly
0.3-2 days) with amplitudes of about 0.3—1.0 magnitudes, and their light curves typically resemble
those of RRab stars. Their physical nature is not very well understood, but they have be proposed to
be a product of gaseous mass transfer in a binary star system. ACEPs provide special astrophysical
insights into stellar evolution pathways involving binary interaction, as well as into the environments
where they typically occur.

D.8 HIGH-AMPLITUDE DELTA-SCUTIS (HADS) AND LOW-AMPLITUDE DELTA-SCUTIS
(LADS)

Delta-Scuti (6-Scuti) stars are pulsating variables stars with short periods and are typically divided
into the HADS and LADS subclasses based on the morphology of their light curves. HADS have
simple, regular, sawtooth-like light curves with periods <0.3 days and amplitudes greater than ~0.3
magnitudes. In contrast, LADS exhibit complex, multi-periodic light curves with amplitudes below
~0.1 magnitudes. HADS provide clean tests of stellar pulsation theory and scaling relations, while
LADS are testbeds for asteroseismology.

D.9 ELLIPSOIDAL BINARIES (ELL)

ELLs are close binary star systems in which the stars are tidally distorted into ellipsoidal shapes,
producing photometric variability without eclipses. ELL light curves have smooth, nearly sinusoidal
variations with two unequal minima per cycle, arising from the elongated parts rotating in and out of
view. They are astrophysically important because they reveal details of binary star evolution, stellar
shapes, and the presence of companion objects such as white dwarfs, neutron stars, or black holes.

D.10 HUMP VARIABLES

The Hump class is used as a catch-all for the small amount of periodic variables which Drake et al.
(2014a) were unable to classify into any other known classes but do show clear periodic variability.

22



Under review as a conference paper at ICLR 2026

Embedding Alignment across Surveys: Astromer 1 Embedding Alignment across Surveys: Chronos-tiny
1.0
=1 ZTF v.s. MACHO 01501 L =1 ZTF v.s. MACHO
EE within MACHO - [ within MACHO
u n
2087 9 0.125
X a
€ (S
S 0.6 & 0.1001
6 6
0.0751
§ 041 S
k9] ‘G 0.050
g o
w [
02 0.0251
0 T T T T T T T T 0.000 - f T T T T
0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
Cosine similarity Cosine similarity

Figure 4: Comparison of Embedding Elignment for Ast romer-1 (left) and Chronos-tiny
(right) models. The plots show the distribution of cosine similarities between light curve embed-
dings, both within the MACHO survey (green) and across surveys (ZTF vs. MACHO, orange).
Astromer-1 exhibits embedding collapse, with cosine similarities approaching 1.0 no matter
within- or cross-survey. This indicates that the model encodes little discriminative structure. In
contrast, Chronos—tiny produces more meaningful embeddings. The wider distribution of cosine
similarities preserves structural information, and the clear separation between within-survey and
cross-survey pairs demonstrates its ability to capture the domain shift between datasets.

Some of these objects exhibit vaguely sawtooth-like variability, like what is seen in RRab stars, but
others have smoother variability.

D.11 PosST-COMMON-ENVELOPE BINARIES (PCEB)

PCEBs are close binary stars that have recently emerged from a common-envelope evolutionary
phase, in which one star expanded and engulfed its companion star inside its expanded outer layers
(“envelope"). Their light curves show a wide range of morphologies, including eclipses and ellipsoidal
modulations, depending on the physical properties of the system like the inclination of the orbit
relative to our line-of-sight and the nature of either of the stars in the binary system. Their periods
tend to be very short as the common-envelope phase drives angular momentum out of the orbit. The
smaller star in these systems are often a white dwarf, so these systems are an opportunity to study
potential progenitors of Type Ia supernovae.

D.12 EA WITH UNKNOWN PERIOD (EAUP)

EAup are EA-type stars where |Drake et al.|(2014a)) were unable to determine their periods for any
reason.

E AsTroMER PERFORMANCE AND AsTROMER—1 EMBEDDING QUALITY

We provide detailed analysis and provide experiments on the issue of the poor performance of
Astromer-1. First, Ast romer—1 needs further finetuning on the dataset of the downstream task
to achieve good performance on the variable star classification task, according to Donoso-Oliva et al.
(2023)). This is evidenced in their Fig. 11 (a), which shows a clear increase of F1 score from 0.25 to
0.6 when finetuned on 20 to 500 variable stars per class of the MACHO dataset. A similar trend is
observed for other datasets, including OGLE-III and ATLAS. Astromer-2 (Donoso-Oliva et al.,
2025)) also shows improvement with finetuning, though its performance starts higher (around 0.65)
even with just 20 samples per class. Please refer to (Donoso-Oliva et al.,2025| Figs. 11 and 12) for
the details. These results indicate that Ast romer’s low zero-shot performance in our benchmark is
expected, as we intentionally evaluate the pretrained checkpoints without any task-specific tuning.

Second, we provides empirical analysis to show that Ast romer—1 embedding collapse into similar
direction. Specifically, we randomly sample 1000 pairs of ZTF-MACHO data in r-band, and compute
the cosine similarity of embedding from two model, Astromer—-1 and Chronos—tiny. For
comparison, we do the same for within-MACHO pairs. The result is in Figure 4} For Astromer-1,
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it is clear that its embedding collapse to one direction. Even the 10th percentile of cosine similarity
of embedding within MACHO is 0.995, this means every star is almost parallel to each other. Even if
the survey data shift, the 10th percentile is still 0.948. From above to we conclude the embedding
of frozen Ast romer—1 encodes very little discriminative structure. This explain why downstream
classifier has a hard time to distinguish different class (low F1 score). For Chronos—tiny (right
figure), the cosine similarity within MACHO (green) shows a wide range of angles, indicating the
embeddings preserve class information. Furthermore, the embedding has a clear domain shift. The
cosine similarity of ZTF-MACHO pairs (orange) is lower than the one of within-MACHO pair.
Unlike frozen Astromer-1, Chronos-tiny doesn’t collapse everything into a single direction.
It still has room to spread out unseen patterns instead of forcing them into the old manifold.

F ADDITIONAL EXPERIMENTS RESULTS ON CONFUSION MATRIX
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Figure 5: Confusion matrix of Chronos—tiny on four classifiers.

To provide detailed information about classification performance across different variable star classes,
we report the confusion matrices for all embeddings and the hand-crafted features in this section. For
the random forest and MLP classifiers, the per-class accuracies are obtained by averaging over the
results of three runs.
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Figure 6: Confusion matrix of hand-crafted features on four classifiers.
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Figure 7: Confusion matrix of Chronos-Bolt on four classifiers.
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Figure 9: Confusion matrix of Ast romer—1 on four classifiers.
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Figure 10: Confusion matrix of Ast romer—2 on four classifiers.
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