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ABSTRACT

We study masked discrete diffusion—a flexible paradigm for text generation in
which tokens are progressively corrupted by special mask symbols before be-
ing denoised. Although this approach has demonstrated strong empirical perfor-
mance, its theoretical complexity in high-dimensional settings remains insuffi-
ciently understood. Existing analyses largely focus on uniform discrete diffusion,
and more recent attempts addressing masked diffusion either (1) overlook widely
used Euler samplers, (2) impose restrictive bounded-score assumptions, or (3) fail
to showcase the advantages of masked discrete diffusion over its uniform counter-
part. To address this gap, we show that Euler samplers can achieve ϵ-accuracy in
total variation (TV) with Õ(d2ϵ−3/2) discrete score evaluations, thereby providing
the first rigorous analysis of typical Euler sampler in masked discrete diffusion.
We then propose a Mask-Aware Truncated Uniformization (MATU) approach that
both removes bounded-score assumptions and preserves unbiased discrete score
approximation. By exploiting the property that each token can be unmasked at
most once, MATU attains a nearly ϵ-free complexity of O(d ln d · (1− ϵ2)). This
result surpasses existing uniformization methods under uniform discrete diffu-
sion, eliminating the ln(1/ϵ) factor and substantially speeding up convergence.
Our findings not only provide a rigorous theoretical foundation for masked dis-
crete diffusion, showcasing its practical advantages over uniform diffusion for
text generation, but also pave the way for future efforts to analyze diffusion-based
language models developed under masking paradigm.

1 INTRODUCTION

Diffusion language models (Sohl-Dickstein et al., 2015; Hoogeboom et al.; Austin et al., 2021; Lou
et al., 2024; Ou et al., 2024) have recently emerged as a powerful class of generative paradigms,
frequently regarded as both complements and competitors to the auto-regressive based language
models (Achiam et al., 2023; Touvron et al., 2023; Zhao et al., 2023). Whereas auto-regressive
models learn the conditional distribution of the next token given a prefix, diffusion language models
approximate the joint distribution of an entire token sequence through a noising–denoising process.
This process transforms a potentially complex data distribution into a simpler prior distribution and
then iteratively reconstructs it. In the forward (noising) direction, tokens are progressively replaced
by special mask symbols, thereby mapping the data distribution to a one-hot stationary distribution.
The reverse (denoising) direction then recovers the original text step by step by estimating discrete
scores (i.e., density ratios) over the corrupted samples.

Although masked discrete diffusion has empirically outperformed uniform discrete diffusion (where
the forward process admits a uniform stationary distribution) (Nie et al., 2025), analyzing and miti-
gating its computational overhead in high-dimensional settings remains challenging. As summarized
in Table 1, most existing theoretical results focus on uniform discrete diffusion. In these analy-
ses, Euler-type samplers approximate continuous-time scores by holding them constant over short
intervals, leading to polynomial complexity in the total variation (TV) distance ϵ. Specifically,
exponential-integrator methods (Zhang et al., 2024) require Õ(ϵ−2) steps, while τ -leaping meth-
ods (Campbell et al., 2022; Lou et al., 2024) and their higher-order variants (Ren et al., 2025) need
at least Õ(ϵ−1) steps. Notably, uniformization-based techniques offer a promising approach, achiev-
ing O(ln(1/ϵ)) complexity by unbiasedly simulating the reverse Markov chain. In the context of
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masked discrete diffusion, Liang et al. (2025) rigorously examined ϵ-TV convergence, showing that
τ -leaping can take Õ(ϵ−2) steps to converge and also improves upon the dimensional dependence
found in uniform discrete diffusion. However, their stronger bounded-score assumptions make di-
rect comparisons of algorithmic complexity with existing works (Chen & Ying, 2024; Huang et al.,
2025) uncertain. Although uniformization can theoretically reach a complexity of O(ln(1/ϵ)) in
their framework, it retains the same ϵ-dependence as uniform discrete diffusion and has yet to ex-
hibit clear empirical benefits in masked diffusion. Finally, the analysis of the typical Euler sampler
used in most empirical studies (Lou et al., 2024; Ou et al., 2024) is still not fully understood.

To address the theoretical challenges of masked discrete diffusion, we first analyze a typical Euler
sampler that parallels the inference procedures used in many empirical studies (Lou et al., 2024;
Ou et al., 2024). Our findings reveal that reaching ϵ-TV convergence in masked discrete diffu-
sion with the typical Euler sampler requires Õ(d2ϵ−3/2) discrete score evaluations. This result
stands as the first rigorous analysis of the typical Euler method in masked discrete diffusion and
demonstrates faster convergence than the τ -leaping approach (Liang et al., 2025) under stringent
accuracy demands. We then examine uniformization-based approaches for masked discrete diffu-
sion, where uniformization converts a continuous-time Markov chain (CTMC) into a discrete-time
Markov chain (DTMC) by sampling random Poisson jump times. This technique preserves the exact
transition structure of the original CTMC and provides an unbiased simulation without time-step dis-
cretization error. To eliminate the bounded-score assumption used in previous uniformization anal-
yses (Chen & Ying, 2024; Liang et al., 2025), we propose a Mask-Aware Truncated Uniformization
(MATU) method inspired by Huang et al. (2025). Under MATU, we rescale the outgoing transition
rates of the reverse process according to the number of masked tokens in preceding states, naturally
tighting enforcing boundedness in the discrete score estimator while preserving the unbiasedness of
uniformization-based score approximation. We prove that MATU can reach the same ϵ-TV conver-
gence at a nearly ϵ-free complexity, offering a significant speedup from O(ln(1/ϵ)) to O(1 − ϵ2).
The key insight is that uniformization in the masked setting explicitly identifies which tokens re-
main masked and require denoising, thereby avoiding the redundant denoising attempts that slow
convergence in uniform discrete diffusion. Our main contributions are summarized as follows.

• We present the first rigorous theoretical analysis of typical Euler samplers for masked dis-
crete diffusion. Achieving ϵ-TV convergence requires Õ(d2ϵ−3/2) discrete score evalua-
tions, surpassing τ -leaping (Liang et al., 2025) in high-accuracy settings.

• We propose a new method called Mask-Aware Truncated Uniformization (MATU). Un-
like simply applying uniformization to masked discrete diffusion (Liang et al., 2025), our
approach leverages a truncation on the outgoing rate, thereby removing the need for a
score-bounded assumption. Moreover, our truncation is adaptive to the number of masked
tokens, in contrast to Huang et al. (2025) which relies on a uniform constant, thus making
full use of masked discrete diffusion properties.

• By leveraging the property that tokens cannot be unmasked multiple times, MATU signifi-
cantly accelerates convergence on the discrete space {1, 2, . . . ,K}d. Specifically, to reach
ϵ-TV convergence, MATU uses an expected number of discrete score calls on the order of

O
(
Kd · (1− ϵ2/d) + d ln d

)
.

Compared to uniformization-based sampler in uniform discrete diffusion (Huang et al.,
2025; Liang et al., 2025), this result improves upon the O

(
ln(1/ϵ)

)
rate and surpasses the

linear convergence limitation. Moreover, the dependence on both vocabulary size K and
dimension d aligns with state-of-the-art performance (Zhang et al., 2024).

2 PRELIMINARIES

In this section, we establish the notation and setup for both forward and reverse Markov processes in
general discrete diffusion models. We discuss marginal and conditional distributions, the transition
rate function, neural-network-parameterized discrete scores (density ratios), and a standard training
objective. We also present the commonly adopted assumption on score estimation error, which
underlies many theoretical and empirical works (Zhang et al., 2024; Lou et al., 2024; Chen & Ying,
2024; Huang et al., 2025; Liang et al., 2025). A comprehensive summary of the notation can be
found in Table 2 of Appendix A.
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The forward process notations. In this paper, we consider discrete distributions over Y =
{1, 2, . . . ,K}d. For any functions f, g : Y → R, we define their inner product as

⟨f, g⟩Y =
∑
y∈Y

f(y) · g(y).

Given a target distribution q∗, we define a forward Markov process {y→t }Tt=0 with q→0 = q∗, which
converges to a stationary distribution q→∞ as T → ∞. We denote by q→t its marginal at time t, and
use q→t′,t(y

′,y) and q→t′|t(y
′|y) to represent the joint and conditional distributions over times t′ and

t, respectively:

(y→t′ ,y
→
t ) ∼ q→t′,t, q→t′|t(y

′|y) = q→t′,t(y
′,y)/q→t (y) for t′ > t.

Both masked and uniform discrete diffusion models treat this forward process as a time-
homogeneous CTMC with transition rate function R→ : Y × Y → R which denotes the instan-
taneous transition rate from y′ to y. Formally,

R→(y,y′) := lim
∆t→0

[
(q→∆t|0(y|y

′)− δy′(y))/∆t
]

(1)

where δy′(y) = 1 if y = y′ and 0 otherwise. We further define R→(y′) :=
∑

y ̸=y′ R
→(y,y′) as

the outgoing rate, which denotes the instantaneous transition rate from y′ to all other feasible states.
Under this condition, the discrete forward process follows

dq→t|s

dt
(y|y0) =

〈
R→(y, ·), q→t|s(·|y0)

〉
Y
,

dq→t
dt

(y) = ⟨R→(y, ·), q→t (·)⟩Y . (2)

More details and derivation can be found in Appendix B.

The reverse process notations. To sample from q∗ = q→0 , discrete diffusion models define a
reverse process {y←t }Tt=0 such that y←t ∼ q←t = q→T−t and (y←t′ ,y

←
t ) ∼ q←t′,t. By Lemma 1 (proof

in Appendix B.2), this time-inhomogeneous Markov chain satisfies:

Lemma 1 (Adapted from Eqs. (3) and (4) of Huang et al. (2025)). The probability mass function
q←t in the reverse process follows

d q←t
d t

(y) = ⟨R←t (y, ·), q←t (·)⟩Y where R←t (y,y′) := R→(y′,y)
q←t (y)

q←t (y′)
, (3)

and the reverse transition function R←t arises as the infinitesimal operator of the reverse process:

R←t (y,y′) := lim
∆t→0

[
(q←t+∆t|t(y | y′)− δy′(y))/∆t

]
, (4)

while the outgoing rate is R←t (y′) =
∑

y ̸=y′ R
←
t (y,y′).

Under this formulation, the reverse transition rate R←t depends on the forward transition rate R→ as
well as the discrete score, defined as the density ratio q←t (y)/q←t (y′). Since this ratio is generally
intractable, it is approximated in practice by a neural network ṽ:

ṽt,y′(·) ≈ vt,y′(·) = q←t (·)/q←t (y′), (5)

yielding an approximate reverse transition rate R̃←t via Eq. (3). To train ṽ, one typically uses the
score entropy loss (Lou et al., 2024; Benton et al., 2024),

LSE(ṽ) =
1

T

∫ T

0

Eyt∼q→t

[∑
y ̸=yt

R→(yt,y)Dϕ

(
vT−t,yt(y)

∥∥ṽT−t,yt(y)
)]

dt, (6)

where Dϕ

(
·
∥∥·) is the Bregman divergence associated with ϕ(c) = c ln c. As in continuous diffu-

sion (Chen et al., 2023), practitioners often replace LSE by implicit or denoising score entropy (Lou
et al., 2024; Benton et al., 2024) for more tractable optimization but invariant minimum.
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General Assumptions. To analyze both convergence properties and the computational effort re-
quired for achieving TV distance convergence in practical settings, we assume the score entropy loss
will be upper-bounded. Formally:

[A1] Score approximation error. The discrete score ṽt obtained from Eq. (6) is well-trained,
and its estimation error is small enough so that LSE(ṽ) ≤ ϵ2score.

This assumption is standard in theoretical inference research (Chen & Ying, 2024; Zhang et al.,
2024; Lou et al., 2024), where it is commonly presumed that the score can be trained arbitrarily well
such that ϵscore ≤ ϵ for any desired ϵ > 0.

3 THE FORWARD PROCESS OF MASKED DISCRETE DIFFUSION

In this section, we instantiate the masked discrete diffusion from the framework outlined in Sec-
tion 2. We then construct a family of auxiliary distributions that approach the ideal forward marginal
distribution exponentially quickly as time progresses. This construction leverages the forward tran-
sition kernel of masked discrete diffusion for any 0 < s < t < T , and can be used as an alternative
to the reverse initialization proposed by Liang et al. (2025).

Additional settings. Following Ou et al. (2024), we adopt a diffusion-based language modeling
framework. Our vocabulary is {1, 2, . . . ,K}, where K denotes the mask token. We aim to generate
a length-d sequence (sentence) y ∈ Y = {1, 2, . . . ,K}d. The number of mask tokens in specific
sentence y and the Hamming distance between two sentences (y and y′) are denoted as

numK(y) :=

d∑
i=1

δK(yi) and Ham(y,y′) =

d∑
i=1

δyi
(y′i)

respectively. Generally, we suppose the mask token is never observed in target distribution:

[A2] No mask in the target distribution. The target distribution q→0 = q∗ : Y → R assigns
positive probability only to those sequences without any mask tokens, i.e. q∗(y) > 0 if and
only if numK(y) = 0.

Masked discrete diffusion instantiation and approximation. We begin by specifying the ab-
sorbing forward transition rate function for masked discrete diffusion:

R→(y,y′) =


1 if Ham(y,y′) = 1 and yDiffIdx(y,y′) = K

−K ·
∑d

i=1

[
1− δK(yi)

]
if y = y′

0 otherwise
. (7)

Here, DiffIdx (y,y′) denotes the single coordinate where y and y′ differ. Under this transition rule,
each non-masked coordinate tends to become masked at an exponential rate. Concretely, for any
0 < s < t < T , the forward transition kernel satisfies

q→t|s(y|y
′) =

d∏
i=1

[
δ(K,K)(yi,y

′
i) +

(
1− δ(K,K)(yi,y

′
i)
)
· δ0(yi − y′i) · e−(t−s)

+
(
1− δ(K,K)(yi,y

′
i)
)
· δK(yi) · (1− e−(t−s))

]
,

(8)

as shown in Lemma 8. To approximate the forward marginal distribution q→t at time t, we exploit
this exponential decay by modeling each non-mask coordinate under a uniform distribution and
masking coordinates at a constant rate. Specifically, we define

q̃t(y) ∝
d∏

i=1

exp
(
−t ·

[
1− δK(yi)

])
= exp

(
− t ·

[
d− numK(y)

])
. (9)

so that q̃t factorizes over coordinates and is straightforward to sample from. Moreover, as established
in Lemma 2, the KL divergence between q→t and q̃t decreases exponentially with t.
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Lemma 2 (Exponentially decreasing KL divergence between q→t and q̃t). Suppose the CTMC
{y→t }Tt=0 has transition rates R→ from Eq. (7), with y→t ∼ q→t . Let q̃t be the approximation of
q→t defined by Eq. (9). Then,

KL
(
q→t
∥∥q̃t) ≤ (1 + e−t)d − 1.

Consequently, to ensure KL
(
q→t
∥∥q̃t) ≤ ϵ, it suffices to choose t ≥ ln

(
4d/ϵ

)
.

From Lemma 2, the running time T required for q̃T to approximate q→T falls on the order of
O(ln(d/ϵ)). It precisely matches the forward mixing time for uniform discrete diffusion (Chen
& Ying, 2024; Zhang et al., 2024; Huang et al., 2025) and continuous diffusion (Chen et al., 2023)
converging to their stationary distributions. Although the final results exhibit a similar convergence
rate, the underlying analytical techniques differ substantially because the one-hot stationary distri-
bution of masked discrete diffusion does not satisfy the modified log-Sobolev condition. Further
technical details are deferred to Appendix B.3.

4 EULER SAMPLER IN MASKED DISCRETE DIFFUSION

This section first introduces the Euler sampler in masked discrete diffusion, widely used for its par-
allel coordinate updates when reverse transition can be factorized coordinate-wise. We then extend
it to handle more general reverse marginals with unknown correlations, and show how to control
accumulative errors by introducing the exponential integrator as the auxiliary process. Finally, we
provide convergence and complexity guarantees for achieving ϵ–TV convergence.

Typical Euler samplers and their extensions. Euler-type samplers have become increasingly
popular in empirical studies (Lou et al., 2024; Ou et al., 2024) because their parallel-friendly updates
often run faster than traditional auto-regressive models. Let {ŷt}Tt=0 denote the practical reverse
process, whose marginal, joint, and conditional distributions satisfy:

ŷ ∼ q̂t, (ŷt′ , ŷt) ∼ q̂t′,t, and q̂t′|t(y
′|y) = q̂t′,t(y

′,y)/q̂t(y) where t′ ≥ t.

A key assumption is that the reverse transition for each coordinate is conditionally independent:

q̂t+∆t|t(y
′|y) ∝

d∏
i=1

q̂
(i)
t+∆t|t(y[{i} → {y′i}]|y), (10)

where the token revision function

y[S : → Y ′ ⊆ Y |S|] =
d∑

i=1

ei · 1[i ̸∈ S] · yi +

|S|∑
j=1

esj · Y ′j

indicates that the coordinates of y indexed by the set S are replaced by the corresponding values
in Y ′. Then, each non-masked token can be updated independently in the reverse-time direction.
Specifically, by discretizing Eq. (4) from Lemma 1, the update for the ith coordinate takes the form:

q̂
(i)
t+h|t(y[{i} → {y′i}]|y) = δyi

(y′i) + h ·R→(y,y[{i} → {y′i}]) · ṽt,y(y[{i} → {y′i}]).

Since Ham(y, y[{i} → y′i) = 1, the definition of R→ in Eq. (7) ensures that R→
(
y, y[{i} →

y′i
)
̸= 0. Hence, q̂(i)t+h|t(y[{i} → k]|y) for any non-mask token k ̸= K, enabling all coordinates to

be updated in parallel.

However, if the assumption in Eq. (10) does not hold, parallel updates become invalid. A practical
alternative is to discretize Eq. (4) jointly, leading to the sequential update:

q̂t+h|t(y
′|y) ∝ δy(y

′) + h · R̃t(y
′,y) = δy(y

′) + h ·R→(y,y′) · ṽt,y(y′) (11)

where q̂t+∆t|t(y
′ | y) ̸= 0 only if R→(y,y′) ̸= 0, which implies Ham(y,y′) = 1 (see Eq. (7)).

Consequently, at most one masked token could be denoised per update. In the subsequent analysis,
we consider the Euler sampler using Eq. (11) in this more general setting.
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Theoretical results. For the Euler sampler, the construction of the training loss, e.g., denoising
score entropy, will be related to the step size h and share the same minimum with

LDisSE(ṽ) :=
1

T − δ

n−1∑
k=0

∫ (k+1)h

kh

Eyt∼q←t

∑
y ̸=yt

R→(yt,y)Dϕ (vkh,yt
(y)||ṽkh,yt

(y))

 dt.

Correspondingly, to suppose the neural score estimator well approximates the discrete score only
requires the following score estimation assumption, milder than Assumption [A1], i.e.,

[A1]- Score approximation error. The discrete score ṽt obtained from Eq. (6) is well-trained,
and its estimation error is small enough so that LDisSE(ṽ) ≤ ϵ2score.

Then, we summarize the convergence and complexity of Euler sampler (with proof in Section C.1).

Theorem 1. Suppose Assumption [A1]-, [A2] and Assumption 2 of Liang et al. (2025) hold, imple-
ment Euler sampler with Eq. (11), if we require

T = ln(4d/ϵ2), h ≲ min

{
ε

K2d2 log(d/ε)
,

ε
3
2

d
√

log(d/ε)

}
, and ϵscore ≤ õ(ϵ2/d),

the Euler sampler will achieve TV (p∗, p̂) ≤ 2ϵ by requiring iterations to at an Õ(d2ϵ−3/2) level.

Compared to the τ -leaping method analyzed in Liang et al. (2025), Euler-based approaches can be
more effective in high-accuracy settings (e.g., ϵ ≤ d−2). However, establishing a clear advantage
over uniform discrete diffusion remains challenging. Due to time-discretization errors in discrete
score estimation, Euler-based inference incurs polynomial complexity in both the dimensionality d
and the error tolerance ϵ, which is still be worse than that in uniformization-based samplers.

5 TRUNCATED UNIFORMIZATION IN MASKED DISCRETE DIFFUSION

This section extends the truncated uniformization sampler of Huang et al. (2025) to masked discrete
diffusion. We first revisit the core principle of unbiased reverse process simulation via uniformiza-
tion. Next, we show that the expected complexity of uniformization-based inference depends crit-
ically on the outgoing rates of the reverse transition, and that masked discrete diffusion naturally
offers smaller outgoing rates than its uniform counterpart, leading to faster convergence. We then
introduce Mask-Aware Truncated Uniformization (MATU), which rescales the outgoing rates to
eliminate the bounded-score assumption while preserving unbiased reverse process simulation. Fi-
nally, we provide theoretical results on MATU’s convergence and computational complexity, and
compare these findings with existing approaches in the literature.

Uniformization and the expected number of discrete score calls. Consider a time-dependent
reverse transition rate R←t defined over the interval [a, b]. The evolution of the ideal reverse process
for any y,y′ can be described by

q←t+∆t|t(y
′ | y) =

{
∆t ·R←t (y′,y), y′ ̸= y,

1−∆t ·R←t (y), y′ = y,
as ∆t → 0, (12)

following Eq. (4). If the total outgoing rate–denoting the instantaneous transition rate from y to all
other feasible states–is uniformly bounded by some β, i.e.,

R←t (y) =
∑
y′ ̸=y

R←t (y′,y) ≤ βt ≤ max
t∈[a,b]

βt = β, (13)

then with probability 1 − ∆t · β, the particle remains in the same state in each infinitesimal time
step, thus requiring no additional score computation.

Based on this observation, the standard uniformization method (van Dijk, 1992; van Dijk et al., 2018;
Chen & Ying, 2024) simulates the reverse dynamics over [a, b] by iterating the following two-step
procedure in the limit ∆t → 0:

6
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1. Sample whether a transition occurs with probability ∆t · β.
2. If a transition occurs, move y←t from y to y′ with probability

Mt(y
′ | y) =

{
β−1 R←t (y′,y), y′ ̸= y,

1− β−1R←t (y), otherwise.
(14)

Under this update scheme, the reverse transitions of uniformization will be equivalent to Eq. (12)
exactly and introduce no time-discretization error (see Appendix D.2 for details). Moreover, since
the number of transitions (and hence the number of discrete score computations) over [a, b] follows
a Poisson distribution with mean β · (b − a), any tighter bound on R←t (y) reduces β and thereby
lowers the expected inference complexity.

The comparison of computational complexity and outgoing rate. By the previous discussion
of uniformization, the expected number of discrete score calls over the time interval [0, T ] can be
approximated by

W∑
w=1

max
t∈[tw−1,tw]

βt · (tw − tw−1)
W→∞
≈

∫ T

t=0

βtdt, (15)

where [t0, t1, . . . , tW ] is a partition of [0, T ]. In uniform discrete diffusion, Chen & Ying (2024);
Huang et al. (2025) show that the ideal reverse process satisfies

βt := 2K · d ·max{1, (T − t)−1} ≤ β := 2K · d ·max{1, (T − b)−1} ∀ t ∈ [a, b], (16)

providing a uniform upper bound on the total outgoing rate R←t (y).

For masked discrete diffusion, Lemma 3 (with proof in Appendix D.1) shows that the outgoing rate
can be bounded instead by
Lemma 3 (Bound of the outgoing rate). Consider a CTMC whose transition rate function R→ is
defined as Eq. (7). Then, for any y, the reverse transition rate function satisfies∑

y′ ̸=y

R←t (y′,y) = R←t (y) ≤ βt(y) :=
numK(y) ·K
e(T−t) − 1

. (17)

Compared to (16), this bound explicitly depends on numK(y), the number of mask tokens in y.
Since numK(y) ≤ d, it is strictly smaller than the uniform bound in (16). Furthermore, numK(y)
decreases monotonically as the reverse process proceeds, which progressively enlarges the gap in
outgoing rate between masked and uniform discrete diffusion. Because a lower outgoing rate im-
plies fewer expected discrete score evaluations for each time t, masked discrete diffusion can be
significantly more computationally efficient.

From an empirical perspective, a central observation is: during inference, masked discrete diffusion
only updates (denoises) masked tokens, whereas uniform discrete diffusion attempts to re-denoise
tokens that have already been denoised. Hence, in masked discrete diffusion, particles are more
likely to remain unchanged at each step, leading to a smaller outgoing rate (and thus smaller βt) over
[0, T ]. Consequently, fewer discrete score evaluations are required, underscoring the computational
advantages of masked compared to uniform discrete diffusion.

Mask-aware truncation and algorithm proposal. In practice, we approximate the reverse tran-
sition rate R←t (y′,y) by a learned neural score ṽt,y(y

′), yielding

R̃t(y
′,y) = R→(y,y′) ṽt,y(y

′),

as dictated by Lemma 1 and Eq. (5). Because ṽ is a learned estimator, the outgoing rate R̃t(y)
may have no explicit upper bounds, complicating control over the expected number of discrete
score evaluations. To mitigate unbounded transition rates, prior work typically imposes a bounded-
score assumption on R̃t(y), restricting it to remain below a fixed constant (Liang et al., 2025) or
to grow as a function of the inference time (Chen & Ying, 2024). However, such assumptions can
severely impact inference efficiency because the chosen upper bound β directly governs Step 2 of
uniformization, as described in Eq. (14). When β is unknown, it can be treated as a hyperparameter.
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Algorithm 1 MASK-AWARE TRUNCATED UNIFORMIZATION (MATU)
1: Input: Total time T , a time partition 0 = t0 < . . . < tW = T − δ, parameters βt1 , . . . , βtW set

as Eq. (17), a reverse transition rate function R̂←t obtained by the learnt score function ṽt,y′(·).
2: Draw an initial sample ŷt0 = [K,K, . . . ,K].
3: for w = 1 to W do
4: Choose βtw = K · numK(ŷtw−1

)/(eT−tw − 1)
5: Draw N ∼ Poisson(βtw(tw − tw−1));
6: Sample N points i.i.d. uniformly from [tw−1, tw] and sort them as τ1 < τ2 < . . . < τN ;
7: Set z0 = ŷtw−1 ;
8: for n = 1 to N do
9: Find the index set M of [MASK] token appeared in random vector zn−1

10: For any i ∈ M and k ∈ {1, 2, . . . ,K − 1}, update zn−1 with

zn =

{
zn−1[zi : K → k] w.p. β−1tw · R̂(zn−1[zi : K → k], zn−1),

zn−1, w.p. 1− β−1tw · R̂←τn(zn−1).

11: end for
12: Set ŷtw = zN .
13: end for
14: return ŷtW .

Setting β too small may yield an infeasible probability 1 − β−1R̃t(y) < 0, forcing the algorithm
to fail; setting it too large preserves feasibility but inflates complexity in direct proportion to β.
Thus, tightening this bounding scheme is crucial for balancing both correctness and computational
efficiency in uniformization-based inference.

Motivated by Huang et al. (2025), we propose a mask-aware truncation scheme to rescale the practi-
cal outgoing rate R̃t(y

′,y). This ensures that the non time-discretization property is preserved with-
out additional cost, even when R̃t(y) becomes large. Specifically, consider simulating the reverse
process over the (w-th) time segment [tw−1, tw], assuming the state at time tw−1 is ŷtw−1

= ytw−1
.

Following from the monotonicity of (eT−t − 1)−1 and numK(ŷt) in Lemma 3, the mask-aware
truncation is chosen as βtw(ytw−1

), then we set

R̂t,ytw−1
(y,y′) =

{
R̃t(y,y

′) βtw(ytw−1)/R̃t(y
′), if R̃t(y

′) > βtw(ytw−1),

R̃t(y,y
′), otherwise,

∀y′ ̸=y, (18)

and
R̂t,ytw−1

(y′,y′) = −
∑
y ̸=y′

R̂t,ytw−1
(y,y′). (19)

With these truncations, the corrected outgoing rate will be definitely upper bounded by βtw(ytw−1).
Then, we obtain a practical and efficient inference algorithm, summarized in Alg. 1.

Theoretical results. We summarize the convergence and complexity of Algorithm 1 for approxi-
mating q∗ in Theorem 2 (proved in Appendices D.2 and D.3).

Theorem 2 (Combination of Theorem 3 and Theorem 4). Suppose Assumption [A1] and [A2] hold,
for Alg. 1, if we require

T = ln(4d/ϵ2), δ ≤ d−1ϵ, ϵscore ≤ T−1/2ϵ, ϵ < 1,

and the partition of the reverse process satisfies

η = ϵ/2d, W = (T − δ)/η, t0 = 0, tW = T − δ, tw − tw−1 = η ∀w ∈ {1, 2, . . .W}

the expectation of iteration/score estimation complexity of Alg. 1 will be upper bounded by

2K(d− ϵ2/4) + 12Kd ln d (20)

to achieve TV (p∗, p̂) ≤ 2ϵ where p̂ denotes the underlying distribution of generated samples.

8
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Table 1: Comparison with prior works simulating reverse particle SDEs, where [A3] denotes the bounded-
score assumption used in Chen & Ying (2024) and [A3]+ denotes the bounded-score assumption used in Liang
et al. (2025) which is a little bit stronger than [A3] due to the time-invariant requirement. All complexities
for TV convergence are achieved by assuming ϵscore = õ(ϵ) and setting early-stopping parameters δ = ϵ/d.
Besides, the complexity presented by Õ(·) means the ln dependencies are omitted.

Results Forward Type Inference Sampler Assumptions Complexity

Zhang et al. (2024) Uniformed Exponential Integrator [A1], [A3] Õ(d5/3ϵ−2)

Ren et al. (2024) Uniformed τ -leaping [A1],[A3] Õ(d2ϵ−2)

Chen & Ying (2024) Uniformed Uniformization [A1],[A3] O(d ln(d/ϵ))

Huang et al. (2025) Uniformed Truncated Uniformization [A1] O(d ln(d/ϵ))

Theorem 1 Masked Typical Euler [A1],[A2],[A3]+ Õ(d2ϵ−3/2)

Liang et al. (2025) Masked τ -leaping [A1],[A2],[A3]+ O(dϵ−2)

Liang et al. (2025) Masked Uniformization [A1],[A2],[A3] O(d ln(d/ϵ))

Theorem 2 Masked MATU [A1],[A2] O(d ln d)

From the above theorem, Eq. (20) might appear to enable exact inference by setting ϵ = 0. However,
this would require infinite mixing time T , perfect score estimates (ϵscore = 0), and infinitely many in-
tervals W , which is infeasible. Meanwhile, although each interval has length η = ϵ/(2d)—leading
to poly(d/ϵ) intervals in the reverse process—the total discrete score calls remain nearly indepen-
dent of ϵ, since many intervals involve no state transitions (see Eq. (15)). Thus, small intervals are
used primarily to match the accurate outgoing rate upper bound, without inflating complexity.

Then, We provide a complexity comparison in Table 1. MATU achieves a SOTA for both the
ϵ-free complexity and the assumption without bounded-score estimator. Compared with existing
uniformization-based method, Alg 1 achieves an O

(
ln(1/ϵ)

)
speedup, primarily because each to-

ken is denoised at most once in masked diffusion, whereas uniform diffusion renoises tokens mul-
tiple times. Formally, masked diffusion leverages the monotonic decrease of masked tokens, which
cancels the growing outgoing rate:

E

[
W∑

w=1

βtw (ŷtw−1) · (tw − tw−1)

]
≈

W∑
w=1

E[numK(y→T−tw−1
)] ·K · e−(T−tw)

1− e−(T−tw)
· η

=

W∑
w=1

d · (1− e−(T−tw−1))︸ ︷︷ ︸
decreasing factor

·K · (1− e−(T−tw))−1︸ ︷︷ ︸
increasing factor

·e−(T−tw) · η ≤ CKd ·
W∑

w=1

e−(T−tw) · η,

where the factor e−(T−tw) keeps complexity low. In uniform diffusion, the same factor remains but
grows with 1/(T − tw), leading to a higher order overall:

E

[
W∑

w=1

βtw · (tw − tw−1)

]
≲ CKd ·

W∑
w=1

max{1, (T − tw)
−1} · η.

Since the integral
∫
(1/t) dt diverges more quickly than

∫
e−t dt, masked diffusion achieves lower

inference complexity than uniform diffusion.

6 CONCLUSION

In this paper, we provide a rigorous analysis of masked discrete diffusion. Differ from the analysis of
uniform discrete diffusion, we show how to manage the initial KL blow-up and control the reverse-
process KL divergence without relying on Girsanov theory. Building on this framework, we prove
that Euler-type samplers TV converge in Õ(d2ϵ−3/2). We further introduce a mask-aware truncated
uniformization sampler that removes the ln(1/ϵ) factor, achieving nearly ϵ-free complexity. This
acceleration aligns with the practical observation that masked diffusion denoises each masked token
only once, whereas uniform diffusion repeatedly re-denoises already denoised tokens. Our results
not only establish the first rigorous foundations for masked discrete diffusion but also explain why
masked diffusion significantly reduces overhead in practice, opening avenues for more efficient text
generation and advanced masked sampling techniques.
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A NOTATION SUMMARY

We summarize all notations used in the main paper and appendix in Table 2.

Table 2: Summary of key notations used in the paper.
Symbol Description

q∗ Discrete distribution on Y = {1, 2, . . . ,K}d
y→t Forward-time CTMC on Y
q→t Marginal distribution of forward process at time t, i.e., y→t ∼ q→t
q→t′,t Joint distribution of (y→t′ ,y

→
t )

q̃t Aapproximation of q→t constructing the reverse initialization, Eq. (9)
q→t′|t(y

′|y) Conditional transition probability in forward process, Eq. (36)
y←t Reverse-time CTMC defined by q←t := q→T−t, y

←
t ∼ q←t

q←t Marginal distribution of reverse process at time t, q←t = q→T−t

q←t′,t Joint distribution of (y←t′ ,y
←
t )

q←t′|t(y
′|y) Conditional transition probability of the ideal reverse process

q̂t Marginal distribution of reverse process at time t implemented by Alg. 1
q̂t′,t Joint distribution of (ŷt′ , ŷt)
q̂t′|t(y

′|y) Conditional transition probability of the ideal reverse process

R→(y,y′) Forward transition rate, i.e., Eq. (7), from state y′ to y. This follows the ordering of
the conditional distribution p(y|y′), which is the transpose of the convention used
in some other works.

R←t (y,y′) Reverse transition rate at time t from state y′ to y, R←t (y,y′) := R→(y′,y) ·
q←t (y)

q←t (y′) , Eq. (3)
R̃t(y,y

′) Estimated reverse transition rate using the learned density ratio, R̃t(y,y
′) =

R→(y′,y) · ṽt,y′(y), Eq. (6)
R̂t(·, ·) Truncated version of R̃t(·, ·) with threshold βt, Eq. (18)
R←t (y), R̃t(y), R̂t(y) Total reverse transition rate out of state y for each rate type, defined as R(y) :=∑

y′ ̸=y R(y′,y) with R ∈ {R←t , R̃t, R̂t}
βt Upper bound on R←t (y), βt = numK(y) ·K/(T − t), Eq. (17)

vt,y′(y) Density ratio q←t (y)/q←t (y′)
ṽt,y′(y) Learned approximation to vt,y′(y) = q←t (y)/q←t (y′)
numK(·) The number of [MASK] token (or token K) in a vector.
LSE(v̂) Score entropy loss used to train ṽ, Eq. (6)

ei One-hot vector with a 1 at position i and 0 elsewhere
δy(·) Indicator function with δy(y) = 1 and δy(y

′) = 0 (y′ ̸= y)

B THE MARKOV PROCESSES OF DISCRETE DIFFUSION MODELS

B.1 THE FORMULATIONS OF THE FORWARD PROCESS

Semigroup Formulation. In general, the time-homogeneous CTMC can be described by a
Markov semigroup Q→t defined as:

Q→t [f ](y) = E [f(yt)|y0 = y] =
〈
f, q→t|0(·|y)

〉
Y

(21)

where the function f : Y → R. Due to the definition, the infinitesimal operator L→ of the time
homogeneous Q→t is denoted as

L→[f ](y) = lim
t→0

[
Q→t [f ]− f

t

]
(y) =

〈
f, ∂tq

→
t|0(·|y)

∣∣∣
t=0

〉
Y
:= ⟨f,R→(·,y)⟩Y (22)

where

R→(y′,y) := ∂tq
→
t|0(y

′|y)
∣∣∣
t=0

= lim
t→0

[
q→t|0(y

′|y)− δy(y
′)

t

]
. (23)
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According to the time-homogeneous property, we have

q→t+∆t|t(y
′|y) = δy(y

′) + ∆t ·R→(y′,y) + o(∆t)

for any t. Here, the transition rate function R→ must satisfy

R→(y,y′) ≥ 0 when y′ ̸= y and R→(y′,y′) = −
∑
y ̸=y′

R→(y,y′) ≤ 0 (24)

due to the definition Eq. (23). Under this setting, we can provide the dynamic of qt|0 for any t.
Specifically, we have

∂tQ→t [f ](y) = Q→t [Lf ] (y) =
〈
L→f, q→t|0(·|y)

〉
Y
=
∑
y′∈Y

L→[f ](y′) · q→t|0(y
′|y)

=
∑
y′∈Y

∑
ỹ∈Y

f(ỹ) ·R→(ỹ,y′) · qt|0(y′|y)

 =
∑
ỹ∈Y

f(ỹ) · ∑
y′∈Y

R→(ỹ,y′) · qt|0(y′|y)

 ,

where the first inequality follows from the semigroup property. Combined with the fact

∂tQ→t [f ](y) =
〈
f, ∂tq

→
t|0(·|y)

〉
Y

derived from Eq. (21), we have

∂tq
→
t|0(ỹ|y) =

∑
y′∈Y

R(ỹ,y′) · q→t|0(y
′|y) =

〈
R(ỹ, ·), q→t|0(·|y)

〉
Y
.

According to the time-homogeneous property, the above equation can be easily extended to

∂tq
→
t|s(ỹ|y) =

∑
y′∈Y

R(ỹ,y′) · q→t|s(y
′|y) =

〈
R(ỹ, ·), q→t|s(·|y)

〉
Y
. (25)

Combining with Bayes’ Theorem, the transition of the marginal distribution is

dq→t
dt

(y) = ⟨R(y, ·), q→t ⟩Y . (26)

Matrix Formulation. Suppose the support set Y of q→t be written as Y = {y1,y2, . . . ,y|Y|}, we
may consider the marginal distribution q→s to be a vector, i.e.,

q→t =
[
qt(y1), qt(y2), . . . , qt(y|Y|)

]
,

conditional transition probability function q→t|s to be a matrix, i.e.,

Q→t|s =


q→t|s(y1|y1) q→t|s(y1|y2) . . . q→t|s(y1|y|Y|)
q→t|s(y2|y1) q→t|s(y2|y2) . . . q→t|s(y2|y|Y|)

. . . . . . . . . . . .
q→t|s(y|Y||y1) q→t|s(y|Y||y2) . . . q→t|s(y|Y||y|Y|)

 .

Similarly, the function R can also be presented as

R→ =

 R→(y1,y1) R→(y1,y2) . . . R→(y1,y|Y|)
R→(y2,y1) R→(y2,y2) . . . R→(y2,y|Y|)

. . . . . . . . . . . .
R→(y|Y|,y1) R→(y|Y|,y2) . . . R→(y|Y|,y|Y|)

 . (27)

Under this condition, Eq. (26) can be written as

dq→t /dt = R→ · q→t (28)

matching the usual presentation shown in Chen & Ying (2024); Zhang et al. (2024).
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B.2 THE PROOF OF LEMMA 1

The proof of Lemma 1. For any t ∈ [0, T ], the marginal, joint, and conditional distribution w.r.t.
{y←t } are denoted as

y←t ∼ q←t , (y←t ,y←t′ ) ∼ q←t,t′ , and q←t′|t = qt′,t/qt,

which have q←t = q→T−t. Then, we start to check the dynamic of q←t|s, i.e.,

∂tq
←
t|s(y

′|y) = −1 · ∂T−tq→T−t|T−s(y
′|y) = −1 · ∂T−t

[
q→T−s|T−t(y|y

′) · q→T−t(y′)
q→T−s(y)

]

= − ∂T−tq
→
T−s|T−t(y|y

′) ·
q→T−t(y

′)

q→T−s(y)︸ ︷︷ ︸
Term 1

−
q→T−s|T−t(y|y

′)

q→T−s(y)
· ∂T−tq→T−t(y′)︸ ︷︷ ︸

Term 2

.
(29)

For Term 1 of Eq. (29), we have

Term 1 = −
∑
ỹ∈Y

R→(ỹ,y′) · q→T−s|T−t(y|ỹ) ·
q→T−t(ỹ)

q→T−s(y)
·
q→T−t(y

′)

q→T−t(ỹ)

= −
∑
ỹ∈Y

R→(ỹ,y′) ·
q→T−t(y

′)

q→T−t(ỹ)
· q→T−t|T−s(ỹ|y),

where the first equation follows from the Kolmogorov backward theorem (Lemma 14) and Eq. (22):

∂T−tq
→
T−s|T−t(y|y

′) = −L→[q→T−s|T−t(y|·)](y
′) = −

〈
q→T−s|T−t(y|·), R

→(·,y′)
〉
Y
.

For Term 2 of Eq. (29), we have

Term 2 =
q→T−s|T−t(y|y

′)

q→T−s(y)
·
∑
ỹ∈Y

R→(y′, ỹ) · q→T−t(ỹ)

=
q→T−s|T−t(y|y

′) · q→T−t(y′)
q→T−s(y)

·
∑
ỹ∈Y

R→(y′, ỹ) ·
q→T−t(ỹ)

q→T−t(y
′)

= 0,

where the first equation follows from Eq. (26) and the last equation follows from the fact∑
ỹ∈Y

R→(y′, ỹ) ·
q→T−t(ỹ)

q→T−t(y
′)

=
∑
ỹ∈Y

lim
t→0

[
q→t|0(y

′|ỹ)− δỹ(y
′)

t

]
·
q→T−t(ỹ)

q→T−t(y
′)

=
∑
ỹ∈Y

lim
t′→T−t

[
q→t′|T−t(y

′|ỹ)− δỹ(y
′)

t′ − (T − t)

]
· lim
t′→T−t

q→T−t(ỹ)

q→t′ (y
′)

=
∑
ỹ∈Y

lim
t′→T−t

[
q→T−t|t′(ỹ|y

′)− δy′(ỹ)

t′ − (T − t)

]
= 0.

Under this condition, by setting

R←t (y′, ỹ) := R(ỹ,y′) · q
←
t (y′)

q←t (ỹ)
,

then Eq. (29) can be summarized as

∂tq
←
t|s(y

′|y) =
〈
R←t (y′, ·), q←t|s(·|y)

〉
Y
=
∑
ỹ∈Y

R←t (y′, ỹ) · q←t|s(ỹ|y). (30)

Combining with Bayes’ Theorem, we have

dq←t
dt

(y) = ⟨R←t (y, ·), q←t ⟩Y . (31)

Hence, Eq. (3) establishes.

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2026

Moreover, since the RHS of Eq. (4) satisfies

lim
∆t→0

[
q←t+∆t|t(y|y

′)− δy′(y)

∆t

]
= lim

s→t
∂tq
←
t|s(y|y

′).

Besides, we have

lim
s→t

∂tq
←
t|s(y|y

′) = lim
s→t

∂t

[
q→T−s|T−t(y

′|y) ·
q→T−t(y)

q→T−s(y
′)

]
= lim

s→t

[
∂t(q

→
T−s|T−t(y

′|y)) ·
q→T−t(y)

q→T−s(y
′)

+ q→T−s|T−t(y
′|y) ·

∂tq
→
T−t(y)

q→T−s(y
′)

]
.

When y ̸= y′, we have
lim
s→t

q→T−s|T−t(y
′|y) = 0,

which implies

lim
s→t

∂tq
←
t|s(y|y

′) = lim
s→t

∂t(q
→
T−s|T−t(y

′|y)) ·
q→T−t(y)

q→T−s(y
′)

= R→(y′,y) ·
q→T−t(y)

q→T−t(y
′)
.

The last equation follows from the Kolmogorov backward theorem, i.e., Lemma 14 and Eq. (22)

∂T−tq
→
T−s|T−t(y

′|y) = −L→[q→T−s|T−t(y
′|·)](y) = −

〈
q→T−s|T−t(y

′|·), R→(·,y)
〉
Y
= R→(y′,y).

Combining with Eq. (3), we have

lim
∆t→0

[
q←t+∆t|t(y|y

′)− δy′(y)

∆t

]
= lim

s→t
∂tq
←
t|s(y|y

′) = R→(y′,y) ·
q→T−t(y)

q→T−t(y
′)

= R←t (y,y′) (32)

when y′ ̸= y. Besides, we have∑
y∈Y

R←t (y,y′) =
∑
y∈Y

R→(y′,y) ·
q→T−t(y)

q→T−t(y
′)

=
∑
y∈Y

lim
∆t→0

[
q→T−t+∆t|T−t(y

′|y)− δy(y
′)

∆t

]
·
q→T−t(y)

q→T−t(y
′)

=
∑
y∈Y

lim
∆t→0

[
q→T−t+∆t|T−t(y|y

′)− δy′(y)

∆t

]
= 0,

which means

R←t (y′,y′) = −
∑
y ̸=y′

R←t (y,y′) = lim
∆t→0

−

[
1−

∑
y ̸=y′ q

←
t+∆t|t(y|y

′)

∆t

]
,

where the last inequality follows from Eq. (32). Hence, Eq. (3) establishes, and the proof is com-
pleted.

B.3 THE PROOF OF LEMMA 2

Lemma 4. The close solution of Eq. (28) is

q→t = exp(tR→) · q→0 where exp(tR→) =

∞∑
i=0

1

i!
(tR→)i = I + tR→ +

(tR→)2

2
+ . . . .

Proof. We can easily verify that
dq→t
dt

=
d

dt
[exp(tR→)q→0 ] =

d

dt
[exp(tR→)] q→0 .

With the following equation,

d

dt
[exp(tR→)] =

d

dt

[ ∞∑
i=0

(tR→)i

i!

]
=

∞∑
i=1

ti−1

(i− 1)!
· (R→)i = R→ ·

∞∑
j=0

(tR→)j

j!
= R→ · exp(tR→),

we have
dq→t
dt

= R→ · exp(tR→) · q→0 = R→ · q→t .

Hence, the proof is completed.
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Lemma 5. Suppose the transition rate matrix R→ shown as Eq. (27) satisfies Eq. (7). It can be
decomposed as

R→ =

d∑
i=1

R→i where R→i = I ⊗ · · ·︸ ︷︷ ︸
i−1 terms

⊗A ⊗ · · · ⊗ I,

where ⊗ denotes the Kronecker product, I denotes the identity matrix on RK×K , and A satisfies

A =


−1 0 . . . 0
0 −1 . . . 0
...

...
. . .

...
1 1 . . . 0

 . (33)

Proof. According to the calculation of the Kronecker product, we have

R→i (y,y′) = I(y1,y
′
1) · . . . ·A(yi,y

′
i) · . . . · I(yd,y

′
d).

Under this condition, suppose Ham(y,y′) ≥ 2 and DiffIdx (y,y′) = {j1, j2, . . .} without loss of
generality, for any j ̸∈ {j1, j2}, we have

R→j (y,y′) = A(yj ,y
′
j) · I(y1,y

′
1) · . . . · I(yj1 ,y

′
j1)︸ ︷︷ ︸

=0

· . . . · I(yj2 ,y
′
j2)︸ ︷︷ ︸

=0

· . . . · I(yd,y
′
d) = 0.

Besides, for j = j1, we have

R→j1 (y,y
′) = A(yj1 ,y

′
j1) · I(y1,y

′
1) · . . . · I(yj2 ,y

′
j2)︸ ︷︷ ︸

=0

· . . . · I(yd,y
′
d) = 0.

A similar result will be satisfied for j = j2. Hence, it has

R→(y,y′) =

d∑
i=1

R→i (y,y′) = 0 when Ham(y,y′) ≥ 2

Then, suppose Ham(y,y′) = 1 and DiffIdx (y,y′) = j1, for any j ̸= j1, we have

R→j (y,y′) = A(yj ,y
′
j) · I(y0,y

′
0) · . . . · I(yj1 ,y

′
j1)︸ ︷︷ ︸

=0

· . . . · I(yd,y
′
d) = 0.

Otherwise, when j = j1, we have

R→j1 (y,y
′) = A(yj1 ,y

′
j1) · I(y1,y

′
1) · . . . · I(yd,y

′
d) = A(yj1 ,y

′
j1)

where the second equation establishes since Ham(y,y′) = 1 and yj = y′j when j ̸= j1. Then,
only when yj1 = K, we will have A(yj1 ,y

′
j1
) = 1 otherwise A(yj1 ,y

′
j1
) = 0 due to the definition

Eq. (33). That means

R→(y,y′) =

d∑
i=1

R→i (y,y′) = 0 when Ham(y,y′) = 1 and yDiffIdx(y,y′) ̸= K

R→(y,y′) =

d∑
i=1

R→i (y,y′) = 1 when Ham(y,y′) = 1 and yDiffIdx(y,y′) = K.

Then, suppose Ham(y,y′) = 0, i.e., y = y′, for any j ∈ {1, 2, . . . , d}, we have

R→j (y,y′) = A(yj ,y
′
j) · I(y1,y

′
1) · . . . · I(yd,y

′
d) = A(yj ,y

′
j),

and
d∑

i=1

R→i (y,y′) =

d∑
j=1

A(yj ,yj) = −
d∑

i=1

(1− δK(yi)),

which implies we have R→(y,y′) =
∑d−1

i=0 R→i (y,y′) when y = y′. Hence, the proof is com-
pleted.
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Lemma 6. With the decomposition shown in Lemma 5, i.e.,

R→ =

d∑
i=1

R→i where R→i = I ⊗ . . . ⊗ I︸ ︷︷ ︸
i−1 terms

⊗A ⊗ I ⊗ . . . ⊗ I︸ ︷︷ ︸
d−i terms

,

for any i, j ∈ {1, 2, . . . , d}, the matrices R→i and R→j satisfy

R→i ·R→j = R→j ·R→i ,

which implies

exp(tR→) = exp

(
t

d∑
i=1

R→i

)
=

d∏
i=1

exp (tR→i ) = exp(tA)⊗d

Proof. According to Lemma 5, the matrix R→ has the following decomposition, i.e.,

R→ =

d∑
i=1

R→i where R→i = I ⊗ . . . ⊗ I︸ ︷︷ ︸
i−1 terms

⊗A ⊗ I ⊗ . . . ⊗ I︸ ︷︷ ︸
d−i terms

,

where ⊗ denotes the Kronecker product, I denotes the identity matrix on RK×K , and A satisfies

A =


−1 0 . . . 0
0 −1 . . . 0
...

...
. . .

...
1 1 . . . 0

 .

We can easily verify that the matrix A can be decomposed as[
−IK−1 0
11×(K−1) 0

]
=

[
IK−1 0

−11×(K−1) 1

]
︸ ︷︷ ︸

U

·
[
−IK−1 0

0 0

]
︸ ︷︷ ︸

Λ

·
[

IK−1 0
11×(K−1) 1

]
︸ ︷︷ ︸

U−1

where UU−1 = U−1U = IK .

(34)
Under this condition, R→i can be reformulated as

R→i =(UU−1)⊗ . . .⊗ (UU−1)︸ ︷︷ ︸
i−1 terms

⊗(UΛU−1)⊗ (UU−1)⊗ . . . (UU−1)

= (U ⊗ . . .⊗U) ·

I ⊗ . . .⊗ I︸ ︷︷ ︸
i−1 terms

⊗Λ⊗ I . . .⊗ I

 ·
(
U−1 ⊗ . . .⊗U−1

)
:= U⊗d · Λi · (U−1)⊗d

where the last inequality follows from Lemma 13. Under this condition, it has

R→i ·R→j = U⊗d · Λi · (U−1)⊗d ·U⊗d · Λj · (U−1)⊗d = U⊗d · Λi · Λj · (U−1)⊗d

= U⊗d · Λj · Λi · (U−1)⊗d = U⊗d · Λi · (U−1)⊗d ·U⊗d · Λj · (U−1)⊗d = R→j ·R→i ,

where the second and forth equations follows from Lemma 13 and Eq. (34).

For the property about the matrix exponential, we start from investigating the case of two commuting
matrices, i.e., R→1 and R→2 . By definition, we have

exp(R→1 +R→2 ) =

∞∑
i=0

1

i!
(R→1 +R→2 )

i
=

∞∑
i=0

1

i!

i∑
j=0

Cj
i · (R→1 )j · (R→2 )i−j

where the last equation establishes since R→1 and R→2 are commute. Then, we have
∞∑
i=0

1

i!

i∑
j=0

Cj
i · (R→1 )j · (R→2 )i−j =

∞∑
i=0

i∑
j=0

1

i!
· i!

j!(i− j)!
· (R→1 )j · (R→2 )i−j

=

∞∑
i=0

i∑
j=0

1

j!(i− j)!
· (R→1 )j · (R→2 )i−j =

 ∞∑
j=0

(R→1 )j

j!

 ·

( ∞∑
i=0

(R→2 )i

i!

)
= exp(R→1 ) · exp(R→2 ).
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According to the definition of the matrix exponential, we will have exp(A⊗B) = exp(A)⊗exp(B)
when one of the factors is the identity. When we multiply all these exponentials, it has

exp(R→1 ) · exp(R→2 ) = [exp(A)⊗ I ⊗ . . .⊗ I] · [I ⊗ exp(A)⊗ . . .⊗ I]

= [exp(A) · I]⊗ [I · exp(A)]⊗ I . . .⊗ I.

Then, following a recursive manner, we have

exp

(
t

d∑
i=1

R→i

)
=

d∏
i=1

exp (tR→i ) = exp(tA)⊗d,

hence the proof is completed.

Lemma 7. Suppose matrix A is

A =


−1 0 . . . 0
0 −1 . . . 0
...

...
. . .

...
1 1 . . . 0

 ,

the matrix exponential exp(tA) becomes

exp(tA) =


e−t 0 . . . 0 0
0 e−t . . . 0 0
...

...
. . .

...
...

1− e−t 1− e−t . . . 1− e−t 1

 .

Proof. According to Lemma 4, Ā(t) := exp(tA) can be considered as the close solution of the
following matrix ODE, i.e.,

dĀ(t)

dt
= A · Ā(t), where Ā(0) = I. (35)

To provide a close form of Āt, we first decompose the matrix A as follows

A =

[
B 0
C 0

]
where B := −IK−1 ∈ R(K−1)×(K−1) and C := [1, 1, . . . , 1] ∈ R1×(K−1).

Then, the ODE. (35) can be equivalently think column-by-column, the j–th column of Ā(t) solves

d

dt
ā(t) = Aā(t) where a(0) = ej .

We use the block structure to split ā(t) ∈ RK into two parts, i.e., ā(t) = [ā1(t), āK(t)] where
q1(t) ∈ RK−1 and aK(t) ∈ R denotes the last coordinate. Under this condition, we have

d

dt
ā1(t) = Bā1(t) + 0 · āK(t) = Bā1(t).

According to the definition of B = −IK−1, we have

d

dt
ā1(t) = −ā1(t) ⇒ ā1(t) = e−tā1(0).

If we consider the solution of āK(t), it has

d

dt
āK(t) = C · ā1(t) + 0 · āK(t) = C · e−t · ā1(0).

For the initial condition, i.e., ā(0) = ej , where j ∈ {1, 2, . . . ,K − 1} and C · ā1(0) = 1, then it
has

d

dt
āK(t) = C · ā1(t) + 0 · āK(t) = e−t,
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which implies
āK(t) = āK(0) + 1− e−t = 1− e−t.

For the initial condition, ā(0) = eK , we have C · ā1(0) = 0 and

āK(t) = āK(0) + 0 = 1.

Therefore, we have

exp(tA) =


e−t 0 . . . 0 0
0 e−t . . . 0 0
...

...
. . .

...
...

1− e−t 1− e−t . . . 1− e−t 1

 .

Lemma 8 (Forward transition kernel). Consider the forward CTMC, i.e., {yt}Tt=0 with the infinites-
imal operator R→ given in Eq. (7). Then, for any two timestamps s ≤ t, the forward transition
probability satisfies, for any y,y′ ∈ Y ,

q→t|s(y|y
′) =

d∏
i=1

[
δ(K,K)(yi,y

′
i) +

(
1− δ(K,K)(yi,y

′
i)
)
· δ0(yi − y′i) · e−(t−s)

+
(
1− δ(K,K)(yi,y

′
i)
)
· δK(yi) · (1− e−(t−s))

]
.

(36)

Proof. Under the matrix presentation, Eq. (25) implies the transition matrix Q→t|s can be considered
as the solution of the ODE

dQ→t|s/dt = R→ ·Q→t|s where Q→s|s = I.

Combining Lemma 4 and 6, we have

Q→t|s = exp ((t− s)R→) = exp ((t− s)A)
⊗d

, (37)

which implies

Q→t|s =


e−(t−s) 0 . . . 0 0

0 e−(t−s) . . . 0 0
...

...
. . .

...
...

1− e−(t−s) 1− e−(t−s) . . . 1− e−(t−s) 1


⊗d

due to the close solution of exp((t − s)A) shown in Lemma 7. Combining this result with the
calculation of the Kronecker product Lemma 12, we have

q→t|s(y|y
′) =

d∏
i=1

[
δ(K,K)(yi,y

′
i) +

(
1− δ(K,K)(yi,y

′
i)
)
· δ0(yi − y′i) · e−(t−s)

+
(
1− δ(K,K)(yi,y

′
i)
)
· δK(yi) · (1− e−(t−s))

]
.

where y,y′ ∈ Y . Hence, the proof is completed.

The proof of Lemma 2. According to Eq. (28), the solution of q→t can be calculated as

q→t = exp(tR→) · q→0 = exp(tA)⊗d · q→0 =


e−t 0 . . . 0 0
0 e−t . . . 0 0
...

...
. . .

...
...

0 0 . . . e−t 0
1− e−t 1− e−t . . . 1− e−t 1


⊗d

· q→0

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2026

where the first equation follows from Lemma 4, the second equation follows from Lemma 6, and
the last equation follows from Lemma 7. With the calculation of the Kronecker product Lemma 12,
we have

q→t (y) =
∑
y′∈Y

exp(tA)⊗d(y,y′) · q→0 (y′) =
∑
y′

[
d∏

i=1

exp(tA)(yi,y
′
i)

]
· q→0 (y′). (38)

Under this condition, for any y, we denote the coordinate set of token K as K satisfying yi =
K ∀ i ∈ K(y), and

yKc(y) = y′Kc(y) ⇔ yi = y′i ∀ i ̸∈ K(y).

Then, Eq. (38) can be rewritten as

q→t (y) =
∑

y′Kc(y)
=yKc(y)

∏
j ̸∈K

exp(tA)(yj ,y
′
j) ·

d∏
j ̸=i

exp(tA)(K,y′j)

 · q→0 (y′)

+
∑

y′Kc(y)
̸=yKc(y)

 d∏
j=1

exp(tA)(yj ,y
′
j)

 · q→0 (y′)

=
∑

y′Kc(y)
=yKc(y)

[
e−t·|K

c(y)| · (1− e−t)|K(y)|
]
· q→0 (y′)

≤e−t·(d−numK(y)) ·
∑

y′Kc(y)
=yKc(y)

q→0 (y′) ≤ exp(−t · (d− numK(y))),

where the second equation establishes since we have

exp(tA)(yj ,y
′
j) =


e−t yj = y′j and yj ̸= K

1K(y′j) · (1− e−t) + (1− 1K(y′j)) yj = K

0 otherwise

.

According to the definition of q̃(y), we can calculate the normalizing constant of q̃ as

Z̃t =
∑
y

exp(−t·(d−numK(y))) =

d∑
i=0

∑
numK(y)=i

exp(−t·(d−i)) =

d∑
i=1

Ci
d·e−t·i = (1+e−t)d.

Therefore, the KL divergence between q→t and q̃t can be written as

KL
(
q→t
∥∥q̃t) = ∑

y∈Y
q→t (y) · ln q→t (y)

q̃t(y)
= q→t ([K, . . . ,K]) · ln q→t ([K, . . . ,K])

q̃t([K, . . . ,K])
+

∑
y ̸=[K,...,K]

q→t (y) · ln q→t (y)

q̃t(y)

≤ ln Z̃t +
∑

y ̸=[K,...,K]

q→t (y) ln
q→t (y)

exp(−t · (d− numK(y)))/Z̃t

= ln Z̃t +
∑

y ̸=[K,...,K]

q→t (y) ln Z̃t

≤ 2 ln Z̃t = 2 ln
[
1 + (1 + e−t)d − 1

]
≤ 2 · (1 + e−t)d − 2.

Suppose we require the TV distance to be small enough, e.g.,

KL
(
q→t
∥∥q̃t) ≤ ϵ ⇔ (1 + e−t)d − 1 ≤ ϵ/2 ⇔ d ln(1 + e−t) ≤ ln(1 + ϵ/2),

then, since ln(1 + c) ≤ c when c > 0, the sufficient condition for the establishment of the above
equation is to require

d · e−t ≤ ln(1 + ϵ/2) ⇔ t ≥ ln(d/ ln(1 + ϵ/2)) ⇐ t ≥ ln(4d/ϵ),

where the last derivation establishes since ϵ/4 ≤ ln(1+ ϵ/2) when ϵ ≤ 1 without loss of generality.
Hence, the proof is completed.
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C EULER DISCRETIZATION ANALYSIS

By Assumption 2 of Liang et al. (2025), ṽt,y(y′) ≤ M .

[A1]- Score approximation error assumption The discrete score ṽt obtained from Eq. (6) is
well-trained, and its estimation error satisfies for the chosen discretization step size h, and
T = nh+ δ:

1

T − δ

n−1∑
k=0

∫ (k+1)h

kh

Eyt∼q←t

∑
y ̸=yt

R→(yt,y)Dϕ (vkh,yt
(y)||ṽkh,yt

(y))

 dt ≤ ϵ2score.

C.1 PROOF OF THEOREM 1

Consider the Euler-discretization update in Eq. (11):

qEu
t+∆t|t(y

′|y) ∝ δy(y
′) + ∆t · R̃t(y

′,y) = δy(y
′) + ∆t ·R→(y,y′) · ṽt,y(y′)

Without loss of generality, assume that R̃t(y
′,y)⊤ satisfies the two sufficient conditions of the

transition rate matrix: its off-diagonal entries are non-negative, and each row sums to zero 1. In this
way, both ehR̃t and I+hR̃t are the transpose of valid transition matrices. The probability transition
matrix of the Euler discretization can then be written as QEu

t,t+h = I + hR̃⊤t , where each element
can be written as

QEu
t,t+h(y,y

′) = qEu
t+h|t(y

′|y) = δy(y
′) + h · R̃t(y

′,y) (39)

To prove the convergence bound for TV
(
q←δ , qEu

T−δ
)
, we introduce an auxiliary process qEI using

the exponential integrator update QEu
t,t+h = ehR̃t

⊤
(Zhang et al., 2024). We first prove the bound

for TV
(
qEu
T−δ, q

EI
T−δ

)
and TV

(
q←δ , qEI

T−δ
)

separately, and use the triangle inequality to conclude the
proof. Take T = nh+ δ.

Bound for TV
(
qEu
T−δ, q

EI
T−δ

)
. For time interval [kh, (k + 1)h], by the chain rule of TV distance

(Lemma 16), we have

TV
(
qEu
(k+1)h, q

EI
(k+1)h

)
≤ TV

(
qEu
kh , qEI

kh

)
+ Ey∼qEu

kh
TV

(
qEu
(k+1)h|kh(· | y), q

EI
(k+1)h|kh(· | y)

)
(40)

By the definition of total variation distance, we have

TV
(
qEu
(k+1)h|kh(· | y), q

EI
(k+1)h|kh(· | y)

)
=
∑
y′

∣∣∣qEu
(k+1)h|kh(y

′ | y)− qEI
(k+1)h|kh(y

′ | y)
∣∣∣

=
∑
y′

∣∣∣QEu
kh,(k+1)h(y,y

′)−QEI
kh,(k+1)h(y,y

′)
∣∣∣ (41)

Writing out the difference between QEu
kh,(k+1)h = I + hR̃⊤kh and QEI

kh,(k+1)h = ehR̃
⊤
kh using the

Taylor series expansion for the matrix exponential:

QEI
kh,(k+1)h = ehR̃

⊤
kh =

∞∑
i=0

1

i!
(hR̃⊤kh)

i = I + hR̃⊤kh +
1

2!
h2(R̃⊤kh)

2 +
1

3!
h3(R̃⊤kh)

3 + . . . ,

we have

QEI
kh,(k+1)h −QEu

kh,(k+1)h = ehR̃
⊤
kh −

(
I + hR̃⊤kh

)
=

∞∑
i=2

1

i!
(hR̃⊤kh)

i.

1Notice that our notation of R is the transpose of the convention used in some other works.
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Thus, by the triangle inequality, we have∑
y′∈Y

∣∣∣QEI
kh,(k+1)h(y,y

′)−QEu
kh,(k+1)h(y,y

′)
∣∣∣ = ∑

y′∈Y

∣∣∣∣∣
∞∑
i=2

1

i!

(
(hR̃⊤kh)

i
)
(y,y′)

∣∣∣∣∣
≤
∑
y′∈Y

∞∑
i=2

hi

i!

∣∣∣((R̃⊤kh)i) (y,y′)∣∣∣
=

∞∑
i=2

hi

i!

∑
y′∈Y

∣∣∣((R̃⊤kh)i) (y,y′)∣∣∣ (Tonelli’s theorem for series)

=

∞∑
i=2

hi

i!

∑
y′∈Y

∣∣∣((R̃kh)
i
)
(y′,y)

∣∣∣ ≤ ∞∑
i=2

hi

i!

∥∥∥(R̃kh)
i
∥∥∥
1
≤
∞∑
i=2

hi

i!

∥∥∥R̃kh

∥∥∥i
1
,

where ∥A∥1 = max1≤j≤n
∑m

i=1 |ai,j | = maxx ̸=0 ∥Ax∥1 / ∥x∥1 denotes the 1-norm of the matrix.
And the last inequality is due to the multiplicative property of this matrix norm.

Therefore,∑
y′∈Y

∣∣∣QEI
kh,(k+1)h(y,y

′)−QEu
kh,(k+1)h(y,y

′)
∣∣∣ ≤ ∞∑

i=2

hi

i!

∥∥∥R̃kh

∥∥∥i
1
= eh∥R̃kh∥

1 − 1− h
∥∥∥R̃kh

∥∥∥
1

≤
(
h
∥∥∥R̃kh

∥∥∥
1

)2
,

when h
∥∥∥R̃kh

∥∥∥
1
≤ 1. Plugging this into Eq. (40) and (41), we have

TV
(
qEu
(k+1)h, q

EI
(k+1)h

)
≤ TV

(
qEu
kh , qEI

kh

)
+
(
h
∥∥∥R̃kh

∥∥∥
1

)2
, (42)

when h
∥∥∥R̃kh

∥∥∥
1
≤ 1.

By Assumption 2 of Liang et al. (2025), ṽt,y(y′) ≤ M . We have

∥∥∥R̃t

∥∥∥
1
= max

y

∑
y′∈Y

∣∣∣R̃t(y
′,y)

∣∣∣ = max
y

∑
y′∈Y

|R→(y,y′) · ṽt,y(y′)|

= max
y

(d− numK(y)) +
∑

Ham(y,y′)=1 and yDiffIdx(y,y′)=K

|ṽt,y(y′)|

 (By Eq. 7)

≤ max
y

(d− numK(y) +KdM)

≤ 2KdM.

Thus
∥∥∥R̃kh

∥∥∥
1
≤ 2KdM . By (42) we have

TV
(
qEu
nh , q

EI
nh

)
≤ TV

(
qEu
0 , qEI

0

)
+

n∑
k=1

(
h
∥∥∥R̃kh

∥∥∥
1

)2
≤ K2d2

n∑
k=1

h2M2 ≤ K2d2nh2M2 ≤ K2(T − δ)hd2M2.

(43)

By taking h ≤ ε
K2d2M2 log(d/ε) , then TV

(
qEu
nh , q

EI
nh

)
≤ ε.

Bound for TV
(
qEI
T−δ, q

←
T−δ

)
. We first prove KL

(
q←T−δ

∥∥qEI
T−δ

)
, then use Pinsker’s inequality to

derive the bound for TV
(
qEI
T−δ, q

←
T−δ

)
.
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For time interval [kh, (k + 1)h], we have

KL
(
q←(k+1)h

∥∥qEI
(k+1)h

)
= KL

(
q←kh
∥∥qEI

kh

)
+

∫ (k+1)h

kh

dKL
(
q←t
∥∥qEI

t

)
dt

dt. (44)

By the chain rule of KL divergence (Lemma 15)

d
dt
KL
(
q←t
∥∥qEI

t

)
= lim

∆t→0

KL
(
q←t+∆t

∥∥qEI
t+∆t

)
−KL

(
q←t
∥∥qEI

t

)
∆t

≤ lim
∆t→0

Ey∼q←t

KL
(
q←t+∆t|t(· | y)

∥∥qEI
t+∆t|t(· | y)

)
∆t

= Ey∼q←t lim
∆t→0

KL
(
q←t+∆t|t(· | y)

∥∥qEI
t+∆t|t(· | y)

)
∆t︸ ︷︷ ︸

Term 1

(45)

For each y ∈ Y , we focus on Term 1 of Eq. (45), and have

Term 1 = lim
∆t→0

∆t−1 ·
∑
y′∈Y

q←t+∆t|t(y
′|y) · ln

q←t+∆t|t(y
′|y)

qEI
t+∆t|t(y

′|y)


= lim

∆t→0

∑
y′ ̸=y

q←t+∆t|t(y
′|y)

∆t
· ln

q←t+∆t|t(y
′|y)

qEI
t+∆t|t(y

′|y)


︸ ︷︷ ︸

Term 1.1

+

lim
∆t→0

∆t−1 ·

1−
∑
y′ ̸=y

q←t+∆t|t(y
′|y)

 · ln
1−

∑
y′ ̸=y q←t+∆t|t(y

′|y)
1−

∑
y′ ̸=y qEI

t+∆t|t(y
′|y)


︸ ︷︷ ︸

Term 1.2

.

(46)

For Term 1.1, we have

Term 1.1 =
∑
y′ ̸=y

lim
∆t→0

[
q←t+∆t|t(y

′|y)
∆t

]
· lim
∆t→0

[
ln

q←t+∆t|t(y
′|y)

qEI
t+∆t|t(y

′|y)

]

=
∑
y′ ̸=y

R←t (y′,y) · ln

[
lim

∆t→0

(
q←t+∆t|t(y

′|y)
∆t

· ∆t

qEI
t+∆t|t(y

′|y)

)]

=
∑
y′ ̸=y

R←t (y′,y) · ln R←t (y′,y)

R̃kh(y′,y)
,

(47)

where the second equation follows from the composition rule of the limit calculation. For Term 1.2,
we have

Term 1.2 = lim
∆t→0

1− ∑
y′ ̸=y

q←t+∆t|t(y
′|y)

 · lim
∆t→0

[
∆t−1 · ln

1−
∑

y′ ̸=y q←t+∆t|t(y
′|y)

1−
∑

y′ ̸=y qEI
t+∆t|t(y

′|y)

]

=
∑
y′ ̸=y

(
R̃kh(y

′,y)−R←t (y′,y)
)
= R̃kh(y)−R←t (y)

(48)
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where the first inequality follows from Lemma 9. Plugging Eq. (47), Eq. (48) and Eq. (46), into
Eq. (45) we have

dKL
(
q←t
∥∥qEI

t

)
dt

≤
∑
y∈Y

q←t (y) ·

∑
y′ ̸=y

R←t (y′,y) · ln R←t (y′,y)

R̃kh(y′,y)
+ R̃kh(y)−R←t (y)


=
∑
y∈Y

q←t (y) ·

∑
y′ ̸=y

R←t (y′,y) · ln R←t (y′,y)

R̃kh(y′,y)
+
∑
y′ ̸=y

R̃kh(y
′,y)−

∑
y′ ̸=y

R←t (y′,y)


=
∑
y∈Y

q←t (y) ·
∑
y′ ̸=y

R→(y,y′) ·
[
−q←t (y′)

q←t (y)
+ ṽkh,y(y

′) +
q←t (y′)

q←t (y)
ln

q←t (y′)

q←t (y)ṽkh,y(y′)

]

=
∑
y∈Y

q←t (y) ·
∑
y′ ̸=y

R→(y,y′) ·
[
−vt,y(y

′) + ṽkh,y(y
′) + vt,y(y

′) ln
vt,y(y

′)

ṽkh,y(y′)

]

=
∑
y∈Y

q←t (y) ·
∑

Ham(y,y′)=1 and yDiffIdx(y,y′)=K

[
−vt,y(y

′) + ṽkh,y(y
′) + vt,y(y

′) ln
vt,y(y

′)

ṽkh,y(y′)

]
︸ ︷︷ ︸

Term 2
(49)

For y′ = y[yi → k], by Eq. (54) we have vt,y(y
′) =

q←t (y[yi→k])
q←t (y) ≤ 1

e(T−t)−1 . By (Liang et al.,

2025, Lemma 2), there exist c > 0 such that vt,y(y′) ≥ 1
c e
−(T−t). Therefore, by (Zhang et al.,

2024, Proposition 3), letting C = max{M, ceT }, Term 2 satisfies

Term 2 ≤
∑

Ham(y,y′)=1 and yDiffIdx(y,y′)=K

(
C ∥vt,y(y′)− vkh,y(y

′)∥2 + 2C2Dϕ(vkh,y(y
′)||ṽkh,y(y′))

)
where Dϕ is the Bregman divergence with ϕ(x) = x lnx (as Eq. (6)), i.e.,

Dϕ(u∥v) = ϕ(u)− ϕ(v)− ⟨∇ϕ(v), u− v⟩ = u ln
u

v
− u+ v.

By (Liang et al., 2025, Lemma 7), we have ∥vt,y(y′)− vkh,y(y
′)∥ ≲ γ−1(t− kh) ≲ h, where γ is

defined in (Liang et al., 2025, Assumption 4). We therefore have

Term 2 ≲ CKnumK(y)h2 + C2
∑

Ham(y,y′)=1 and yDiffIdx(y,y′)=K

(Dϕ(vkh,y(y
′)||ṽkh,y(y′)))

≲ CKdh2 + C2
∑

Ham(y,y′)=1 and yDiffIdx(y,y′)=K

(Dϕ(vkh,y(y
′)||ṽkh,y(y′)))

(50)

Since by Eq. (44), we have

KL
(
q←nh
∥∥qEI

nh

)
= KL

(
q←0
∥∥qEI

0

)
+

n−1∑
k=0

∫ (k+1)h

kh

dKL
(
q←t
∥∥qEI

t

)
dt

dt.

Then, by Eq. (49), Eq. (50), Eq. (6) and Assumption [A1]-, we have

KL
(
q←T−δ

∥∥qEI
T−δ

)
≲ (T − δ)C2ϵ2score + C(T − δ)Kdh2.

By Pinsker’s inequality, we have

TV
(
q←T−δ, q

EI
T−δ

)
≤
√

1

2
KL
(
q←T−δ

∥∥qEI
T−δ

)
≲

√
1

2

√
(T − δ)C2ϵ2score + C(T − δ)Kdh2
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By taking ϵscore ≲ ε/(
√
TC), and h ≲ ε/

√
CdT , we have TV

(
q←T−δ, q

EI
T−δ

)
≤ ε.

Therefore, taking h ≲ min{ ε
K2d2M2 log(d/ε) ,

ε√
Cd log(d/ε)

}, by the triangle inequality, we have

TV
(
q←δ , qEu

T−δ
)
≤ TV

(
qEu
T−δ, q

EI
T−δ

)
+TV

(
q←δ , qEI

T−δ
)
≲ ε.

Plugging in C = Θ(d/ε), we have for h ≲ min{ ε
K2d2M2 log(d/ε) ,

ε
3
2

d
√

log(d/ε)
}, we have

TV
(
q←δ , qEu

T−δ
)
≲ ε.

Hence, the proof is completed.
Lemma 9. Following the notations shown in Section 2, for t ∈ [kh, (k + 1)h], we have

lim
∆t→0

[
∆t−1 · ln

1−
∑

y′ ̸=y q←t+∆t|t(y
′|y)

1−
∑

y′ ̸=y qEI
t+∆t|t(y

′|y)

]
= R̃kh(y)−R←t (y).

Proof. Since we have required ∆t → 0, that is to say

qEI
t+∆t|t(y

′|y) → qEI
t|t (y

′|y) = 0 and q←t+∆t|t(y
′|y) → q←t|t(y

′|y) = 0 ∀y′ ̸= y,

which automatically makes∣∣∣∣∣∣
∑

y′ ̸=y

(
qEI
t+∆t|t(y

′|y)− q←t+∆t|t(y
′|y)
)

1−
∑

y′ ̸=y qEI
t+∆t|t(y

′|y)

∣∣∣∣∣∣ ≤ 1

2
< 1.

Under this condition, we have

ln
1−

∑
y′ ̸=y q←t+∆t|t(y

′|y)
1−

∑
y′ ̸=y qEI

t+∆t|t(y
′|y)

= ln

1 + ∑
y′ ̸=y

(
qEI
t+∆t|t(y

′|y)− q←t+∆t|t(y
′|y)
)

1−
∑

y′ ̸=y qEI
t+∆t|t(y

′|y)


=

∞∑
i=1

(−1)i+1

i
·

∑y′ ̸=y

(
qEI
t+∆t|t(y

′|y)− q←t+∆t|t(y
′|y)
)

1−
∑

y′ ̸=y qEI
t+∆t|t(y

′|y)

i

,

which implies (with the dominated convergence theorem)

lim
∆t→0

[
∆t−1 · ln

1−
∑

y′ ̸=y q←t+∆t|t(y
′|y)

1−
∑

y′ ̸=y qEI
t+∆t|t(y

′|y)

]

=

∞∑
i=1

(−1)i+1

i
· lim
∆t→0

∑
y′ ̸=y

(
qEI
t+∆t|t(y

′|y)− q←t+∆t|t(y
′|y)
)

∆t

· lim
∆t→0

(∑
y′ ̸=y

(
qEI
t+∆t|t(y

′|y)− q←t+∆t|t(y
′|y)
))i−1

(
1−

∑
y′ ̸=y qEI

t+∆t|t(y
′|y)
)i .

Only when i = 1, we have

lim
∆t→0

(∑
y′ ̸=y

(
qEI
t+∆t|t(y

′|y)− q←t+∆t|t(y
′|y)
))i−1

(
1−

∑
y′ ̸=y qEI

t+∆t|t(y
′|y)
)i = 1,

otherwise it will be equivalent to 0. Therefore, we have

lim
∆t→0

[
∆t−1 · ln

1−
∑

y′ ̸=y q←t+∆t|t(y
′|y)

1−
∑

y′ ̸=y qEI
t+∆t|t(y

′|y)

]
= lim

∆t→0

∑
y′ ̸=y

(
qEI
t+∆t|t(y

′|y)− q←t+∆t|t(y
′|y)
)

∆t

=
∑
y′ ̸=y

(
R̃kh(y

′,y)−R←t (y′,y)
)
= R̃kh(y)−R←t (y).

Hence, the proof is completed.
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D TRUNCATED UNIFORMIZATION INFERENCE ANALYSIS

D.1 THE PROOF OF LEMMA 3

The proof of Lemma 3. According to the definition, we have

R←t (y) =
∑
y′ ̸=y

R←t (y′,y) =
∑
y′ ̸=y

R→(y,y′) · q
←
t (y′)

q←t (y)

Since the definition of the transition rate matrix, i.e., Eq. (7), for any y′ with Ham(y′,y) > 1, it has
R→(y,y′) = 0. Moreover, even when Ham(y′,y) = 1, it has

R→(y,y′) = 0 when yDiffIdx(y,y′) ̸= K.

Define the function to transfer the i–th element of y (yi) from k′ to k as

y[yi : k
′ → k] = [y1,y2, . . . ,yi−1, k,yi+1, . . . ,yd] .

That means R←t (y) can be rewritten as

R←t (y) =
∑

i,yi=K

[
K−1∑
k=1

R→(y,y[yi : K → k]) · q
←
t (y[yi : K → k])

q←t (y)

]
. (51)

To upper bound the RHS of the above equation, we consider controlling

q←t (y[yi : K → k])

q←t (y)
=

q→T−t(y[yi : K → k])

q→T−t(y)
=

∑
y0∈Y q

→
0 (y0) · q→T−t|0(y[yi : K → k]|y0)∑
y0∈Y q

→
0 (y0) · q→T−t|0(y|y0)

=

∑
y0∈Y q

→
0 (y0) · q→T−t|0(y|y0) ·

q→T−t|0(y[yi : K→k]|y0)

q→
T−t|0(y|y0)∑

y0∈Y q
→
0 (y0) · q→T−t|0(y|y0)

= Ey0∼q→0|T−t
(·|y)

[
q→T−t|0(y[yi : K → k]|y0)

q→T−t|0(y|y0)

]
,

(52)
where the last equation follows from Bayes’ Theorem, i.e.,

q→0|T−t(y0|y) · q→T−t(y) = q→T−t|0(y|y0) · q→0 (y0) ⇔ q→0|T−t(y0|y) ∝ q→T−t|0(y|y0) · q→0 (y0).

Then, we only need to control q→T−t|0(y[yi → k]|y0)/q
→
T−t|0(y|y0) where both the denominator

and the numerator can be calculated accurately by Lemma 8. Specifically, we have

q→T−t|0(y|y0) =
∏

j∈{1,...,i−1,i+1,...,d}

[
1(K,K)(yj ,y0,j) +

(
1− 1(K,K)(yj ,y0,j)

)
· 10(yj − y0,j) · e−(T−t)

+
(
1− 1(K,K)(yj ,y0,j)

)
· 1K(yj) · (1− e−(T−t))

]
·[

1(K,K)(K,y0,i) +
(
1− 1(K,K)(K,y0,i)

)
· (1− e−(T−t))

]
and

q→T−t|0(y[yi : K → k]|y0) =
∏

j∈{1,...,i−1,i+1,...,d}

[
1(K,K)(yj ,y0,j) +

(
1− 1(K,K)(yj ,y0,j)

)
· 10(yj − y0,j) · e−(T−t)

+
(
1− 1(K,K)(yj ,y0,j)

)
· 1K(yj) · (1− e−(T−t))

]
·[(

1− 1(K,K)(k,y0,i)
)
· 10(k − y0,i) · e−(T−t)

]
.

Since the factor except for the i–th term will be canceled, we have

q→T−t|0(y[yi → k]|y0)

q→T−t|0(y|y0)
=

(
1− 1(K,K)(k,y0,i)

)
· 10(k − y0,i) · e−(T−t)

1(K,K)(K,y0,i) +
(
1− 1(K,K)(K,y0,i)

)
· (1− e−(T−t))

=
10(k − y0,i) · e−(T−t)

1− e−(T−t)
≤ e−(T−t)

1− e−(T−t)
=

1

e(T−t) − 1
.

(53)
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Plugging this result into Eq. (52), the density ratio of the reverse process will have

q←t (y[yi → k])

q←t (y)
= Ey0∼q→0|T−t

(·|y)

[
q→T−t|0(y[yi : K → k]|y0)

q→T−t|0(y|y0)

]
≤ 1

e(T−t) − 1
. (54)

Combining with the fact, i.e.,
R→(y,y[yi : K → k]) = 1

from Eq. (7), Eq. (51) can be upper bounded as

R←t (y) =
∑

i,yi=K

[
K−1∑
k=1

q←t (y[yi : K → k])

q←t (y)

]
≤ numK(y) ·K

e(T−t) − 1
.

Hence, the proof is completed.

Remark 1. Here, an interesting property is that compared with the upper bound of βt(y) in the
uniform forward process Chen & Ying (2024), i.e.,∑

y′ ̸=y

R←t (y′,y) ≤ K · d · 1 + e−2(T−t)

1− e−2(T−t)
≤ K · d · (1 + (T − t)−1).

the upper bound of βt(y) in absorbing forward process will only be∑
y′ ̸=y

R←t (y′,y) ≤ K · numK(y) · e−(T−t)

1− e−(T−t)
.

The latter upper bound is strictly better compared with the former one, since the number of mask
tokens, i.e., numK(y) ≤ d. Besides, with the time growth (from 0 to T ), numK(y) will be monotonic
decrease for R←t (y) (from d to 0). Since the dominating term in the complexity analysis of truncated
uniformization is βt, the discrete diffusion models with absorbing forward process are expected to
have a better result. The mechanism of the acceleration can be explained in one sentence, i.e.,

At each uniformization step, absorbing the discrete diffusion model knows the token needs
(masked token)/ or does not need (unmasked token) to denoise, and an unmasked token will

not be denoised twice.

Rigorously, this property can be summarized by Lemma 10.
Lemma 10. Suppose Assumption [A2] hold, and 0 < t0 ≤ t, we have q←t|t0(y|y0) ̸= 0 if and only if

y ∈ Y←(y0) = {y′|∀i, y0,i = K or y′i = y0,i} .

Proof. According to the Bayes’ theorem, for any t ≥ t0, it has

q←t,t0(y,y0) = q←t|t0(y|y0) · q←t0 (y0) = q→T−t,T−t0(y,y0)

= q→T−t0,T−t(y0,y) = q→T−t0|T−t(y0|y) · q→T−t(y),
(55)

where the third equation follows from the reversibility of the absorbing forward process shown
in Campbell et al. (2022). Following from the forward transition kernel shown in Lemma 8, we
know that

q→T−t0|T−t(y0|y) ̸= 0 ⇔ y0 ∈ Y→(y) = {y′| ∀i, y′i = yi or y′i = K} . (56)

Combining Assumption [A2] and Lemma 8, we have q→τ (y) > 0 for all y ∈ Y , which implies

q←t0 (y0) = q→T−t0(y0) > 0 and q→t (y) > 0. (57)

Then, we can summarize

q←t|t0(y|y0) ̸= 0 ⇔ y ∈ Y←(y0) = {y′|∀i, y0,i = K or y′i = y0,i} .

Hence, the proof is completed.
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D.2 THE CONVERGENCE OF ALG. 1

Suppose, with the infinitesimal reverse transition rate, the particles in Alg. 1 during the reverse
process are denotes as random variables {ŷt}T−δt=0 , whose underlying distributions are q̂t. Then, the
implementation will be equivalent to the following Poisson process. For t ∈ (tw−1, tw], ŷtw−1

= y0

and ŷt = y,

1. With probability ∆t · βtw(y0), allow a state transition.

2. Conditioning on an allowed transition, move from y to y′ with probability

M̂t|tw−1
(y′|y,y0) =

{
β−1tw (y0) · R̂t(y

′,y) y′ ̸= y

1− β−1tw (y0)R̂t(y) otherwise
.

Here we should note that

R̂t,y0(y) ≤ βt(y) = K · numK(y) · 1

eT−t − 1
≤ K · numK(y0) ·

1

eT−tw − 1
= βtw(y0),

where the second inequality established since numK(ŷt) ≤ numK
(
ŷtw−1

)
and (eT−t − 1)−1 is

monotonic increasing. Under these two steps, the practical conditional probability satisfies

q̂t+∆t|t,tw−1
(y′|y,y0) =

{
∆t · βtw(y0) · R̂t,y0

(y′,y) · β−1tw (y0) y′ ̸= y

1−∆t · βtw(y0) + ∆t · βtw(y0) · (1− βtw(y0)
−1 · R̂t,y0

(y)) y′ = y,

=

{
∆t · R̂t,y0

(y′,y) y′ ̸= y

1−∆t · R̂t,y0
(y) y′ = y

.

(58)

Lemma 11. Following the notations shown in Section A, we have

lim
∆t→0

[
∆t−1 · ln

1−
∑

y′ ̸=y q←t+∆t|t,tw−1
(y′|y,y0)

1−
∑

y′ ̸=y q̂t+∆t|t,tw−1
(y′|y,y0)

]
= R̂t,y0

(y)−R←t (y).

Proof. Since we have required ∆t → 0, for any y′ ̸= y, it has

q̂t+∆t|t,tw−1
(y′|y,y0) → q̂t|t(y

′|y,y0) = 0

and q←t+∆t|t,tw−1
(y′|y,y0) = q←t+∆t|t(y

′|y) → q←t|t(y
′|y) = 0,

where the first row follows from Eq. (58) and the second row follows from Lemma. 1. This auto-
matically makes∣∣∣∣∣∣

∑
y′ ̸=y

(
q̂t+∆t|t,tw−1

(y′|y,y0)− q←t+∆t|t,tw−1
(y′|y,y0)

)
1−

∑
y′ ̸=y q̂t+∆t|t,tw−1

(y′|y,y0)

∣∣∣∣∣∣ ≤ 1

2
< 1.

Under this condition, we have

ln
1−

∑
y′ ̸=y q←t+∆t|t,tw−1

(y′|y,y0)

1−
∑

y′ ̸=y q̂t+∆t|t,tw−1
(y′|y,y0)

= ln

1 + ∑
y′ ̸=y

(
q̂t+∆t|t,tw−1

(y′|y,y0)− q←t+∆t|t(y
′|y)
)

1−
∑

y′ ̸=y q̂t+∆t|t,tw−1
(y′|y,y0)


=

∞∑
i=1

(−1)i+1

i
·

∑y′ ̸=y

(
q̂t+∆t|t,tw−1

(y′|y,y0)− q←t+∆t|t,tw−1
(y′|y,y0)

)
1−

∑
y′ ̸=y q̂t+∆t|t,tw−1

(y′|y,y0)

i

,

29



1566
1567
1568
1569
1570
1571
1572
1573
1574
1575
1576
1577
1578
1579
1580
1581
1582
1583
1584
1585
1586
1587
1588
1589
1590
1591
1592
1593
1594
1595
1596
1597
1598
1599
1600
1601
1602
1603
1604
1605
1606
1607
1608
1609
1610
1611
1612
1613
1614
1615
1616
1617
1618
1619

Under review as a conference paper at ICLR 2026

which implies (with the dominated convergence theorem)

lim
∆t→0

[
∆t−1 · ln

1−
∑

y′ ̸=y q←t+∆t|t,tw−1
(y′|y,y0)

1−
∑

y′ ̸=y q̂t+∆t|t,tw−1
(y′|y,y0)

]

=

∞∑
i=1

(−1)i+1

i
· lim
∆t→0

∑
y′ ̸=y

(
q̂t+∆t|t,tw−1

(y′|y,y0)− q←t+∆t|t,tw−1
(y′|y,y0)

)
∆t

· lim
∆t→0

(∑
y′ ̸=y

(
q̂t+∆t|t,tw−1

(y′|y,y0)− q←t+∆t|t,tw−1
(y′|y,y0)

))i−1
(
1−

∑
y′ ̸=y q̂t+∆t|t,tw−1

(y′|y,y0)
)i .

Only when i = 1, we have

lim
∆t→0

(∑
y′ ̸=y

(
q̂t+∆t|t,tw−1

(y′|y,y0)− q←t+∆t|t,tw−1
(y′|y,y0)

))i−1
(
1−

∑
y′ ̸=y q̂t+∆t|t(y′|y)

)i = 1,

otherwise it will be equivalent to 0. Therefore, we have

lim
∆t→0

[
∆t−1 · ln

1−
∑

y′ ̸=y q←t+∆t|t,tw−1
(y′|y,y0)

1−
∑

y′ ̸=y q̂t+∆t|t,tw−1
(y′|y,y0)

]

= lim
∆t→0

∑
y′ ̸=y

(
q̂t+∆t|t,tw−1

(y′|y,y0)− q←t+∆t|t,tw−1
(y′|y,y0)

)
∆t

=
∑
y′ ̸=y

(
R̂t,y0

(y′,y)−R←t (y′,y)
)
= R̂t,y0

(y)−R←t (y),

where the second equation follows from Eq. (58) and the second row follows from Lemma. 1. Hence,
the proof is completed.

Theorem 3 (The convergence of Alg. 1). Suppose Assumption [A1] and [A2] hold, if Alg. 1 has

t0 = 0, tW = T − δ, and ϵscore ≤ T−1/2 · ϵ where T = ln(4d/ϵ2) and δ ≤ d−1ϵ,

the TV distance between the target discrete distribution q∗ and the underlying distribution of the
output particle q̂T−δ will satisfy TV (q∗, q̂T−δ) ≤ 2ϵ.

Proof. Here we provide the upper bound of TV distance accumulation in a specific segment, e.g.,
from tw−1 to tw. According to the chain rule of KL divergence, i.e., Lemma 15, we have

KL
(
q←tw
∥∥q̂tw) ≤ KL

(
q←tw−1

∥∥q̂tw−1

)
+ Ey0∼q←tw−1

[
KL
(
q←tw|tw−1

(·|y0)
∥∥q̂tw|tw−1

(·|y0)
)]

= KL
(
q←tw−1

∥∥q̂tw−1

)
+

∫ tw

tw−1

dEy0∼q←tw−1

[
KL
(
q←t|tw−1

(·|y0)
∥∥q̂t|tw−1

(·|y0)
)] (59)

Then, it has

dEy0∼q←tw−1

[
KL
(
q←t|tw−1

(·|y←0 )
∥∥q̂t|tw−1

(·|y←0 )
)]

/dt

= lim
∆→0

(∆t)−1 · Ey0∼q←tw−1

[
KL
(
q←t+∆t|tw−1

(·|y0)
∥∥q̂t+∆t|tw−1

(·|y0)
)
−KL

(
q←t|tw−1

(·|y0)
∥∥q̂t|tw−1

(·|y0)
)]

≤ lim
∆→0

(∆t)−1 · Ey0∼q←tw−1

[
Ey∼q←

t|tw−1
(·|y0)

(
KL
(
q←t+∆t|t,tw−1

(·|y,y0)
∥∥q̂t+∆t|t,tw−1

(·|y,y0)
))]

where the inequality follows from the chain rule of the KL divergence, i.e., Lemma 15. Then, it has

dEy0∼q←tw−1

[
KL
(
q←t|tw−1

(·|y0)
∥∥q̂t|tw−1

(·|y0)
)]

/dt

≤
∑

y∈Y,y0∈Y→(y)

q←t,tw−1
(y,y0) · lim

∆t→0

KL
(
q←t+∆t|t,tw−1

(·|y,y0)
∥∥q̂t+∆t|t,tw−1

(·|y,y0)
)

∆t


︸ ︷︷ ︸

Term 1
(60)
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where the inequality and the notation Y→(·) follows from Lemma 10. For each y← ∈ Y,y←0 ∈
Y→(y), we focus on Term 1 of Eq. (60), and have

Term 1 = lim
∆t→0

∆t−1 ·
∑
y′∈Y

q←t+∆t|t,tw−1
(y′|y,y0) · ln

q←t+∆t|t,tw−1
(y′|y,y0)

q̂t+∆t|t,tw−1
(y′|y,y0)


= lim

∆t→0

∑
y′ ̸=y

q←t+∆t|t,tw−1
(y′|y,y0)

∆t
· ln

q←t+∆t|t,tw−1
(y′|y,y0)

q̂t+∆t|t,tw−1
(y′|y,y0)


︸ ︷︷ ︸

Term 1.1

+

lim
∆t→0

∆t−1 ·

1−
∑
y′ ̸=y

q←t+∆t|t,tw−1
(y′|y,y0)

 · ln
1−

∑
y′ ̸=y q←t+∆t|t,tw−1

(y′|y,y0)

1−
∑

y′ ̸=y q̂t+∆t|t,tw−1
(y′|y,y0)


︸ ︷︷ ︸

Term 1.2

.

(61)
For Term 1.1, we have

Term 1.1 =
∑
y′ ̸=y

lim
∆t→0

[
q←t+∆t|t,tw−1

(y′|y,y0)

∆t

]
· lim
∆t→0

[
ln

q←t+∆t|t,tw−1
(y′|y,y0)

q̂t+∆t|t,tw−1
(y′|y,y0)

]

=
∑
y′ ̸=y

R←t (y′,y) · ln

[
lim

∆t→0

(
q←t+∆t|t,tw−1

(y′|y,y0)

∆t
· ∆t

q̂t+∆t|t,tw−1
(y′|y,y0)

)]

=
∑
y′ ̸=y

R←t (y′,y) · ln R←t (y′,y)

R̂t,y0
(y′,y)

,

(62)
where the last equation follows from Lemma 1 and Eq. (58). For Term 1.2, we have

Term 1.2 = lim
∆t→0

1− ∑
y′ ̸=y

q←t+∆t|t,tw−1
(y′|y,y0)


· lim
∆t→0

[
∆t−1 · ln

1−
∑

y′ ̸=y q←t+∆t|t,tw−1
(y′|y,y0)

1−
∑

y′ ̸=y q̂t+∆t|t,tw−1
(y′|y,y0)

]
≤ 1 · (R̂t,y0

(y)−R←t (y))

(63)
where the first inequality follows from Lemma 11. Plugging Eq. (62), Eq. (63) and Eq. (61), into
Eq. (60) we have

dEy0∼q←tw−1

[
KL
(
q←t|tw−1

(·|y0)
∥∥q̂t|tw−1

(·|y0)
)]

/dt

≤
∑

y∈Y,y0∈Y→(y)

q←t,tw−1
(y,y0) ·

∑
y′ ̸=y

R←t (y′,y) · ln R←t (y′,y)

R̂t,y0
(y′,y)

+ R̂t,y0(y)−R←t (y)

 .

(64)
Then, for any y ∈ Y and y0 ∈ Y→(y), we have∑

y′ ̸=y

R←t (y′,y) · ln R←t (y′,y)

R̂t,y0
(y′,y)

+ R̂t,y0
(y)−R←t (y)

=
∑
y′ ̸=y

R←t (y′,y) ln
R←t (y′,y)

R̃t(y′,y)
+ R̃t(y)−R←t (y)

+
∑
y′ ̸=y

R←t (y′,y) ln
R̃t(y

′,y)

R̂t,y0
(y′,y)

+ R̂t,y0
(y)− R̃t(y)︸ ︷︷ ︸

Term 2

.

(65)
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When R̃t(y) ≤ βtw(y0), due to Eq. (18), we have

R̂t,y0(y
′,y) = R̃t(y

′,y) and R̂t,y0(y) =
∑
y′ ̸=y

R̂t,y0(y
′,y) =

∑
y′ ̸=y

R̃t(y
′,y) = R̃t(y)

which implies Term 2 = 0 in Eq. (65). Otherwise, we have

R̂t,y0
(y′,y)

R̃t(y′,y)
=

βtw(y0)

R̃t(y)
and

R̂t,y0
(y)

R̃t(y)
=

βtw(y0)

R̃t(y)
,

which implies

Term 2 =
∑
y′ ̸=y

R←t (y′,y) · ln R̃t(y)

βtw(y0)
+ βtw(y0)− R̃t(y)

= R←t (y) · ln

[
1 +

R̃t(y)− βtw(y0)

βtw(y0)

]
+ βtw(y0)− R̃t(y)

≤ βtw(y0) ·

[
R̃t(y)− βtw(y0)

βtw(y0)

]
+ βtw(y0)− R̃t(y) = 0,

where the last inequality follows from

y0 ∈ Y→(y) ⇒ numK(y) ≤ numK(y0) ⇒ R←t (y) ≤ βtw(y0).

Combining with Eq. (65) and Eq. (64), we have

dEy0∼q←tw−1

[
KL
(
q←t|tw−1

(·|y0)
∥∥q̂t|tw−1

(·|y0)
)]

/dt

≤
∑
y∈Y

q←t (y) ·

∑
y′ ̸=y

R←t (y′,y) · ln R←t (y′,y)

R̃t(y′,y)
+ R̃t(y)−R←t (y)


=
∑
y∈Y

q←t (y) ·

∑
y′ ̸=y

R←t (y′,y) · ln R←t (y′,y)

R̃t(y′,y)
+
∑
y′ ̸=y

R̃t(y
′,y)−

∑
y′ ̸=y

R←t (y′,y)


=
∑
y∈Y

q←t (y) ·
∑
y′ ̸=y

R→(y,y′) ·
[
−q←t (y′)

q←t (y)
+ ṽt,y(y

′) +
q←t (y′)

q←t (y)
ln

q←t (y′)

q←t (y)ṽt,y(y′)

]

=
∑
y∈Y

q←t (y) ·
∑
y′ ̸=y

R→(y,y′)Dϕ

(
q←t (y′)

q←t (y)

∥∥ṽt,y(y′)) ,

(66)

where Dϕ is the Bregman divergence with ϕ(c) = c ln c (as Eq. (6)), and the last equation follows
from the definition of Bregman divergence:

Dϕ(u∥v) = ϕ(u)− ϕ(v)− ⟨∇ϕ(v), u− v⟩ = u ln
u

v
− u+ v.

Therefore, Eq. (59) can be rewritten as

KL
(
q←tw
∥∥q̂tw) ≤ KL

(
q←tw−1

∥∥q̂tw−1

)
+

∫ tw

tw−1

Ey∼q→T−t

∑
y′ ̸=y

R→(y,y′) ·Dϕ

(
vt,y(y

′)
∥∥ṽt,y(y′))

dt.

With a recursive manner, we have

KL
(
q←T−δ

∥∥q̂T−δ) ≤ KL
(
q←0
∥∥q̂0)+ LSE(ṽ) = KL

(
q→T
∥∥q̂0)+ LSE(ṽ) ≤ (1 + e−T )d − 1 + Tϵ2score,

where the last inequality follows from Lemma 2 and Assumption [A1]

q̂0(y) = q̃T (y) ∝ exp(−T · (d− numK(y))).

If we set
T ≥ ln(4d/ϵ2) and ϵscore ≤ T−1/2 · ϵ,

it has (1 + e−T )d − 1 ≤ ϵ2 and Tϵ2score ≤ ϵ2, which means KL
(
q←T−δ

∥∥q̂T−δ) ≤ 2ϵ2.
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Bounding TV (q∗, q
→
δ ) We adopt the proof strategy of Theorem 6 in Chen & Ying (2024). Con-

sider the forward process (Xt)t≥0. By the coupling characterization of the total variation distance,
we have

TV (q∗, q
→
δ ) := inf

γ∈Γ(q∗,q→δ )
P(u,v)∼γ [u ̸= v] ≤ P(y ̸= y′),

where Γ(q∗, q→δ ) is the set of all couplings of (q∗, q→δ ), and the inequality holds because (y,y′) gives
a coupling of (q∗, q→δ ). Without loss of generality, we suppose q→0 (y) > 0 for all numK(y) = 0,
then, combining the transition kernel given Lemma 8 and Assumption [A2], we have

P(y = y′) =
∑

y∈Y,numK(y)=0

q→0 [y] · q→δ|0(y|y) =
∑

y∈Y,numK(y)=0

q→0 (y) · e−δd = e−δd.

Thus, by choosing δ ≤ ϵ/d, we have

δ ≤ d−1ϵ ≤ d−1 · ln
(

1

1− ϵ

)
⇒ eδd ≤ 1

1− ϵ
⇒ TV (q∗, q

→
δ ) ≤ 1− e−δd ≤ ϵ. (67)

Finally, we have

TV
(
q→0 , q̂←T−δ

)
≤ TV (q→0 , q→δ ) + TV

(
q←T−δ, q̂T−δ

)
≤ ϵ+

√
1

2
KL
(
q←T−δ

∥∥q̂T−δ) ≤ 2ϵ.

Hence the proof is completed.

D.3 THE COMPLEXITY OF ALG. 1

Theorem 4 (The complexity of Alg. 1). Suppose Assumption [A1] and [A2] hold, following from
the settings shown in Theorem 3, if we implement Alg. 1 with

tw − tw−1 = η where w ∈ {1, 2, . . .W}, W = (T − δ)/η, η = ϵ/2d, and ϵ < 1

the expectation of iteration/score estimation complexity of Alg. 1 will be upper bounded by
2K(d− ϵ2/4) + 12Kd ln d

to achieve TV (p∗, p̂) ≤ 2ϵ where p̂ denotes the underlying distribution of generated samples.

Proof. We denote {ŷt}T−δt=0 to present the reverse process. For a specific trajectory, e.g., {ŷt}T−δt=0 =

{ŷ}T−δt=0 , the total expected iteration number will be equivalent to the summation of Poisson expec-
tations of W segments, i.e.,

W∑
i=1

βtw(ŷtw−1
) · (tw − tw−1) =

K · numK
(
ŷtw−1

)
eT−tw − 1

· (tw − tw−1),

which means the expected iteration number of the reverse process can be written as

E

[
W∑

w=1

βtw(ŷtw−1) · (tw − tw−1)

]
=

W∑
w=1

E[numK(ŷtw−1)] ·
K

e(T−tw) − 1
· (tw − tw−1). (68)

Although E[numK(ŷtw−1
)] is respect to the practical distribution ŷtw−1

∼ q̂tw−1
, we can approxi-

mate it by the forward marginal distribution, i.e.,
E[numK(y←tw−1

)] = E[numK(y→T−tw−1
)] where y←tw−1

∼ q←tw−1
and y→T−tw−1

∼ q→tw−1

Specifically, with Assumption [A2], we have E[numK (y→0 )] = 0. Under this condition, the transi-
tion kernel becomes

q→t|0(y|y
′) =

d∏
i=1

(1− 1(K,K)(yi,y
′
i)
)
· 10(yi − y′i) · e−t︸ ︷︷ ︸

remain non-mask token

+
(
1− 1(K,K)(yi,y

′
i)
)
· 1K(yi) · (1− e−t)︸ ︷︷ ︸

turn into mask token

 .

due to Lemma 8. Let P[numK (y→t ) = k] be the probability that exactly k out of the d coordinates
are mask tokens (K) at time t. Because each of the d coordinates evolves independently (and
identically, each with probability 1 − e−t of being the mask token at time t), we get a standard
Binomial random variable:
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• Each coordinate is K with probability 1− e−t.

• Each coordinate is non-K with probability e−t.

Hence, we have

P[numK (y→t ) = k] = Ck
d · (1− e−t)k · (e−t)d−k and E[numK (y→t ) = k] = d · (1− e−t).

Then, for any w, we have E[numK(y→T−tw−1
)] = d · (1 − e−(T−tw−1)). Under the settings shown

in Theorem 3, we have

TV
(
q←T−tw−1

, q̂T−tw−1

)
≤ TV

(
q←T−tW , q̂T−tW

)
≤ 2ϵ,

which implies∣∣∣E[numK(ŷtw−1
)]− E[numK(y←tw−1

)]
∣∣∣ ≤ d · TV

(
q←T−tw−1

, q̂T−tw−1

)
≤ 2dϵ.

Then, we have
E[numK(ŷtw−1

)] ≤ E[numK(y←tw−1
)] + 2dϵ = E[numK(y→T−tw−1

)] + 2dϵ

= d · (1− e−(T−tw−1)) + 2dϵ.
(69)

Plugging Eq. (69) into Eq. (68), we have

E

[
W∑

w=1

βtw(ŷtw−1) · (tw − tw−1)

]

≤
W∑

w=1

d · (1− e−(T−tw−1))
K

e(T−tw) − 1
· (tw − tw−1)

+

W∑
w=1

2dϵ · K

e(T−tw) − 1
· (tw − tw−1)

= Kd ·
W∑

w=1

e−(T−tw) · (tw − tw−1) ·
1− e−(T−tw−1)

1− e−(T−tw)︸ ︷︷ ︸
Term 1

+ 2Kdϵ ·
W∑

w=1

(
eT−tw − 1

)−1 · (tw − tw−1)︸ ︷︷ ︸
Term 2

(70)

Then, we suppose the segments share the same length η, i.e.,

tw − tw−1 = η where w ∈ {1, 2, . . .W}, W = (T − δ)/η, and η = ϵ/2d.

Under these conditions, we have

η ≤ δ

2
≤ ln(

1

2
+

eδ

2
) ⇒ eη ≤ eδ

2
+

1

2
≤ e(T−tw−1)

2
+

1

2
∀ w ∈ {1, . . . ,W}

⇒ eη ≤ 1 + e−(T−tw−1)

2e−(T−tw−1)
⇒ 2 · e−(T−tw−1−η) ≤ 1 + e−(T−tw−1)

⇒ 1− e−(T−tw−1) ≤ 2− 2e−(T−tw−1−η) ⇒ 1− e−(T−tw−1)

1− e−(T−tw)
≤ 2.

(71)

Plugging these results into Term 1 of Eq. (70), we have

Term 1 = 2Kd ·
W∑

w=1

e−(T−tw) · η = 2Kd ·
W∑

w=1

e−(T−wη) · η

= 2Kd · η · e−T · e
(W+1)η − eη

eη − 1
≤ 2Kd · eη ·

(
e−δ − e−T

)
≤ 2Kd · (1− e−T )

= 2Kd ·
(
1− ϵ2

4d

)
.

(72)
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Moreover, we have

eT−tw−1 − 1

eT−tw − 1
=

eT−tw−1

eT−tw
· 1− e−(T−tw−1)

1− e−(T−tw)
≤ eη · 2 ≤ 2e,

where the first inequality follows from Eq. (71) and the last inequality is established when η ≤ 1.
Then, Term 2 of Eq. (70) can be upper bounded as

Term 2 = 2Kdϵ ·
W∑

w=1

η

eT−tw − 1
≤ 4e ·Kdϵ ·

W∑
w=1

η

eT−tw−1 − 1
≤ 4e ·Kdϵ ·

W∑
w=1

η

T − tw−1

≤ 4e · dKϵ ·
∫ T−δ

0

1

T − t
dt = 4e · dKϵ · ln T

δ
≤ 4e · dKϵ · ln 4d2

ϵ3
≤ 12e ·Kd ln d · ϵ ln 1

ϵ
(73)

where the last inequality follows from

4 ≤ d and ln
d3

ϵ3
= 3 ln

d

ϵ
≤ 3 ln d ln

1

ϵ

without loss of generality. Moreover, when ϵ < 1, we have

ϵ ln
1

ϵ
≤ e−1,

which follows from the monotonicity of the function x lnx. Under this condition, the RHS of
Eq. (73) has the following bound

Term 2 ≤ 12 ·Kd ln d. (74)
Finally, plugging Eq. (72) and Eq. (74) into Eq. (70), the expected calls of discrete scores will be

E

[
W∑

w=1

βtw(ŷtw−1
) · (tw − tw−1)

]
≤ 2K(d− ϵ2) + 12Kd ln d.

Hence, the proof is completed.

E TECHNICAL LEMMAS

Lemma 12 (Basic Kronecker product). Supppose the Kronecker product for n matrices defined on
Rd×d, i.e.,

A := A1 ⊗A2 ⊗ . . .⊗An,

then we have

A[a1,i,a2,i,...,an,i],[a1,j ,a2,j ,...,an,j ] := A∑n
k=1 ak,i·dn−k,

∑n
k=1 ak,j ·dn−k =

n∏
k=1

[Ak]ak,i,ak,j
.

Proof. This lemma can easily be proved by the definition of Kronecker product.

Lemma 13 (Mixed-product property of Kronecker product). Suppose the matrices A,B,C,D ∈
Rd×d, then, the products AC and BD are well-defined. We have

(A⊗B)(C ⊗D) = (AC)⊗ (BD).

Proof. We prove this by examining the product on the left-hand side, (A ⊗ B) (C ⊗ D), and
showing it coincides block-by-block with (AC)⊗ (BD).

We starts from the definition of Kronecker products in blocks. By definition, the Kronecker product
A⊗B can be seen as an (d× d) block matrix in which the (i, j)-th block is aij B. Hence,

A⊗B =


a11B a12B · · · a1nB

a21B a22B · · · a2nB

...
...

. . .
...

am1B am2B · · · amnB

 .
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Similarly,

C ⊗D =


c11D c12D · · · c1rD

c21D c22D · · · c2rD

...
...

. . .
...

cn1D cn2D · · · cnrD

 .

Then, we form the Product (A⊗B)(C ⊗D). When multiplying two block matrices, we sum over
the matching inner block dimensions. Specifically, the (i, k)-block of (A ⊗ B) (C ⊗ D) is given
by

n∑
j=1

(
(aijB)

(
cjkD

))
.

Inside each term, we treat aij B and cjk D as scalar-matrix products. We can rewrite the expression
as:

n∑
j=1

aij cjk

(
BD

)
=
( n∑
j=1

aij cjk

)
BD.

Notice that the factor
∑n

j=1 aij cjk is precisely (AC)ik, the (i, k)-th entry of the matrix product
AC. Thus, each (i, k)-block of (A⊗B)(C ⊗D) simplifies to

(AC)ik (BD).

Now observe that the Kronecker product (AC) ⊗ (BD) can also be viewed as an (m × r) block
matrix whose (i, k)-th block is

(AC)ik (BD).

Hence, the (i, k)-th block of (AC)⊗ (BD) matches exactly with the (i, k)-th block we computed
for (A ⊗ B)(C ⊗ D). Since these two matrices agree in every block of a d2 × d2 partition, we
conclude

(A⊗B) (C ⊗D) = (AC)⊗ (BD),

as desired.

Lemma 14 (Kolmogorov backward theorem, adapted from Theorem 5.11 in Särkkä & Solin
(2019)). For a specific SDE, if we denote the transition density from x(s) to y(t) as p(y, t|x, s)
, then it solves the backward Kolmogorov equation

−∂p(y, t|x, s)
∂s

= Lp(y, t|x, s)

where L denotes the infinitesimal operator of the SDE.

Lemma 15 (The chain rule of KL divergence). Consider four random variables, x, z, x̃, z̃, whose
underlying distributions are denoted as px, pz, qx, qz . Suppose px,z and qx,z denotes the densities
of joint distributions of (x, z) and (x̃, z̃), which we write in terms of the conditionals and marginals
as

px,z(x, z) = px|z(x|z) · pz(z) = pz|x(z|x) · px(x)
qx,z(x, z) = qx|z(x|z) · qz(z) = qz|x(z|x) · qx(x).

then we have

KL
(
px,z

∥∥qx,z) =KL
(
pz
∥∥qz)+ Ez∼pz

[
KL
(
px|z(·|z)

∥∥qx|z(·|z))]
=KL

(
px
∥∥qx)+ Ex∼px

[
KL
(
pz|x(·|x)

∥∥qz|x(·|x))]
where the latter equation implies

KL
(
px
∥∥qx) ≤ KL

(
px,z

∥∥qx,z) .
Lemma 16 (The chain rule of TV distance). Consider four random variables, x, z, x̃, z̃, whose
underlying distributions are denoted as px, pz, qx, qz . Suppose px,z and qx,z denotes the densities
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of joint distributions of (x, z) and (x̃, z̃), which we write in terms of the conditionals and marginals
as

px,z(x, z) = px|z(x|z) · pz(z) = pz|x(z|x) · px(x)
qx,z(x, z) = qx|z(x|z) · qz(z) = qz|x(z|x) · qx(x).

then we have

TV (px,z, qx,z) ≤ min
{
TV (pz, qz) + Ez∼pz

[
TV

(
px|z(·|z), qx|z(·|z)

)]
,

TV (px, qx) + Ex∼px

[
TV

(
pz|x(·|x), qz|x(·|x)

)]}
.

Besides, we have
TV (px, qx) ≤ TV (px,z, qx,z) .

F THE USE OF LARGE LANGUAGE MODELS (LLMS)

In writing, we used LLMs for grammar checking and sentence polishing.

37


	Introduction
	Preliminaries
	The Forward Process of Masked Discrete Diffusion
	Euler Sampler in Masked Discrete Diffusion
	Truncated Uniformization in Masked Discrete Diffusion
	Conclusion
	Notation Summary
	The Markov Processes of Discrete Diffusion Models
	The Formulations of the Forward Process
	The Proof of Lemma 1
	The Proof of Lemma 2

	Euler Discretization Analysis
	Proof of Theorem 1

	Truncated Uniformization Inference Analysis
	The Proof of Lemma 3
	The convergence of Alg. 1
	The complexity of Alg. 1

	Technical Lemmas
	The Use of Large Language Models (LLMs)

