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ABSTRACT

We study masked discrete diffusion—a flexible paradigm for text generation in
which tokens are progressively corrupted by special mask symbols before be-
ing denoised. Although this approach has demonstrated strong empirical perfor-
mance, its theoretical complexity in high-dimensional settings remains insuffi-
ciently understood. Existing analyses largely focus on uniform discrete diffusion,
and more recent attempts addressing masked diffusion either (1) overlook widely
used Euler samplers, (2) impose restrictive bounded-score assumptions, or (3) fail
to showcase the advantages of masked discrete diffusion over its uniform counter-
part. To address this gap, we show that Euler samplers can achieve e-accuracy in
total variation (TV) with O(d2e~3/2) discrete score evaluations, thereby providing
the first rigorous analysis of typical Euler sampler in masked discrete diffusion.
We then propose a Mask-Aware Truncated Uniformization (MATU) approach that
both removes bounded-score assumptions and preserves unbiased discrete score
approximation. By exploiting the property that each token can be unmasked at
most once, MATU attains a nearly e-free complexity of O(d Ind - (1 — €2)). This
result surpasses existing uniformization methods under uniform discrete diffu-
sion, eliminating the In(1/¢) factor and substantially speeding up convergence.
Our findings not only provide a rigorous theoretical foundation for masked dis-
crete diffusion, showcasing its practical advantages over uniform diffusion for
text generation, but also pave the way for future efforts to analyze diffusion-based
language models developed under masking paradigm.

1 INTRODUCTION

Diffusion language models (Sohl-Dickstein et al., 2015; [Hoogeboom et al.; |Austin et al.} 2021} |Lou
et al., [2024; |Ou et al., 2024) have recently emerged as a powerful class of generative paradigms,
frequently regarded as both complements and competitors to the auto-regressive based language
models (Achiam et al.| [2023; [Touvron et al) [2023; [Zhao et al. [2023). Whereas auto-regressive
models learn the conditional distribution of the next token given a prefix, diffusion language models
approximate the joint distribution of an entire token sequence through a noising—denoising process.
This process transforms a potentially complex data distribution into a simpler prior distribution and
then iteratively reconstructs it. In the forward (noising) direction, tokens are progressively replaced
by special mask symbols, thereby mapping the data distribution to a one-hot stationary distribution.
The reverse (denoising) direction then recovers the original text step by step by estimating discrete
scores (i.e., density ratios) over the corrupted samples.

Although masked discrete diffusion has empirically outperformed uniform discrete diffusion (where
the forward process admits a uniform stationary distribution) (Lou et al.}[2024), analyzing and miti-
gating its computational overhead in high-dimensional settings remains challenging. As summa-
rized in Table [3] most existing theoretical results focus on uniform discrete diffusion. In these
analyses, Euler-type samplers approximate continuous-time scores by holding them constant over
short intervals, leading to polynomial complexity in the total variation (TV) distance e. Specifi-
cally, exponential-integrator methods (Zhang et al., [2024) require O(¢~2) steps, while T-leaping
methods (Campbell et al., |2022; |Lou et al., 2024) and their higher-order variants (Ren et al., [2025]))
need O(e~!) steps. Notably, uniformization-based techniques offer a promising approach, achiev-
ing O(In(1/€)) complexity by unbiasedly simulating the reverse Markov chain. In the context of
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masked discrete diffusion,Liang et al.|(2025a)) rigorously examined e-TV convergence, showing that
T-leaping can take 0(672) steps to converge and also improves upon the dimensional dependence
found in uniform discrete diffusion. However, their stronger bounded-score assumptions make di-
rect comparisons of algorithmic complexity with existing works (Chen & Ying, 2024} |Huang et al.,
2025) uncertain. Although uniformization can theoretically reach a complexity of O(In(1/¢)) in
their framework, it retains the same e-dependence as uniform discrete diffusion and has yet to ex-
hibit clear empirical benefits in masked diffusion. Finally, the analysis of the typical Euler sampler
used in most empirical studies (Lou et al., [2024;|Ou et al.| 2024) is still not fully understood.

To address the theoretical challenges of masked discrete diffusion, we first analyze a typical Euler
sampler that parallels the inference procedures used in many empirical studies (Lou et al., |2024;
Ou et al., 2024). Our findings reveal that reaching e-TV convergence in masked discrete diffu-
sion with the typical Euler sampler requires O(d26_3/ 2) discrete score evaluations. This result
stands as the first rigorous analysis of the typical Euler method in masked discrete diffusion and
demonstrates faster convergence than the 7-leaping approach (Liang et al.l [2025a) under stringent
accuracy demands. We then examine uniformization-based approaches for masked discrete diffu-
sion, where uniformization converts a continuous-time Markov chain (CTMC) into a discrete-time
Markov chain (DTMC) by sampling random Poisson jump times. This technique preserves the exact
transition structure of the original CTMC and provides an unbiased simulation without time-step dis-
cretization error. To eliminate the bounded-score assumption used in previous uniformization analy-
ses (Chen & Yingl 2024 [Liang et al.l 2025a), we propose a Mask-Aware Truncated Uniformization
(MATU) method inspired by Huang et al.|(2025). Under MATU, we rescale the outgoing transition
rates of the reverse process according to the number of masked tokens in preceding states, naturally
tighting enforcing boundedness in the discrete score estimator while preserving the unbiasedness of
uniformization-based score approximation. We prove that MATU can reach the same e-TV conver-
gence at a nearly e-free complexity, offering a significant speedup from O(In(1/¢)) to O(1 — €2).
The key insight is that uniformization in the masked setting explicitly identifies which tokens re-
main masked and require denoising, thereby avoiding the redundant denoising attempts that slow
convergence in uniform discrete diffusion. Our main contributions are summarized as follows.

* We present the first rigorous theoretical analysis of typical Euler samplers for masked dis-
crete diffusion. Achieving e-TV convergence requires O(dQe*S/ 2) discrete score evalua-
tions, surpassing 7-leaping (Liang et al.,[2025a) in high-accuracy settings.

* We propose a new method called Mask-Aware Truncated Uniformization (MATU). Un-
like simply applying uniformization to masked discrete diffusion (Liang et al., 2025a),
our approach leverages a truncation on the outgoing rate, thereby removing the need for a
score-bounded assumption. Moreover, our truncation is adaptive to the number of masked
tokens, in contrast to /Huang et al.| (2025) which relies on a uniform constant, thus making
full use of masked discrete diffusion properties.

* By leveraging the property that tokens cannot be unmasked multiple times, MATU signifi-
cantly accelerates convergence on the discrete space {1,2,...,K}?. Specifically, to reach
e-TV convergence, MATU uses an expected number of discrete score calls on the order of

O(d-(1—€*/d)+dInd).

Compared to uniformization-based sampler in uniform discrete diffusion (Huang et al.,
2025; |Liang et al.L[2025a)), this result improves upon the O (ln(l / e)) rate and surpasses the
linear convergence limitation. Moreover, the dependence on both vocabulary size K and
dimension d aligns with state-of-the-art performance (Zhang et al.,[2024).

2 PRELIMINARIES

In this section, we establish the notation and setup for both forward and reverse Markov processes in
general discrete diffusion models. We discuss marginal and conditional distributions, the transition
rate function, neural-network-parameterized discrete scores (density ratios), and a standard training
objective. We also present the commonly adopted assumption on score estimation error, which
underlies many theoretical and empirical works (Zhang et al., 2024} Lou et al.| 2024} Chen & Ying,
2024; [Huang et al., 2025} |Liang et al., [2025a). A comprehensive summary of the notation can be
found in Table 2| of Appendix
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The forward process notations. In this paper, we consider discrete distributions over ) =
{1,2,...,K}% For any functions f, g : J — R, we define their inner product as

(f.a)y =Y f) 9.

yey

Given a target distribution ¢., we define a forward Markov process {y;” }7_, with ¢q;” = ., which
converges to a stationary distribution g3/ as T" — co. We denote by ¢;” its marginal at time ¢, and
use ¢;/,(y',y) and qﬂ .(y'|y) to represent the joint and conditional distributions over times ¢’ and

t, respectively:
¥ ye) ~ @ WY = @ (Y y) /g (y) fort’ >t

Both masked and uniform discrete diffusion models treat this forward process as a time-
homogeneous CTMC with transition rate function R~: ) x )) — R which denotes the instan-
taneous transition rate from ¥’ to y. Formally,

R (y.y) = lim [ (a50(uly) — by (y))/At ()

where 6y (y) = 1if y = y and 0 otherwise. We further define R (y') = >_, .., R (y,y') as

the outgoing rate, which denotes the instantaneous transition rate from y’ to all other feasible states.
Under this condition, the discrete forward process follows

dqtﬁ9
dt

dg;”
dt

(ylyo) = <R_>(y, -),qﬂi(-\yo)>y, (¥) = (B (y,),47())y - )

More details and derivation can be found in Appendix

The reverse process notations. To sample from ¢, = ¢, discrete diffusion models define a
reverse process {y; }{_, such that y;~ ~ ¢~ = ¢, and (v, y{) ~ ¢f,. By Lemma(proof
in Appendix [B.2)), this time-inhomogeneous Markov chain satisfies:

Lemma 1 (Adapted from Eqgs. (3) and (4) of [Huang et al.| (2025)). The probability mass function
gi~ in the reverse process follows

W) = B )y whee B () = RO B2

and the reverse transition function R~ arises as the infinitesimal operator of the reverse process:

3)

R (yy) = Jim [ (a5an( | 9) — 8y ()/At], 4

while the outgoing rate is Ry~ (y') = >_, ., B (4, Y').
Under this formulation, the reverse transition rate R;~ depends on the forward transition rate R~ as

well as the discrete score, defined as the density ratio ¢;~ (y)/q (y'). Since this ratio is generally
intractable, it is approximated in practice by a neural network :

Uiy (4) = vy () = ¢ (/a7 (Y), (5)

yielding an approximate reverse transition rate Rf via Eq. (B). To train ¢, one typically uses the
score entropy loss (Lou et al.l2024; Benton et al., 2024),

Z R™(yt,y) Dy (vr—ty, @) ||0r—ty. (¥)) | dt, (6)

1 T
Lse(0) = f/ Eyinar
0 Y#Yt

where Dy (- || ) is the Bregman divergence associated with ¢(c) = clnec. As in continuous diffu-
sion (Chen et al., 2023), practitioners often replace Lsg by implicit or denoising score entropy (Lou
et al.,[2024; |Benton et al., 2024)) for more tractable optimization but invariant minimum.
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General Assumptions. To analyze both convergence properties and the computational effort re-
quired for achieving TV distance convergence in practical settings, we assume the score entropy loss
will be upper-bounded. Formally:

[A1] Score approximation error. The discrete score ¥; obtained from Eq. () is well-trained,
and its estimation error is small enough so that Lsg (7)) < €2

score*

This assumption is standard in theoretical inference research (Chen & Ying| [2024; Zhang et al.,
2024;|Lou et al.,2024), where it is commonly presumed that the score can be trained arbitrarily well
such that €sore < € for any desired € > 0.

3 THE FORWARD PROCESS OF MASKED DISCRETE DIFFUSION

In this section, we instantiate the masked discrete diffusion from the framework outlined in Sec-
tion[2] We then construct a family of auxiliary distributions that approach the ideal forward marginal
distribution exponentially quickly as time progresses. This construction leverages the forward tran-
sition kernel of masked discrete diffusion for any 0 < s < ¢ < T, and can be used as an alternative
to the reverse initialization proposed by [Liang et al.[(2025a).

Additional settings. Following |Ou et al.| (2024), we adopt a diffusion-based language modeling
framework. Our vocabulary is {1,2,..., K}, where K denotes the mask token. We aim to generate
a length-d sequence (sentence) y € Y = {1,2,... ,K}d. The number of mask tokens in specific
sentence y and the Hamming distance between two sentences (y and y’) are denoted as

d d
mmK (y) = Y 6k(y;) and Ham(y,y')=d— Y by (y)
i=1 i=1

respectively. Generally, we suppose the mask token is never observed in target distribution:
[A2] No mask in the target distribution. The target distribution ¢ = ¢.: Y — R assigns

positive probability only to those sequences without any mask tokens, i.e. g.(y) > 0 if and
only if numK (y) = 0.

Masked discrete diffusion instantiation and approximation. We begin by specifying the ab-
sorbing forward transition rate function for masked discrete diffusion:

1 if Ham(y, y/) =1 and yDiﬂ'Idx(y,y’) =K
R7(yy) = -8 1-0x(y)] ify=y )
0 otherwise

Here, Diffldx (y, y’) denotes the single coordinate where y and y’ differ. Under this transition rule,
each non-masked coordinate tends to become masked at an exponential rate. Concretely, for any
0 < s <t < T, the forward transition kernel satisfies

d

a.wly) =] [5(K,K) (yi, ) + (1= S,k (Wi ) - o(wi — i) - e =07 .
=1

* (1 - 5(K,K)(yi7y§)) O (y) - (1— e*(tfs))] :
as shown in Lemma 8] To approximate the forward marginal distribution ¢;” at time ¢, we exploit

this exponential decay by modeling each non-mask coordinate under a uniform distribution and
masking coordinates at a constant rate. Specifically, we define

@(y) o f[exp(t 11— 51{(%)]) = exp(—t - [d — numK (y)]) 9)

so that g, factorizes over coordinates and is straightforward to sample from. Moreover, as established
in Lemma[2} the KL divergence between ¢;” and §; decreases exponentially with ¢.
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Lemma 2 (Exponentially decreasing KL divergence between ¢;” and ¢;). Suppose the CTMC
{y;? YL, has transition rates R~ from Eq. (7), with y;> ~ q;>. Let G; be the approximation of
q;” defined by Eq. Q). Then,

KL (g7 ||g) < (1+e ") 1.
Consequently, to ensure KL (qt_’ ||(jt) < e, it suffices to choose t > 1n(4d/ e).

From Lemma E], the running time 7" required for ¢r to approximate g7 falls on the order of
O(In(d/e)). Tt precisely matches the forward mixing time for uniform discrete diffusion (Chen
& Ying, 2024; Zhang et al., 2024; |Huang et al., [2025) and continuous diffusion (Chen et al.l 2023)
converging to their stationary distributions. Although the final results exhibit a similar convergence
rate, the underlying analytical techniques differ substantially because the one-hot stationary distri-
bution of masked discrete diffusion does not satisfy the modified log-Sobolev condition. Further
technical details are deferred to Appendix [B.3]

4 EULER SAMPLER IN MASKED DISCRETE DIFFUSION

This section first introduces the Euler sampler in masked discrete diffusion, widely used for its par-
allel coordinate updates when reverse transition can be factorized coordinate-wise. We then extend
it to handle more general reverse marginals with unknown correlations, and show how to control
accumulative errors by introducing the exponential integrator as the auxiliary process. Finally, we
provide convergence and complexity guarantees for achieving e~TV convergence.

Typical Euler samplers and their extensions. Euler-type samplers have become increasingly
popular in empirical studies (Lou et al.,[2024; Ou et al.,2024) because their parallel-friendly updates
often run faster than traditional auto-regressive models. Let {y;}._, denote the practical reverse
process, whose marginal, joint, and conditional distributions satisfy:

Yy~ a, (Ye.ye) ~ars, and Gup(y'ly) = qre (' y) /@ (y) where ¢ >t

A key assumption is that the reverse transition for each coordinate is conditionally independent:

d
@t+At\t(y/‘y) X HdiiAt\t(y[{i} — {yiHly), (10)
=1
where the token revision function
d IS|
ylS: =V SN =" 1[i ¢S] yi+ > e, Y]
i=1 j=1

indicates that the coordinates of y indexed by the set S are replaced by the corresponding values
in Y/, Then, each non-masked token can be updated independently in the reverse-time direction.
Specifically, by discretizing Eq. () from Lemmal[l] the update for the ith coordinate takes the form:

Gy WY = {willly) = 0y, () + b R (y, yl{i} — {wi}]) - oy (Wi} — {w]}])-

Since Ham(y, y[{i} — y}) = 1, the definition of R~ in Eq. (7) ensures that R~ (y, y[{i} —

y) # 0. Hence, cjt(i) ne(yl{i} — Kly) for any non-mask token k # K, enabling all coordinates to
be updated in parallel.

However, if the assumption in Eq. (I0) does not hold, parallel updates become invalid. A practical
alternative is to discretize Eq. (4) jointly, leading to the sequential update:
Grsne(Y'ly) < 0y (y') +h- Ro(y'y) = 0y(y) + h- R (y.9) - ey (y) (1)

where G, a¢¢(y' | y) # 0 only if R7(y,y’) # 0, which implies Ham(y, y") = 1 (see Eq. (7)).
Consequently, at most one masked token could be denoised per update. In the subsequent analysis,
we consider the Euler sampler using Eq. in this more general setting.
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Theoretical results. For the Euler sampler, the construction of the training loss, e.g., denoising
score entropy, will be related to the step size h and share the same minimum with

n—1 (k+1)h

- 1 -

Lose(®) = 5 3 [ Eyea | 30 R7009) Do (okny, ()l [onn, (9) |
k=07 kh Y7yt

Correspondingly, to suppose the neural score estimator well approximates the discrete score only
requires the following score estimation assumption, milder than Assumption[[AT] i.e.,

[A1]- Score approximation error. The discrete score ¥; obtained from Eq. (6 is well-trained,
and its estimation error is small enough so that Lp;ssg(0) < €2

score *

Then, we summarize the convergence and complexity of Euler sampler (with proof in Section|[C.T]).

Theorem 1. Suppose Assumption [[AT]-] [A2]|and Assumption 2 of |Liang et al|(2025d)) hold, im-
plement Euler sampler with Eq. (T1), if we require

3
2

g g
K2d?log(d/e)’ d\/log(d/e)

the Euler sampler will achieve TV (p,., p) < 2€ by requiring iterations to at an O(d?*e3/?) level.

T =1n(4d/e*), h < min{ } ,and  €gore < 0(%/d),

Compared to the 7-leaping method analyzed in |Liang et al.| (2025a)), Euler-based approaches can be
more effective in high-accuracy settings (e.g., ¢ < d—2). However, establishing a clear advantage
over uniform discrete diffusion remains challenging. Due to time-discretization errors in discrete
score estimation, Euler-based inference incurs polynomial complexity in both the dimensionality d
and the error tolerance €, which is still be worse than that in uniformization-based samplers.

5 TRUNCATED UNIFORMIZATION IN MASKED DISCRETE DIFFUSION

This section extends the truncated uniformization sampler of [Huang et al.| (2025) to masked discrete
diffusion. We first revisit the core principle of unbiased reverse process simulation via uniformiza-
tion. Next, we show that the expected complexity of uniformization-based inference depends crit-
ically on the outgoing rates of the reverse transition, and that masked discrete diffusion naturally
offers smaller outgoing rates than its uniform counterpart, leading to faster convergence. We then
introduce Mask-Aware Truncated Uniformization (MATU), which rescales the outgoing rates to
eliminate the bounded-score assumption while preserving unbiased reverse process simulation. Fi-
nally, we provide theoretical results on MATU’s convergence and computational complexity, and
compare these findings with existing approaches in the literature.

Uniformization and the expected number of discrete score calls. Consider a time-dependent
reverse transition rate Ry~ defined over the interval [a, b]. The evolution of the ideal reverse process
for any y, y’ can be described by

At- R (y',y), Yy #y,
G |y) = Py as At — 0, (12)
1-At-R(y), Y =y,

following Eq. (). If the total outgoing rate—denoting the instantaneous transition rate from y to all
other feasible states—is uniformly bounded by some £, i.e.,

Ri(y) = DRI (Wy) < 6 < max B = 6, (13)
y'#y ’

then with probability 1 — At - 3, the particle remains in the same state in each infinitesimal time
step, thus requiring no additional score computation.

Based on this observation, the standard uniformization method (van Dijk, 1992} |van Dijk et al.,[2018;
Chen & Ying| [2024) simulates the reverse dynamics over [a, b] by iterating the following two-step
procedure in the limit At — 0:
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1. Sample whether a transition occurs with probability At - /3.

2. If a transition occurs, move y; from y to y’ with probability

BRI (Y. y), Y #v,

. (14)
1— B3R (y), otherwise.

M(y' |y) = {

Under this update scheme, the reverse transitions of uniformization will be equivalent to Eq.
exactly and introduce no time-discretization error (see Appendix [D.2]for details). Moreover, since
the number of transitions (and hence the number of discrete score computations) over [a, b] follows
a Poisson distribution with mean /3 - (b — a), any tighter bound on R} (y) reduces /3 and thereby
lowers the expected inference complexity.

The comparison of computational complexity and outgoing rate. By the previous discussion
of uniformization, the expected number of discrete score calls over the time interval [0, 7] can be

approximated by
w

W—=o0 T
E max Bt . (tw — tw—l) ~ Btdt7 (15)
o te€[tw—1,tw) t=0

where [tg,t1,...,tw] is a partition of [0,7]. In uniform discrete diffusion, [Chen & Ying| (2024);
Huang et al.| (2025) show that the ideal reverse process satisfies

By :=2K -d-max{l,(T —t)"'} < f:=2K -d -max{1,(T —b)"'} Vtelab], (6)
providing a uniform upper bound on the total outgoing rate Ry (y).

For masked discrete diffusion, Lemma [3| (with proof in Appendix shows that the outgoing rate
can be bounded instead by

Lemma 3 (Bound of the outgoing rate). Consider a CTMC whose transition rate function R~ is
defined as Eq. (1). Then, for any vy, the reverse transition rate function satisfies

K(y) K
> RI(W.y) = R (y) < Bily) = % (17)

Yy’ £y

Compared to (16)), this bound explicitly depends on numK (y), the number of mask tokens in y.
Since numK (y) < d, it is strictly smaller than the uniform bound in (I6)). Furthermore, numK (y)
decreases monotonically as the reverse process proceeds, which progressively enlarges the gap in
outgoing rate between masked and uniform discrete diffusion. Because a lower outgoing rate im-
plies fewer expected discrete score evaluations for each time ¢, masked discrete diffusion can be
significantly more computationally efficient.

From an empirical perspective, a central observation is: during inference, masked discrete diffusion
only updates (denoises) masked tokens, whereas uniform discrete diffusion attempts to re-denoise
tokens that have already been denoised. Hence, in masked discrete diffusion, particles are more
likely to remain unchanged at each step, leading to a smaller outgoing rate (and thus smaller 3;) over
[0, T']. Consequently, fewer discrete score evaluations are required, underscoring the computational
advantages of masked compared to uniform discrete diffusion.

Mask-aware truncation and algorithm proposal. In practice, we approximate the reverse tran-
sition rate R; (y’, y) by a learned neural score ¥y ,,(y’), yielding

Rt(yla y) = R*) (y7 y/) f}t,y(y/)v

as dictated by Lemma [I{ and Eq. (3). Because ¥ is a learned estimator, the outgoing rate R;(y)
may have no explicit upper bounds, complicating control over the expected number of discrete score
evaluations. To mitigate unbounded transition rates, prior work typically imposes a bounded-score
assumption on R;(y), restricting it to remain below a fixed constant (Liang et al.l 2025a)) or to
grow as a function of the inference time (Chen & Ying| [2024). However, such assumptions can
severely impact inference efficiency because the chosen upper bound 3 directly governs Step 2 of
uniformization, as described in Eq. (T4). When 3 is unknown, it can be treated as a hyperparameter.



Under review as a conference paper at ICLR 2026

Algorithm 1 MASK-AWARE TRUNCATED UNIFORMIZATION (MATU)
1: Input: Total time 7', a time partition 0 =ty < ... < tyy = T — §, parameters [3, , . .., B¢, set
as Eq. (I7), a reverse transition rate function R;~ obtained by the learnt score function oy ().

2: Draw an initial sample 3, = [K, K, ..., K].
3: forw =1to W do
4:  Choose B;, = K -numK(y;, ,)/(ef~tw —1)
5 Draw N ~ Poisson(8;, (ty — tw—1));
6:  Sample N points i.i.d. uniformly from [t,,_1, t,,] and sort them as 71 < 75 < ... < Tn;
7. Setzp =Yt, 5
8. forn=1to N do
9: Find the index set M of [MASK] token appeared in random vector z,, 1
10 Foranyi € Mandk € {1,2,..., K — 1}, update z,,_; with
{zn_l[zi: K=k wp. Bt R ao(Zn-1lzit K — K], 20-1),
Z, = .
Zn—1, w.p. 1- ﬁt_wl . R'rn,zo (zn—1)~
11:  end for
12: Setytw =ZN.
13: end for

14: return y;,, .

Setting 3 too small may yield an infeasible probability 1 — 371 R;(y) < 0, forcing the algorithm
to fail; setting it too large preserves feasibility but inflates complexity in direct proportion to 5.
Thus, tightening this bounding scheme is crucial for balancing both correctness and computational
efficiency in uniformization-based inference.

Motivated by Huang et al.| (2025), we propose a mask-aware truncation scheme to rescale the practi-
cal outgoing rate R, (y',y). This ensures that the non time-discretization property is preserved with-
out additional cost, even when Rt(y) becomes large. Specifically, consider simulating the reverse
process over the (w-th) time segment [t,,_1, ], assuming the state at time t,,—1 is ¥+,,_, = Yt,,_,-
Following from the monotonicity of (e ¢ — 1)~! and numK (¥;) in Lemma [3| the mask-aware
truncation is chosen as 3; (y:,_, ), then we set

. , Ri(y.Y) Bro(We,-) [ Be(y))s i Re(y') > Br, (Yr,-.), ,
Rtvytw,l(yay) = ~ . Vy #yv (18)
Ri(y,y'), otherwise,
and A . . / 1
twe, WL Y) = = > Ry, (w,9). (19)
y#y’

With these truncations, the corrected outgoing rate will be definitely upper bounded by 5, (v, ,)-
Then, we obtain a practical and efficient inference algorithm, summarized in Alg. [T}

Theoretical results. We summarize the convergence and complexity of Algorithm I]for approxi-
mating g, in Theorem 2] (proved in Appendices and[D.3).

Theorem 2 (Combination of Theorem 3|and Theorem[d). Suppose Assumption and hold,
Sor Alg.[1] if we require

T =1n(4d/€®), §<dte, €eoe <T %, e<1,
and the partition of the reverse process satisfies
n=c¢/2d, W=(T-6/n to=0, tw=T-96, tw—tw_1=1n Ywe{l,2,.. W}
the expectation of iteration/score estimation complexity of Alg.|l|will be upper bounded by
2K (d—€*/4) + 12KdInd (20)

to achieve TV (p.,p) < 2¢ where p denotes the underlying distribution of generated samples.
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Table 1: Comparison with prior works simulating reverse particle SDEs, where [A3] denotes the bounded-
score assumption used in|Chen & Ying (2024)) and [A3]+ denotes the bounded-score assumption used in|Liang
et al.|(2025a) which is a little bit stronger than [A3] due to the time-invariant requirement. All complexities are
on TV convergence (or TV convergence dedued from KL convergence via Pinsker’s inequality, e.g., Ren et al.
(2024)), which are achieved by assuming esore = 0(€) and setting early-stopping parameters § = ¢/d. Besides,

the complexity presented by O() means the In dependencies are omitted.

Results Forward Type Inference Sampler Assumptions Complexity
Zhang et al.| (2024) Uniformed Exponential Integrator [A1]L [A3] @(d5/ 35_2)
Ren et al.|(2024) Uniformed T-leaping [A1][A3] é(dzefz)
Chen & Ying| (2024) Uniformed Uniformization [A1][A3] O(d1n(d/e))
Huang et al.| (2025) Uniformed  Truncated Uniformization |[A1]| O(dIn(d/e))

Theoremﬂ Masked Typical Euler [AL[A21[A3]+  O(d%e /%)
Liang et al |(2025a)) Masked T-leaping [Al]u[AZ] [A3]+ O(de’Q)
Liang et al.[(2025a) Masked Uniformization [A1[A2]I[A3]  O(dlIn(d/e))

Theorem Masked MATU [A1]l[A2] O(dlnd)

From the above theorem, Eq. (20) might appear to enable exact inference by setting ¢ = 0. However,
this would require infinite mixing time 7', perfect score estimates (€score = 0), and infinitely many in-
tervals W, which is infeasible. Meanwhile, although each interval has length = ¢/(2d)—leading
to poly(d/e) intervals in the reverse process—the total discrete score calls remain nearly indepen-
dent of ¢, since many intervals involve no state transitions (see Eq. @b). Thus, small intervals are
used primarily to match the accurate outgoing rate upper bound, without inflating complexity.

Then, We provide a complexity comparison in Table 3] MATU achieves a SOTA for both the
e-free complexity and the assumption without bounded-score estimator. Compared with existing
uniformization-based method, Alg achieves an O(ln(l / e)) speedup, primarily because each to-
ken is denoised at most once in masked diffusion, whereas uniform diffusion renoises tokens mul-
tiple times. Formally, masked diffusion leverages the monotonic decrease of masked tokens, which
cancels the growing outgoing rate:

W W 67<T*tw>
S —
E > Bw@tu i) (o —twr) | = Y EmumK(yr—,,_,)] - K - T "
w=1 w=1
w w
_ Z d- (1 _ e*(T*twfl)) K. (1 _ e*(T*tw))*l _e*(Tftw) n<CKd- Z ef(Tftw) -,
w=1 w=1

decreasing factor increasing factor

where the factor e~ (7 —*») keeps complexity low. In uniform diffusion, the same factor remains but
grows with 1/(T — ¢,,), leading to a higher order overall:

w w
E [Z Bty - (tw — twl)] SCKd- Yy max{1, (T —t.) '} .
w=1

w=1

Since the integral [(1/t)d¢ diverges more quickly than [e~* dt, masked diffusion achieves lower
inference complexity than uniform diffusion.

6 RELATED WORK

Most recently, the impressive empirical performance of discrete diffusion models (DDMs) has
sparked a proliferation of theoretical investigations aiming to elucidate DDMs from various per-
spectives.

The Sample Complexity. For example, Srikanth et al.[(2025) develops a theoretical framework for
discrete-state diffusion models and presents the first rigorous sample-complexity bound of O(e~2)
under practical assumptions about neural network training. By pursuing a structured error decom-
position, the authors illustrate how approximation, statistical, optimization, and clipping constraints
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jointly contribute to the total complexity, furnishing dimension-free insights for training discrete-
state diffusion models. Meanwhile, conducts the first non-asymptotic error analy-
sis for discrete flow models on finite state spaces. By proposing a novel Girsanov-type theorem and
bounding the KL divergence between two continuous-time Markov chains (CTMCs) with distinct
transition rates, they rigorously decompose the transition-rate estimation error (including stochastic,
approximation, and early-stopping components). Employing uniformization for sampling, the au-
thors derive an upper bound on the distribution error that avoids any additional discretization error,
thereby advancing the theory of discrete flow models beyond existing analyses of discrete diffusion.

The Inference Complexity. In addition to quantifying error tolerance and dimensional dependen-
cies, [Liang et al| (2025b)) introduces a differential-inequality—based analysis for discrete diffusion
models that eliminates the strong regularity assumptions required by Girsanov-based methods, re-
ducing the convergence rates for 7-leaping from quadratic to linear in vocabulary size. Furthermore,
Zheng et al| (2024) proposes the first-hitting-sampler (FHS) as a way to exactly simulate the reverse
process by analytically sampling both the transition time and position. However, when discrete
scores are parameterized by a time-dependent neural network (see Eq. [5)), the uniform procedure for
selecting the next unmasking position can introduce inference errors beyond those stemming from
score estimation alone.

The key issue is that, although each masked position may share the same unmasking probability
under the ideal reverse transition ¢;~, this property may fail once the reverse process is learned. In
particular, there can exist 7 # j such that

> s,y (') # > $0,65(Y")-

y’,s.t. Ham(y’,y)=1,Dffldx(y’,y)=i,y; =K y’,s.t. Ham(y’,y)=1,Dffldx(y’,y)=j,y;=K

so that uniformly choosing the next position to unmask biases the simulation of the learned re-
verse process, causing additional inference errors. Although this bias vanishes for time-independent

discrete parameterizations 2024), such as in [Devlin et al] (2019); [Chang et al| (2022);
|Ghazvininejad et al.| (2019)), where

—t —t

e ,
g W)/a () = =@ Willy"") ~ — Poy(Y), 21)

1—e
the strong constraints, i.e.,
> Poy(¥) =1=> aqo(yilly"™),
y’,s.t. Ham(y’,y)=1,DAldx(y’,y)=t,y;=K

ensure that every position has identical transition rates. Nevertheless, FHS [Zheng et al.[ (2024)
provides no detailed or rigorous proof of its unbiasedness in this setting. In Theoremm we close this
theoretical gap by coupling the trajectories of FHS and MATU, thereby controlling their differences
and formally establishing FHS’s unbiasedness.

7 CONCLUSION

In this paper, we provide a rigorous analysis of masked discrete diffusion. Differ from the analysis of
uniform discrete diffusion, we show how to manage the initial KL blow-up and control the reverse-
process KL divergence without relying on Girsanov theory. Building on this framework, we prove
that Euler-type samplers TV converge in O(d26’3/ 2). We further introduce a mask-aware truncated
uniformization sampler that removes the In(1/€) factor, achieving nearly e-free complexity. This
acceleration aligns with the practical observation that masked diffusion denoises each masked token
only once, whereas uniform diffusion repeatedly re-denoises already denoised tokens. Our results
not only establish the first rigorous foundations for masked discrete diffusion but also explain why
masked diffusion significantly reduces overhead in practice, opening avenues for more efficient text
generation and advanced masked sampling techniques.

10
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A  NOTATION SUMMARY

We summarize all notations used in the main paper and appendix in Table[2]

Table 2: Summary of key notations used in the paper.

Symbol Description

g« Discrete distribution on Y = {1,2,..., K}¢

yi Forward-time CTMC on Y

q Marginal distribution of forward process at time ¢, i.e., y; ~ q;

Qe ¢ Joint distribution of (y;/,y; ")

Gt Aapproximation of g;” constructing the reverse initialization, Eq. (9)

a7 (Y'ly) Conditional transition probability in forward process, Eq. (37)

yi Reverse-time CTMC defined by ¢;~ := q7_;, yi ~ q;i

a Marginal distribution of reverse process at time ¢, ¢; = q7_,

@t Joint distribution of (y;7,y:)

a7 (Y'ly) Conditional transition probability of the ideal reverse process

gt Marginal distribution of reverse process at time ¢ implemented by Alg.
e t Joint distribution of (¥4, §¢)

G+ (Y ly) Conditional transition probability of the ideal reverse process

R7 (y, y’) Forward transition rate, i.e., Eq. (m), from state y’ to y. This follows the ordering of

the conditional distribution p(y|y’), which is the transpose of the convention used
in some other works.

R (y,vy") Reverse transition rate at time ¢ from state ¥’ to y, R (y,y’) = R~ (y',y) -
B ;5— ((3/>) s Eq @) ]

Ri(y,y’) Estimated reverse transition rate using the learned density ratio, R;(y,y’) =
. R7(y',y) -y (y), Eq. (6

R(-,-) Truncated version of Ry (-, -) with threshold 3;, Eq. (T8)

R{ (y), Ri(y), R:(y) Total reverse transition rate out of state y for each rate type, defined as R(y) =
Zy’;&y R(yl7 y) with R € {R;‘_7 Rt? Rt}

Bt Upper bound on R; (y), f = numK(y) - K/(T — t), Eq.
e,y (Y) Density ratio ¢;” (y)/ai (y')

U,y (Y) Learned approximation to v,/ (y) = ¢;” (y)/a: (¥')

numK(-) The number of [MASK] token (or token K) in a vector.

Lsg(0) Score entropy loss used to train 0, Eq. (@)

e; One-hot vector with a 1 at position ¢ and O elsewhere

8y (+) Indicator function with §,(y) = 1 and 6, (y') = 0 (¥’ # y)

B THE MARKOV PROCESSES OF DISCRETE DIFFUSION MODELS

B.1 THE FORMULATIONS OF THE FORWARD PROCESS

Semigroup Formulation. In general, the time-homogeneous CTMC can be described by a
Markov semigroup Q;” defined as:

Q7 A1) = Elf(v)lyo = v] = (fraio(lu)) 22)

where the function f: ) — R. Due to the definition, the infinitesimal operator £~ of the time
homogeneous Q;” is denoted as

e i) =t | S ) = (o) ), = R Gy @)

t—0 t t=0

where

— o — T
R7 (Y y) = 0o (y Iy)‘t:0 = lim 24)

- [q?o(y’y) - 5y(y’)]
: .

14
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According to the time-homogeneous property, we have
Grinne(Y'ly) = 0y (y') + At - R7(y',y) + o(At)

for any ¢. Here, the transition rate function R~ must satisfy

R7(y,y')>0wheny #y and R~ Z R7(y,y") <0 (25)
y#y’

due to the definition Eq. (24). Under this setting, we can provide the dynamic of g for any ¢.
Specifically, we have

00 [1(w) = Q" [£11 () = (L7 Loy (1)) = D £ 1w - ao(')

y' ey
=> D@ -RT@Y) @) | =Y |F@) Y. BTGy ap@y)|
y'€Y |gey gey y' ey

where the first inequality follows from the semigroup property. Combined with the fact

2:07 [f)(w) = (f.9hais(1v) |
derived from Eq. (22), we have
Ouago(@ly) = Y- R@.9) - aip(w/'l) = (R )i (lw))
y' ey

According to the time-homogeneous property, the above equation can be easily extended to

O (@ly) = Y- B9 - a7 (v'ly) = (R@. )., (w)) - 26)

y'ey

Combining with Bayes’ Theorem, the transition of the marginal distribution is

d —
= (y) = (R(y. )07y )

Matrix Formulation. Suppose the support set ) of ¢;” be written as J = {y1, Y2, ..., Yy|}, We
may consider the marginal distribution ¢;” to be a vector, i.e.,

Q? = [Qt(y1)7Qt(y2)7---7Qt(y\y|)] )

conditional transition probability function qt‘ to be a matrix, i.e.,

Gsly)  qinly) - ap(ulyy)

Q- 4 W2ly) i (yely2) o i (w2lyy)
tls —

qt\s(ym 1) L (yily2) - a(Yyly)

Similarly, the function R can also be presented as

R7(y1, 1) R7(y1,92) ... R7(yuypy)
R~ = R~ (927 yl) R~ (y27 y2) (R R~ (y2a yly\) . (28)
R>(ypyyn) R @Wyne) - R (yp)up)
Under this condition, Eq. can be written as
dg;”/dt =R” - q;” (29)

matching the usual presentation shown in|Chen & Ying|(2024);[Zhang et al.|(2024).

15
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B.2 THE PROOF OF LEMMA[]]

The proof of Lemmall] For any t € [0,T], the marginal, joint, and conditional distribution w.r.t.
{y; } are denoted as

yi ~a, (vi.vi)~day, and g =av/ar,
which have ¢;~ = ¢7"_,. Then, we start to check the dynamic of qzl_s, ie.,

O gr— WY - ar (YY)
a7—s(y)

Oa,(Y'ly) = —1-Or—ar_yr_ (Y'ly) = =1 Or—

oY) dr g lY) (30)

= —Or_a7 g (yly') -
T—tdT_s|T (YY) - (y) ar_s(y)

T—s
Term 1 Term 2

For Term 1 of Eq. (30), we have

: anth_“Lt(y/) .

_ a4 (¥) ar (YY)
Term 1=~ Y R7(§.¥) a7 gr(Wl9) - 55 - —5—
gey qTfs(y) )

/

=_ Z R7(g,v) qT_ ((Z;)) “qr_ T — s(Tly),
yey

where the first equation follows from the Kolmogorov backward theorem (Lemma|[T4) and Eq. (23):
Or—14r—syr—(YIY) = L7 lar_gr— (YY) = — <Q;73|T7t(y|')a R7(, y’)>y

For Term 2 of Eq. (30), we have

a7’ (yly")
Term 2 = s Tt 7 7 Z R_> QT t(y>
qT—s(y) yey
_ QF_S|T_t(y|y qr4( Z R y ) (?J) —0
a7 (Y) et o W)

where the first equation follows from Eq. and the last equation follows from the fact

o ) o [ =500 @
2 B9 qF_t(y’)_ZLO[ t ar-(y')

gey gey

=0.

Y i Gwir—W'19) 05| g, (9) S i 47110 (G1Y') = 3y (3)
= lim y - lim = N = lim S
froT t— (T —1) t—=T—t g7 (y') =T —t t'— (T —1t)

gey

Under this condition, by setting

- - 4 (y')
Ry (Y, 9) = R(G,y) —= =
e .9) =Ry 4 (9)
then Eq. can be summarized as
%y (Y'ly) = <Rf( +) G5 > Z Ry (Y. 9) - 4/5(9ly). (31)
gey
Combining with Bayes’ Theorem, we have
dg;
@) = (B (y:). a7 )y - (32)

Hence, Eq. (3) establishes.

16
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Moreover, since the RHS of Eq. @I) satisfies
. lqutt(y|y,) - 5‘!;
lim

At—0 At

Besides, we have

. «— no_ 1 — / .
lim 9;qfj, (yly") = lim 0, [qT_sm_t(y y)

Q?_t(y)
S—r T s

When y # y’, we have

Ch?_t (y)
ar_s(y')

lim g7 (y'ly) =0,

which implies

lim 0,q3y, (yly") = 1im Ou(a7”_ g, (¥'ly)) -

Q;—t(y)
ar_(Y')

|

= 1iH% {@(Q?—sw—t(y/y)) W) +ar_gr—(Y'ly) -

(W
= lim O,q;},(yly")-

= R_)(ylvy) :

6tQF—t(y)
ar_s(y')

ar_¢(y)
Q?_t(y/).

The last equation follows from the Kolmogorov backward theorem, i.e., Lemma[[4]and Eq. 23)

Or—1qr— s r—1(Y'1Y) = =L [ar_ g7 (Y'[)](y) =
Combining with Eq. (), we have
lq;Att(y|y/) -

I
Aiglo At

when y’ # y. Besides, we have
+(y)

> R (yy)=> R, y)- i W)
yey yey Ir—\Y
5

I [q;—t+At|T—t(y/|y)
= im

At—0
yey

which means

R (y,y)=-> R (y.y)= lim —

)]
At ar_(y')

yey

lim

At—0

— (@ ar— W) R

by (y) . -
= lm 0, (uly) = R7 (W' 9) - =05

”(‘7y)>y =R7(y,y).

[q;—t+At|T—t (y|y/) - 5?;' (y)]

[1 - Ey?&y' Q;At‘t(ytu/)

At

At

|

where the last inequality follows from Eq. (33). Hence, Eq. (3) establishes, and the proof is com-

pleted.

B.3 THE PROOF OF LEMMA 2]

Lemma 4. The close solution of Eq. 29) is

o0

q; =exp(tR7”)-qy where exp(tR”) = Z

—(tR™)"
2!

i=0

Proof. We can easily verify that

dg;” d
== tR7)qy’| =
dt dt [exp( )qO ]

With the following equation,

%[exp(tRﬁ)] _ % [Z (tR% ] _ Z

=0 =1

7;7

we have
dgy”
dt
Hence, the proof is completed.

=R -exp(tR7) - q

— _ p—
O_R

=I+tR” +

—

d
T [exp(tR™)] qq -

=0

“q; -

o~ (tR™)

)i:RH.Z

g!

(tR™)?
2

:R*)

O

-exp(tR™),
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Lemma 5. Suppose the transition rate matrix R~ shown as Eq. 28) satisfies Eq. (I). It can be
decomposed as

d
RH:ZRZ-H where R =1® - @A ® ---® I,
i=1 i—1 terms

where & denotes the Kronecker product, I denotes the identity matrix on REXK and A satisfies

1 0 ... 0
0 -1 ... 0

A= | (34)
11 ... 0

Proof. According to the calculation of the Kronecker product, we have

R (y,y') =I(y1,y1) - - A(yi, y;) - - - - I(ya, yy)-

Under this condition, suppose Ham(y, y’) > 2 and Diffldx (y,y’) = {j1, jo, - . .} without loss of
generality, for any j & {j1,j2}, we have

R (y,y') = A(y;,v;) - Ly, 91) - - Iy, 95) - LYy, y5,) - - - - I(ya, yg) = 0.
=0 =0
Besides, for j = j1, we have
R} (y,y') = Ay, v;,) - Ty, 91) - 1(Y5,,95,) - - L(ya, yg) = 0.
=0

A similar result will be satisfied for j = j5. Hence, it has
d
R (y.y) =Y R7(y,y) =0 when Ham(y,y')>2
i=1

Then, suppose Ham(y, y’) = 1 and Diffldx (y, y’) = ji, for any j # j;, we have
Ry (y.y') = A(y;, u5) - (Yo, y0) - - - - T(y5,95,) - - L(ya, ya) = 0.
—
Otherwise, when j = j;1, we have
R (y,y') = A(y;,v5,) - L(yr, 1) - I(ya, ya) = Ay, 95,)

where the second equation establishes since Ham(y,y’) = 1 and y; = y; when j # ji. Then,

only when y;, = K, we will have A(yj,,yj, ) = 1 otherwise A(yj,,y;, ) = 0 due to the definition
Eq. (34). That means

d

R7(y,y)=) R’(y,y') =0 when Ham(y,y') = 1and ypimax(y.y) # K
=1
d

R7(y,y)=) R’(y,y')=1 when Ham(y,y') =1and ypimax(y.y) = K-
1=1

Then, suppose Ham(y,y’) = 0,1.e.,y =y, forany j € {1,2,...,d}, we have

R} (y,y') = A(y;,v;) - L(y1,91) - - - I(ya, ys) = A(y;, Yj),
and
d d d
SR (y,y) =) Alysy) =— > (1—dx(y)),
i=1 j=1 i=1

which implies we have R (y,y’) = ngol R;?(y,y’) when y = y’. Hence, the proof is com-
pleted. O
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Lemma 6. With the decomposition shown in Lemma ie.,
d

=> R where R =12 .. I0A®I®..01,

‘ —— ——

=1 1—1 terms d—1i terms
foranyi,j € {1,2,...,d}, the matrices R;” and R} satisfy
R”-R” =R -R;,

which implies

d d
exp(tR™”) = exp (t Z Rf) = H exp (tR;”) = exp(tA)®?

i=1 =1

Proof. According to Lemma 5] the matrix R has the following decomposition, i.e.,
d
=> R where R =1®..0I0A@I®.. . oI,
—— ———

i=1 i—1 terms d—1 terms

where ® denotes the Kronecker product, I denotes the identity matrix on RX* % and A satisfies

-1 0 ... 0

0o -1 ... 0
A:

11 .0

We can easily verify that the matrix A can be decomposed as

—Ig_1 O Iy o 0| |[—Ix—1 O Ix, O -1 -1
— . . h UU " =U""U = Ig.
[11x(K_1) 0] {—hxm_l) 1} [ 0 0] |ligx-1 1] "€ K

U A U-t
(35)
Under this condition, R;” can be reformulated as

R =(UU Y®..o UU HYeUAU Yo (UU YHYe.. (UUD)

7—1 terms

=U®...0U) (I®..0IeA®I..0I| (U'®..@U ) =U%. A (U 1)
i—1 t
11— erms

where the last inequality follows from Lemma[I3] Under this condition, it has
R -R; = U A, (U2 Ut A (UH® =@ A, - A - (U~1)®d

—p®d. Ay A (UH® =pU®d .\, (U2 U Aj- (U1)®4 = Ry R},
where the second and forth equations follows from Lemma[I3]and Eq. (35).

For the property about the matrix exponential, we start from investigating the case of two commuting
matrices, i.e., R]” and R5”. By definition, we have
exp(Ry + Ry') =) (R’ + Ry')' =

i=0 4

> Cl(RY - (RY)™

j=0

1
il

M8

Il
=

where the last equation establishes since Rf and R5’ are commute. Then, we have

Z%ZOHR? RS ) S S

i=0  j=0 1=0 j=0 Z_j
Dy (S BOP (5 @B
—ZZ T B () = Do | = en(BY) - exp(Ry).
i=0 j= 0/ J)! =0 J: i=0 ’
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According to the definition of the matrix exponential, we will have exp(A®B) = exp(A)®exp(B)
when one of the factors is the identity. When we multiply all these exponentials, it has

exp(R7) - exp(Ry) =[exp(A) QI ®...0 I - [I Qexp(A)® ... R I]
=[exp(A)-I] @ [I-exp(A)]@I...®1I.

Then, following a recursive manner, we have

d d
exp <t Z R;’) = Hexp (tR;") = exp(tA)®?,
i=1 i=1

hence the proof is completed. O

Lemma 7. Suppose matrix A is

-1 0 0
0 -1 0
A= ) ,
1 1 0
the matrix exponential exp(tA) becomes
et 0 0 0
0 et 0 0
exp(tA) =

l—et 1—et ... 1—¢?t 1

Proof. According to Lemma A(t) = exp(tA) can be considered as the close solution of the
following matrix ODE, i.e.,

d

B

Y _ A Aw, where A(0)=1. (36)

To provide a close form of A;, we first decompose the matrix A as follows

A= {g g} where B = —Ix_, € RE-DXE-D g5 € = [1,1,...,1] € RIX(E-1)

Then, the ODE. (36)) can be equivalently think column-by-column, the j—th column of A(t) solves

Ca() = Aa(r) where a(0) = e;.

We use the block structure to split a(t) € R¥ into two parts, i.e., a(t) = [a1(t), ax(t)] where
q1(t) € RE~! and ax (t) € R denotes the last coordinate. Under this condition, we have
%dl(t) = Ba(t) +0-ax(t) = Bai(t).
According to the definition of B = —Ix_1, we have
%al(t) =—a(t) = a(t)=e"'a(0).
If we consider the solution of a k (t), it has

Carlt) = Coar) +0-ax() = C-e" - ay(0).

For the initial condition, i.e., a(0) = e;, where j € {1,2,..., K — 1} and C - a;(0) = 1, then it
has
d

&&K(t) =C- al(t) +0- (_J,K(t) = e_t,

20
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which implies
dK(t) = ﬁK(O) +1—et=1—¢"t
For the initial condition, a(0) = ek, we have C - a1 (0) = 0 and

ax(t)=ax(0)+0=1.

Therefore, we have

et 0 0 0
0 et 0 0

exp(tA) =
l—et 1—et ... 1—et 1

O

Lemma 8 (Forward transition kernel). Consider the forward CTMC, i.e., {y;}L_, with the infinites-
imal operator R~ given in Eq. (7). Then, for any two timestamps s < t, the forward transition
probability satisfies, for any y,y’ € ),

d
a.wly) =] [5(K,K) (i ) + (1= 0w 1) (i, 9))) - So(yi — i) - e 7% o
i=1

(1= S (w0 9) - Drc() - (1= =)

Proof. Under the matrix presentation, Eq. implies the transition matrix QJ; can be considered
as the solution of the ODE

dQJ;/dt:R_’-Qt_‘; where J.o=1.

s|s

Combining Lemmaf]and[6] we have

Qi =exp((t— s)R™) = exp ((t — s)A)®7, (38)
which implies
e (t=9) 0 . 0 0%
R 0 e~ (=3 . 0 0
Qs = : : . : .
1—e (=8 1 e (=) = 1_e (=) 1

due to the close solution of exp((t — s)A) shown in Lemma [/, Combining this result with the
calculation of the Kronecker product Lemma 2} we have

U

a1 (yly") H[a(KK (v yl) + (1= drr0) (Wi ) - So(ys — yp) e~

+ (1= 0, (Y0, 97)) - O (i) - (1 — e—(t—s))} _

where y,y’ € ). Hence, the proof is completed. O

The proof of Lemmal2] According to Eq. (29), the solution of g;” can be calculated as

et 0 0 01 %4
0 et 0 0
g, =exp(tR”) q;" = exp(tA)®? - g’ = | S B 1
0 0 et 0
l—et 1—et 1—et 1
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where the first equation follows from Lemma 4] the second equation follows from Lemma [6] and
the last equation follows from Lemma([7} With the calculation of the Kronecker product Lemma|12]
we have

d
0" (y) = > ep(tA)*(y,y) a’ (¥') =) [H exp(tA)(yi,yé)l a0 (y). (39

y'ey y' Li=1

Under this condition, for any y, we denote the coordinate set of token K as K satisfying y;, =
K VieK(y), and

Yke(y) = Ve & Y= Vi€ K(y).
Then, Eq. (39) can be rewritten as

d
a’(y)= [T eptA) (), v)) - [[ exp(tA) (K, ¥)) | - a5" (&)

Yie(y) =Yk |IJEK J#i

d
+ Z H exp(tA)(y;,¥;) | - a0 (¥)

y;cc(y)3éylcc(y) Jj=1

- ¥ [e—wc%y)\.(1_e—t)|fc<y>| a5’ (y)

y;cc (v) =Yre(y)

Semtlmmmiw) N T g7 (y') < exp(—t - (d — numK (y))),

y;Cc(y) =Yre(y)

where the second equation establishes since we have

et yj=vy; and y; #K
exp(tA)(y;,¥;) = {1k (¥)) - (1 —e™) + (1 - 1x(y)) ;=K
0 otherwise

According to the definition of ¢(y), we can calculate the normalizing constant of ¢ as

Zexp (d—numK (y Z Z exp(—t-(d—i)) = icge_“ = (1+e H)%.
=0 numK (y)=i i=1
Therefore, the KL divergence between ¢;” and §; can be written as
a “(K,... K .
@)= 3w g (S BTE R C X www Ly
cwZ+ Y ¢ 4" (v) —wmZ+ Y gz
oy exp(—t - (d — numK (y)))/Z; Ny

<2mZ=2l[l+(1+eH)?-1] <2 - (1+e )% -2.
Suppose we require the TV distance to be small enough, e.g.,
KL (qt_’Hijt) <e & (I+eMH—-1<¢/2 < din(l+e ) <In(l+¢€/2),

then, since In(1 + ¢) < ¢ when ¢ > 0, the sufficient condition for the establishment of the above
equation is to require

d-e"<In(l+¢/2) < t>In(d/In(l1+¢/2)) <« t>In(4d/e),
where the last derivation establishes since €/4 < In(1+ €/2) when e < 1 without loss of generality.

Hence, the proof is completed. O
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C EULER DISCRETIZATION ANALYSIS

By Assumption 2 of Liang et al.{(2025a), 0; ,(y') < M.

[A1]- Score approximation error assumption The discrete score ¥; obtained from Eq. (6) is
well-trained, and its estimation error satisfies for the chosen discretization step size h, and
T =nh+9:

1 n—1 (kJrl)h
ﬁ Z / E’Yt"”lé_ Z R~ (yta y)D¢ (’Ukh»}"t (y)Hﬁk‘h»}'t (y)) dt < egcore'
7 k=0 7kh YAy

C.1 PROOF OF THEOREM[II
Consider the Euler-discretization update in Eq. (T1):

aia (' 1y) o< 5y (Y') + At Ry’ y) = 6y (y') + At - R (y, ') - By (y)
Without loss of generality, assume that Rt(y’ ,y) ' satisfies the two sufficient conditions of the
transition rate matrix: its off-diagonal entries are non-negative, and each row sums to zero|'} In this
way, both " and I + hR; are the transpose of valid transition matrices. The probability transition
matrix of the Euler discretization can then be written as Qf;ﬁr , = I+ hR/, where each element

can be written as
QFt (W, y) = a5 (W' 1Y) = 5y (¥) + - Ru(y',y) (40)

To prove the convergence bound for TV (qf;_ ) Q%Ef(s), we introduce an auxiliary process ¢! using

the exponential integrator update QE;; = ehfe’ (Zhang et al.l [2024). We first prove the bound

for TV (q%ﬁ 5 q:,}g T 5) and TV (qg, q:,}g T 5) separately, and use the triangle inequality to conclude the
proof. Take T' = nh + 4.

Bound for TV (¢5",, ¢%L;). For time interval [kh, (k + 1)h], by the chain rule of TV distance
(Lemmal(T6), we have

TV (qﬁil)h,q@il)h) <TV (qgfa quhI) + Ey~q,§}'yTV (‘I(Ekﬁ-l)h\kh(' ly), Q(Ek{}-l)h\kh(' | y))

41
By the definition of total variation distance, we have
Eu EI Eu EI
v (q(k+1)h\kh(' | y)vq(k+1)h|kh(' | y)) = Z ‘q(k-i-l)h\kh(y/ ly) — q(k+1)}L|kh(y, | y)‘
! (42)

= @B -9 = QL ()|
yl

.. . ~ pT .
Writing out the difference between Qi .1y, = I + hRj, and Qpf ), = € using the
Taylor series expansion for the matrix exponential:

oo

- 1, . 1., - 1 ., -
Qitt v = "0 =37 (AR = T+ hR, + 5h* (RG)? + h (R + ..
. [ !
we have
u RT 5T O
Qi (kx1yh — Qi ep1yn = €"Hn — (I + thh) = Z ,E(thh) .
=2

"Notice that our notation of R is the transpose of the convention used in some other works.
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Thus, by the triangle inequality, we have

Z ‘ngff,(k—&-l)h(yvy,) - QkE};L,(k-i-l)h(yay/)‘ = Z Z;l, ((thT-h)Z) (v,9")

y'ey y' ey |i=2

i@«mmmw
=2

((Rl;rh)l) (y,v) (Tonelli’s theorem for series)

I
.Mg 1 M;Ng mM

I
o

..\?

Z
; ((B)) ' <§;ZH<RW 1 ,

where ||Al|; = maxi<j<n > 1oy |ai;| = max,zo [|Az||; /||z||, denotes the 1-norm of the matrix.
And the last inequality is due to the multiplicative property of this matrix norm.

<3Gl
=2

K3

Therefore,
00 B~ i - ~
Z ’QkEhI,(k+1)h(y»y/) - QkEfﬁ(kJrl)h(yay/)’ < Z — | Ben|| = Ml 1 — py HRth
7! 1 1
y'EeY i=2
. 2
< (0]Ru],)
1
when h Hﬁkhul < 1. Plugging this into Eq. (@) and (@2), we have
_ 2
TV( 4G yn lin ) < TV (g, ain ) + (h HRth1> ; (43)

when h HRth1 <1.

By Assumption 2 of [Liang et al.[(2025a), 0; ,,(y') < M. We have

|,

= max Z ‘Rt (¥, y) ’ = max Z IR (y,y') - 01,4 (Y]
y'ey

= max | (d — numK(y)) + Z |0ty (y")| | By Eq.[7)

Yy
Ham(y,y’)=1 and 'UDiffIdx(y,y’):K

< max (d — numK(y) + KdM)
y

<2KdM.

Thus HRth < 2KdM. By (@3) we have
1
TV (g5 amn) < TV (05" 45") +Z (hHRth )
(44)
< K2d? Z h2M? < K2d?nh>M? < K*(T — 6)hd> M?.
k=1

By takjng h S Wlog(d/s)’ then TV (qfﬁt’ q'r?f{) S €.

Bound for TV (¢¥7;,¢5_5). We first prove KL (g5 s||¢%! 5), then use Pinsker’s inequality to
derive the bound for TV (¢ 5, g5 5).
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For time interval [kh, (k + 1)h], we have

(k+1Dh KT, a qEI
KL (o afn) = KL Gaiallaf) + | (o),

By the chain rule of KL divergence (Lemma T3]

KL (a5 ET — KL (aF EI
%KL (a5 ||ar") :AI%IBU (qt+Atht+AtA)t (i [lac")
B o e a7 N aED)
= atho v At
KL (55 a1 9)[0E 0 19))
= By lim At
Term 1

For each y € Y, we focus on Term 1 of Eq. (46)), and have

) B qt+At\t( 'ly)
Term 1 = lim |[A¢! LT ly) - In —————
At—0 yzey At qt+At‘t(y/|y)

. Q;Aﬂt(yqy) qt+At|t(y |y)
= lim Z -In
At—0 At qH_Atlt(y ly)

LY’ #Y

Term 1.1

=3y @ e (YY)
lim At*l . 1— qu (y/|y) n y' Ay 1t+At|
At—0 y%:y t+At|t 1— Zy/;éy qurIAt\t(y/|y)

Term 1.2

For Term 1.1, we have

N ! — ’
Term 1.1 = Z lim [wl . lim lln ql“*‘w(yml

g, A0 At At—0 nt-&-IAt|t(y/|y)

. Gian YY) At
_ ‘< ! . .
=2 Ry [Alyﬁo ( A

oAy qt_;,_At‘t(y/Iy)

—ZRtyy lng( v)

oy 2y kn (Y’ y)

(45)

(40)

(47)

(48)

where the second equation follows from the composition rule of the limit calculation. For Term 1.2,

we have
L=ty G ne (W' 1Y)
. _ #y Dy ace
Term 1.2 = lim q @' |y)| - lim |At™!-In Y
A0 y;y At At—0 L=2 4y qﬂIAt‘t(y’\y)
=Y (Rkh(y’,y) - Rf(y’,y)) = Ren(y) — Rf (y)
y'#y

25
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where the first inequality follows from Lemma [9] Plugging Eq. @8), Eq. (@9) and Eq. (7), into
Eq. we have

dKL (g5 ||g R
—(th Zq Y)- ZRtyy 1H~( )JrRkh
ey o2y Rin(y', y)
R (Y y A
=Y 4 (- | R @y 1an ( - )+ZRkh(y’,y > R y)
yey y'#y (v ) y'#y Y #y
+— / < /
< — / 4q; (y) ~ / qy (y)
=Y 4 (Y R (y,y)[— —~ TOny¥)+-—<In
oy sl a4 (y) a (y) g Ukhy
- vy,
=S W) X R0 o)+ o) + v ) ()]
yey y'#y Oeh.y (Y
- vy (Y
Y aw- > =t 5) + D 8) 4 () 22
yey Ham(y,y’)=1 and yDimdx(yyy/):K kh.y
Term 2
(50
For y' = yly; — k|, by Eq. (33) we have v; ,,(y') = qu’:i’fi’y;)k]) < —#—5—- By (Liang et al,

2025a, Lemma 2), there exist ¢ > 0 such that v, ,(y') > %e_(T_t). Therefore, by (Zhang et al.,
2024, Proposition 3), letting C' = max{M, ceT'}, Term 2 satisfies

Term 2 < > (Cllory @) = vinay @)1 + 22D (vrny (8] [51n. (4))

Ham(y,y")=1 and ¥p;;pr1a5 (5,57 ) =K

where D, is the Bregman divergence with ¢(z) = x Inz (as Eq. (@), i.e.,

Dy(ullv) = ¢(u) — $(v) — (Vo(v),u—v) = uln & —u+v.

v

By (Liang et al.l 20254, Lemma 7), we have ||v; (") — vkn.y (Y)|| S 771t — kh) < h, where v
is defined in (Liang et al., [2025a, Assumption 4). We therefore have

Term 2 S CKnumK (y) h? + C* > (Dg (vkn,y (Y )|[okn,y (y)))

Ham(y,y")=1 and Yp;;grray (5,57 ) =K

< CKdh? + C? > (Do (0ny (Y[ Orn.y (¥')))
Ham(y,y")=1 and Yp;;ppray(y,5/) =K

(5D
Since by Eq. @3), we have

(k+1)h dKL <—||q )

KL (g57/laf) = KL (a5 laf” +Z/ e

Then, by Eq. (50), Eq. (51)), Eq. (€) and Assumption[[AT]- we have
KL (qa?—é ||q¥£5) (T 6)02 82C01‘C + C(T - 5)th2

By Pinsker’s inequality, we have

1
TV (QT 67qT 6) \/2KL (QT 5||q \/>\/ T — 6 C12652core + C(T - 6)th2
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By taking €score < s/(\/TC), and h < e/v/CdT, we have TV (q}__(;, Q%EL;) <e.

Therefore, taking & < min{ sznglog(d/E),

\/Cdle 5 }, by the triangle inequality, we have
og(d/e

TV (g5, ¢5"s) < TV (¢85, aFL5) + TV (a5, a5%s) S e

Plugging in C = ©O(d/e), we have for h < min{sznglog(d/E), }, we have

v (qg’ QIEgé) Se.

Hence, the proof is completed.

Lemma 9. Following the notations shown in Section[2} for t € [kh, (k 4+ 1)h], we have

A1 L=y 2y G Y'Y)
1- Zy’;ﬁy QgAt|t(y/|y)

d\/log(d/e)

. D D
Alir_rgo = Rin(y) — R (y).

Proof. Since we have required At — 0, that is to say
0 W' ly) = afff W'y) =0 and g0 (¥ 1Y) = @@ ly) =0 VY £,

which automatically makes
Sty (qFJMt(y’Iy) - qtiAm(y’\y)) _

1
— < 1.
EI —
1- Zy/;ﬁy qt+At\t(y/|y) 2

Under this condition, we have

N L=y Ginn(Y'[Y) . >y ty (qffm“(y’ly) - qtiAm(y’ly))
ET
1- Zy 14y qt-‘,—At\t( lly) 1- Zy’;ﬁy qt+At|t<y/|y)
B i (_1)1""‘1 #y (thrAt\t Y |y) qzjrAt\t(yl|y))
i=1 L=ty qt+At|t(y ly)

which implies (with the dominated convergence theorem)

- Zy/;ﬁy Q;Aﬂt(y/'y)
EI
1- Zy/;ﬁy qt+At|t(y/|y)

< (L1t Dy (qffm”(y’ly) - qlﬁm“(y’ly))
= Z : - lim
. i At—0 At

i—1
(Zyliy (qffMt(y’ly) - qtth(y’ly)))
(1 - Zy/;éy QgAt\t(y/‘y>)

Only when ¢ = 1, we have
i—1
(Zyl;ﬁy <Q,5E_|_1At|t(y,‘y) - q]:.At\t(y/‘y))>
(1 - Zy';ﬁy qut|t(y/|y))

otherwise it will be equivalent to 0. Therefore, we have

lim =1
At—0

)

. DS (q,{i’m“(y’ly) - qtim”(y’ly))
lim = lim
At50 At—0 At

A1 L=y 2y G (YY)
1- Ey';&y qg_IAt“(yqy)
=3 (R y) - REW.9) = Ru(y) - R ().
y'#y
Hence, the proof is completed. O
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D TRUNCATED UNIFORMIZATION INFERENCE ANALYSIS

D.1 THE PROOF OF LEMMA[3]

The proof of Lemma|3} According to the definition, we have
% (y')
=Y RFW.y)=> R7@yv) (0
y'#y y'#y

Since the definition of the transition rate matrix, i.e., Eq. , for any y’ with Ham(y', y) > 1, it has
R~ (y,y’) = 0. Moreover, even when Ham(y’, y) = 1, it has

R (y7 y/) =0 when YDiffldx(y,y’) 7é K.
Define the function to transfer the i—th element of y (y;) from £’ to k as

y[yi: kl — k] = [y17y27"'ayi—17k7yi+la' "7yd] .

That means R}~ (y) can be rewritten as

R (y) = Z ZR*yy LK S K])- (y[;:(f)_)k])}. (52)

To upper bound the RHS of the above equation, we consider controlling

g (ylyi: K = k) @i Wlyit K= k) Yyey a0 (80) a7 yo(ylyi: K — Kllyo)
4 (y) B ar(y) B > yoey 0" (Y0) - 4z _4y0(YlYo)

ar—+10(Ylyi : K—k]lyo)
B > yoey @ (Yo) - QFit\o(Myo) P g;ﬁtlo(y\yo) Lk
> yoey G0 (¥0)  @r_g0(Yl¥0) yordoir-+1¥)

ar_yo(Ylyi: K — K]lyo)

ar_40(YlYo)
(53)

)

where the last equation follows from Bayes’ Theorem, i.e.,
Qojr—+WolY) - a7+ (¥) = ar_yj0(¥lYo) - %" (o) = doir—(Yoly) o< ar”_y0(ylyo) - 40" (yo)-

Then, we only need to control 7", (yly: — kllyo)/a7"_,(y|yo) where both the denominator
and the numerator can be calculated accurately by Lemma(8] Specifically, we have

qr1j0(YlY0) = II [1(K,K)(ijy0,j) + (1= 1er) (95, ¥0,3)) - Loy — o) e T
je{1,...;i—1,i+1,....d}
+ (1= 1) (55 90.5)) - 1re () - (1 = e—<T—t>)] :
(1.0 (B 0.) + (1= Lac sy (K o)) - (1= e~ 7))
and
ar—so(ylyi: K — kllyo) = H [1(K,K)(ijy0,j) + (1= k.0 (Y52 Y0.5)) - Lo(yj — yo,;) e F7Y

GE{Ly i L,it1,....d}
(1= Lo (5. 90)) - Lxwy) - (1= e T0)]
[(1 = Lk.5)(k,90,0)) - Lo(k — yo.i) '6_(T_t)] .

Since the factor except for the i—th term will be canceled, we have

a7 yoYYi = kllyo) (1 — (g (k, 90,0)) - Lo(k — yo,:) - e~ T~
a7—410(Y1Y0) Lk (K yo) + (1= g k) (K, yo,0)) - (1 — e~ (T=10) (54)
1ok —you) - e”TY e 1
[T ST 00 o0 o_1
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Plugging this result into Eq. (33)), the density ratio of the reverse process will have

o Wlyi = k) _p Ir_yyo(Ylyi: K — Kllyo) 1 (55)
7 (y) Yordojr— (1¥) 4710 (YlYo) e -1
Combining with the fact, i.e.,
R7(y,ylyi: K = k]) =1
from Eq. (7), Eq. can be upper bounded as
K—1
¢ (ylyi: K = k) | _ numK(y) - K
R (y) = < )
= 3 [5G T
Hence, the proof is completed. O

Remark 1. Here, an interesting property is that compared with the upper bound of ;(y) in the
uniform forward process|Chen & Ying|(2024), i.e.,

1+€—2(T—t) L
> RFW Y<K -d — = <K-d-(1+(T—1t)7").
- 1 — ¢—2(T—1)
y'#y

the upper bound of 5(y) in absorbing forward process will only be

ef(Tft)
S R y) <K -mmK(y) ——— .
1 — e (T-1)

y'#y
The latter upper bound is strictly better compared with the former one, since the number of mask
tokens, i.e., numK(y) < d. Besides, with the time growth (from 0 to T'), numK (y) will be monotonic
decrease for Ri (y) (from d to 0). Since the dominating term in the complexity analysis of truncated
uniformization is (3;, the discrete diffusion models with absorbing forward process are expected to
have a better result. The mechanism of the acceleration can be explained in one sentence, i.e.,

At each uniformization step, absorbing the discrete diffusion model knows the token needs
(masked token)/ or does not need (unmasked token) to denoise, and an unmasked token will
not be denoised twice.

Rigorously, this property can be summarized by Lemma
Lemma 10. Suppose Assumptionhold, and 0 < tg < t, we have qﬁto (y|yo) # 0 if and only if

y eV (yo) ={Y'|Vi, wyoi=Kory,=yo}-

Proof. According to the Bayes’ theorem, for any ¢ > %, it has

1o (Y, 90) = 410, (YIY0) - G55 (Yo) = 41—t 17—t (Y5 Yo)

(56)
= a1y, 7—1(Y0:Y) = a7ty - (YolY) - a7 (y),

where the third equation follows from the reversibility of the absorbing forward process shown
in |[Campbell et al.[(2022). Following from the forward transition kernel shown in Lemma |8} we
know that

a7+ (Wly) #0 &y eV (y) ={y|Vi, yi=wiory,=K}. (57)
Combining Assumption [[A2]|and Lemma we have ¢7” (y) > 0 for all y € Y, which implies
4y (Yo) = a7, (yo) >0 and ¢;"(y) > 0. (58)

Then, we can summarize
U WlYo) Z0 & y €V (yo) = {¥'[Vi, Yo=K ory;=yo,}-

Hence, the proof is completed. O
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D.2 THE CONVERGENCE OF ALG.[I]

Suppose, with the infinitesimal reverse transition rate, the particles in Alg. [T] during the reverse
process are denotes as random variables {yt}f;f, whose underlying distributions are ¢;. Then, the

implementation will be equivalent to the following Poisson process. Fort € (ty,—1,tw]s ¥t,_; = Yo
and y; = v,
1. With probability At - ¢, (yo), allow a state transition.

2. Conditioning on an allowed transition, move from y to y’ with probability

ﬂ;ul(y(ﬁ : Rt,yo (ylvy) y/ 7é Yy

Mt twr (Y'Y, %0) = N .
o 1— B (yo)Rey,(y)  otherwise

Here we should note that

A 1 1
Rtvyo (y) S Bt(y) = K - numK (y) . eT_ti—l S K - numK (y()) . m

= ﬁtw (yO)a

where the second inequality established since numK (y;) < numK (y,, ) and (e”~* — 1)~ ! is
monotonic increasing. Under these two steps, the practical conditional probability satisfies

. , At By, (o) - Rego (Y, y) - 87 (w0) Y #y
Qi+ Attty (Y'Y, yo)

1— At B, (yo) + At - Br, (yo) - (1 — Br, (yo) 'Rt,yo(y)) Yy =y,
— {At Ry y) Y Ay
1-At Ry (y) v =y

(59)
Lemma 11. Following the notations shown in Section|[A} we have
I S @'y, 90) | .
lim |At-In R = Riy,(y) — B (v).
At—0 1-— Ey’;éy Qi+ Attty 1 (y \y7 yO)

Proof. Since we have required At — 0, for any y’ # vy, it has

(jt+At|t,tw_1(y/‘yvy0) — (jt\t(y/|y7y0) =0
and ¢ aern (Y'Y %0) = G ane (V1Y) = a (' ly) = 0,
where the first row follows from Eq. (59) and the second row follows from Lemma. [T} This auto-
matically makes
Zy/;ﬁy ((jt+At|t,tw—1 (y/|y7 y()) - q;:'At‘tytw—l (y/|ya yO))
1- Zy/¢y r+atitt, (Y'Y Yo)

<-<L

1
2
Under this condition, we have

1 - Zy’;ﬁy qzjrAt|t,tw,1(y/|y7 Yo) m s Zy/;éy (QHAt\t,tw_l(y/myo) - qﬁAt|t(y/|y))
= 1n

In ~ p
1-—- Zy’;ﬁy qt+At|t,tw71 (yl|ya yO) 1- Zy';&y Qt+At|t,tw71 (y/‘y7 yo)

7

(—1)“’1 Zy/;,gy (dt+At|t,tw—1(y/|y7y0) - Q§At‘t’tw71(y/|y, yo))
=1 i 1- Zy;sy Qe+ttt 1 (Y'Y Y0)
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which implies (with the dominated convergence theorem)
—Dyty NI 'ly, ’yo)]

1
lim [Atl -In

At—0 1- Zy/;ﬁy G+ttt (Y'Y Y0)

e (_1>i+1 ) Ey’#y (th+At|t,tw—1(y/‘y7y0) - q;At|t’tw71(y/|yay0))
= Z : - lim

| 7 At—0 At

i—1
y (Zy’;ﬁy <Qt+At\t,tw,1(yl‘y»y0) - q;At|t,tw71(y/|y7y0)))
" At ’ '

(1 = Dyt Qv atitt, 1 (Y'Y, yo))

Only when ¢ = 1, we have
i—1
(Zy’;&y <Qt+At|t,tw71(yl|y7y0) - qtim\t,tw_l(y/w, yo)))

K3
(1 - Zy’;ﬁy Qt+At|t(y/|y))
otherwise it will be equivalent to 0. Therefore, we have

=1

lim
At—0

)

. 1 1- Zy/;éy qj:At|t,tw71(y/‘y7y0)
lim |At™ " -In . p
Al=0 1- Zy1¢y Qt4+ Attty —1 (Y'Y, y0)
C Dyty (ét+m|t,tw,1(y’\y,yo) - qtim|t7tu,_l(y’|y7yo))

= lim

At—0 At
=3 (Riao W' v) — RE W9)) = Ry, y) - B (),

y'#y

where the second equation follows from Eq. (59) and the second row follows from Lemma.[T} Hence,
the proof is completed.

Theorem 3 (The convergence of Alg.[I). Suppose Assumption[[AI]\and[[A2]|hold, if Alg.[I|has
to=0, tw=T-=0, and e€sxon <T Y? ¢ where T = ln(4d/62) and §<d le,

the TV distance between the target discrete distribution q. and the underlying distribution of the
output particle Gp_s will satisfy TV (q., Gr—s) < 2¢.

Proof. Here we provide the upper bound of TV distance accumulation in a specific segment, e.g.,
from t,,_1 to t,,. According to the chain rule of KL divergence, i.e., Lemma we have

KL (g5 [|dn) < KL (65, [[des ) + Byomar (KL (05510, () |deaten, (190))]

tw (60)
KL (afy )+ [ By (KL (i, Cyo) e Civo))
tw—1
Then, it has
Byymgi, [KL (i, (6 [de, ., Cly))] /e

= iiino (At)~! ‘Eyongs | [KL (qzjrAt\tw,l('|yO)Hdt+At|tw—1('|y0)) — KL (qtﬁ,w,l("}’o)“@t\tw,l("YO))}

< ilino (At)_l 'Eyo~q,:71 [Eyqul_tw71("yo) (KL (q;At‘tytwfl(wyvyO)HQt—i—At\t,tw_l('|yvyO)))}

where the inequality follows from the chain rule of the KL divergence, i.e., Lemma@ Then, it has

AByogi_, [KL (g5, , Cyo)lldge, , (1yo) )] /at

’ KL (a7 Gl ) s Cly o)
< Z %1, (Y,Yo) - lim

At—0 At
YEV, Yo €V ()

Term 1

(61)
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where the inequality and the notation Y (-) follows from Lemma[10} For each y*~ € Y, y§ €
Y~ (y), we focus on Term 1 of Eq. (61)), and have

_ 1 -1 /
Term 1= Bim, | & quaﬁtlt,tw,l(y [y.0) - In
y'e

qtj—Aﬂt,tw_l (¥'ly,yo)
th+At|t1tw—1 (y/‘yv yO)

qz:—Aﬂt,tw_l(y/lyv'yO)
-In — -
At Qt+At|t,tw_1(y |y7y0)

qtj—Aﬂtt _1(y/|y7y0)
= 1 tw
RINDS

LY #Y

Term 1.1

1- Zy/#y qtiAﬂt,tw,l (y/‘% Yo)

lim (AT (1) g Y|y, %) | -In .
AE—0 2 i it (1Y 90) L= g Gt Attt (Y'Y, Y0)

y'#y
Term 1.2
(62)
For Term 1.1, we have
a5 Y'Yy, Yo) a5 (Y'y: o)
S i TN ) I N ]
— At—0 At At—0 Getatitte Y'Y, Y0)
y'Fy
. NI Y'ly, o) At
=2 RiWhy) In | limg ( Y g (¥'ly. vo)
vy b Qi+ Attty 1 » Yo
R (v
=Y R y) Y
o7y Ry, (Y, y) .

where the last equation follows from Lemma|[T]and Eq. (59). For Term 1.2, we have

. /
Term 1.2 :Alirgo 1- g qt:At\t,tw,l(y 1Y, Yo)
y'#y

1- Zy’sﬁy q;jrAt\t,tw,l (y/|y7 yo)

At In -
=2 sy Qe atittn o (Y'1Y:Yo)

- lim
At—0

]<y@m@—mwn

(64)
where the first inequality follows from Lemma [I1] Plugging Eq. (63), Eq. (64) and Eq. (62), into
Eq. we have

dEy(wqtfh1 [KL (qtﬁw,l('|yO)Hdt\th('|yo)ﬂ /dt

— — () Rf(y/7y) > —
< Z Gt (Y5 Y0) - Z R (y,y) -In AT + Ry, (y) — By (y)
YyeV,yo €V (y) Yy’ £y t,Y0 (v, y)
(65)
Then, forany y € YV and yo € YV~ (y), we have
R (Y y A
Y Ri(y.y)-In L,) + Riyo(y) — Ri (y)
o2y Riyo (¥, y)
R /7 B
=y Rf(y’,y)lnfi,y) + Ri(y) — Ry (y)
ol Ry, y) (66)
Ri(y'.y - -
S R Y LR () - Rulw).
o2y Ry, (Y5 y)
Term 2
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When R;(y) < S, (o), due to Eq. (T8), we have

Riy(y',y) = Re(y,y) and Ry, (y)= > Riy (' y)= > Re(v.y) = Ri(y)
y'#y y'#y

which implies Term 2 = 0 in Eq. (66). Otherwise, we have
Rt,yo (v, y) - Bt., (Yo) and Rtﬂyo (y) _ Bt., (Yo)

)

R(y'y)  Ri(y) Ri(y)  Ri(y)
which implies
_ oo Ri(y) =
Term2 =Y R (y,y)-In T (g B 0) = i)
y'#y b
= Ri- ()t |14 SO P g ) - Ruty)
< o (o) - | PP s () — Rty =

where the last inequality follows from
Y€V (y) = nmumK(y) <numK(y) = R (y) < B, (Yo)
Combining with Eq. (66) and Eq. (63), we have

L (qﬂiw_l<-|yo>||@t|tw,1<-|yo>)] Jat

<) | 3 KW 2 T gy - R

Ry~ /

= ¢ @ | D R W) lnRt +> R,y - > REW.w| ©7

yey y'#y (YY) y'#y y' 2y

- Sy o @) . 4 ) a (y') ]

- : R (y,y) - + + 1 .

yze;qt w2 ey e ) e e
= Z a Z R7(y,y) ( (( v ,y('!/)) )

yey y'#y y

where Dy, is the Bregman divergence with ¢(c) = clnc (as Eq. (6)), and the last equation follows
from the definition of Bregman divergence:

Dy(ulv) = d(u) — p(v) — (Vo(v),u — v) = uln% w4t

Therefore, Eq. (60) can be rewritten as

tw
KL (q{:”q}w) < KL (q;:_1||‘jtw—1)+/ Ey~az., Z R7(y,y') Dy (vey( I)H@t,y(yl)) dt.
tw—1 Yy’ £y

With a recursive manner, we have
KL (¢5_s|dr—s) < KL (¢§ ||do) + Lse(?) = KL (g7 ||do) + Lse(?) < (1+ e~ ) — 1 + Tee,
where the last inequality follows from Lemma[2]and Assumption [AT]

Qo(y) = qr(y) o< exp(=T'- (d — numK (y))).

If we set
T > 1H(4d/€2) and  €gore < T V/2. €,

ithas (1 +e T)? —1 < e?and Te2,,. < €2, which means KL (q‘TiéH(jT_g) < 2¢2.

score
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Bounding TV (¢.,q;") We adopt the proof strategy of Theorem 6 in|Chen & Ying| (2024). Con-
sider the forward process (X, );>0. By the coupling characterization of the total variation distance,

we have
TV (qu,q57) = inf  Prpyey[u# o] <Ply #Y'),
v€l(gx,q57)
where I'(qs, g5 ) is the set of all couplings of (¢., ¢;”), and the inequality holds because (y,y’) gives

a coupling of (g., ¢;5"). Without loss of generality, we suppose ¢;” (y) > 0 for all numK (y) = 0,
then, combining the transition kernel given Lemma [8]and Assumption[[AZ]] we have

Ply=y)= >,  @l-ah@y= DY @@ =’
y€Y,numK(y)=0 y€Y,numK(y)=0
Thus, by choosing § < €/d, we have

1
§<dle<d'-In (1> = %<

= TV(g.g')<1—e<e (68)

1—e€
Finally, we have

1
TV (Q()_>7(1<T_75) <TV(g',q5)+TV (Q<T_757 ch,(;) <e+ \/2KL (CI(T__stqATfs) < 2e.

Hence the proof is completed. O

D.3 THE COMPLEXITY OF ALG.[T]

Theorem 4 (The complexity of Alg.[I). Suppose Assumption[[AI] and|[[A2] hold, following from
the settings shown in Theorem[3] if we implement Alg. [I\with

ty —tw—1=n where we{l,2,.. W}, W=(T-0)/n, n=¢/2d, and e<1
the expectation of iteration/score estimation complexity of Alg. [I|will be upper bounded by
2K (d— €*/4) + 12KdInd
to achieve TV (q.,G) < 2¢ where p denotes the underlying distribution of generated samples.

Proof. We denote {yt}tT;O‘* to present the reverse process. For a specific trajectory, e.g., {y;} . > =

{g}tT:—(f, the total expected iteration number will be equivalent to the summation of Poisson expec-
tations of W segments, i.e.,

w .
~ K -numK (9,
Zﬁtw (Y1) (tw —tw—1) = s E ; 1) (b — tw=1),
i=1
which means the expected iteration number of the reverse process can be written as
w w K
E Zlﬁtw (Foos) (= tw) | = ZIE[numK@tw,l)] Cmmry o (e~ tee)- (69)

Although E[numK(y, . )] is respect to the practical distribution y;
mate it by the forward marginal distribution, i.e.,

~ {t,,_,>» WE can approxi-

w—1

EnumK(y; )] =EnhumK(y; , )] where y;  ~g¢q  andyr ,  ~q; |
Specifically, with Assumption|[A2]} we have E[numK (y5’)] = 0. Under this condition, the transi-
tion kernel becomes

d

a0(yly’) = H (1= Lx.r0)(¥ir 7)) - Lo(ys —yi) - e™*
i=1

remain non-mask token

+ (1= 1x.r0) (¥, 97)) - 1ic (i) - (1 —e™")
turn into mask token
due to Lemma|8] Let PlnumK (y;”) = k] be the probability that exactly k out of the d coordinates
are mask tokens (/) at time t. Because each of the d coordinates evolves independently (and
identically, each with probability 1 — e~* of being the mask token at time t), we get a standard
Binomial random variable:
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* Bach coordinate is K with probability 1 — e~*.

* Each coordinate is non-K with probability e~*.

Hence, we have
PhumK (y;7) =k =C% - (1 —e )" (e7")? % and EnumK(y;”) =k =d-(1—e").

Then, for any w, we have EnumK(y7_, )] =d- (1 — e~ (T=tw-1))_ Under the settings shown
in Theorem 3] we have

TV (470 1ot ) < TV (@71 d) < 26,
which implies
EfnumK(§r,,_,)] ~ EumK(yl, )| € d-TV (a7, o, ) < 2de.

Then, we have
EnumK(y;,_,)] < EnumK(y; )]+ 2de = EnumK(y7_, )]+ 2de

(70)
=d-(1—e Tto-1) 4 2.
Plugging Eq. into Eq. (69), we have
w
E Z /Btw (ytwfl) ’ (tw - tw1>‘|
w=1
w
K
(1o (T—tw_r)y__ > | —
< Zld (1—e ) (tw — tw—1)
w
K
+ Z 2de - m . (tw _twfl)
w=1 (71)
w
1— ef(Tftw,l)
= . —(T—tw) — o
= Kd Z e (tw — tw—1) P
w=1
Term 1
Y 1
+2Kde- Y (€7 1) - (ty — tw—1)
w=1
Term 2
Then, we suppose the segments share the same length 7, i.e.,
ty —tw—1=mn where we{l,2,.. W}, W=(T-9)/n, and n=e€/2d.
Under these conditions, we have
5 1 e e 1 eT—ter)
< -<lIn(=+ — T — < — 4 = 1,...
n727n(2+2) = <5 +5< 3 t3 Vwe{l,...,W}
1+ e (T—tw-1)
n o= (T=ty—1—m) —(T—tw-1) 72
¢ S — T = 2-e <l+4e (72)
1— e (T—tw-1)
_ _(T_twfl) —_ _(T_twfl_n)
= 1-—e <2-—2e = o T—t) < 2.
Plugging these results into Term 1 of Eq. (71)), we have
w w
Term | = 2Kd - Y e”T0) .y =2Kd. Y e T7wm .y
w=1 w=1
(W+1)n _ on
=2Kd-n-e T. R —— <2Kd-e"- (675 —e )y <2Kd - (1-e7) (73)

em—1
€2
=2Kd-(1——].
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Moreover, we have

eTftwfl _ 1 eTftwfl 1 _ ef(Tftw—l)

- . .
Ttw — 1 T te e T tw) =€ 2 < 2,

where the first inequality follows from Eq. (72) and the last inequality is established when n < 1.
Then, Term 2 of Eq. can be upper bounded as

w w W
Term2—2Kde-w§::1m§46‘Kd6';m§4e"r{de';m

T—6 2
1 T 4 1
§4e~dK6-/ 7dt:4e-dKe~lng§4e~dKe-lni3 <12e-Kdlnd-eln —
0 €

T—-1 €
(74)
where the last inequality follows from

d? d 1
4<d and ln—3 =3In-<3Indln -
€ € €
without loss of generality. Moreover, when € < 1, we have

1
eln= <e !
€

)

which follows from the monotonicity of the function zInz. Under this condition, the RHS of
Eq. (74) has the following bound
Term 2 < 12 - KdlInd. (75)

Finally, plugging Eq. (73) and Eq. (73) into Eq. (71), the expected calls of discrete scores will be

E

w
Z Bto (FTtu_1) + (tw — tw_l)] <2K(d—€*) + 12KdInd.
w=1

Hence, the proof is completed. O

Corollary 5. Suppose Assumption[[AT]|hold, following from the settings shown in Theorem[3] if we
implement Alg. [l|with
tw —tw_1=mn where we{l,2,.. W}, W=(T-08/n n=c¢/2d, and e<1

the expectation of iteration/score estimation complexity of Alg. [Ijwill be upper bounded by
E K(yg”
[num(yo)]) } + O(Kdlnd)

min {O(Kdln(d/e))7 ) <Kd :
€
to achieve TV (q.,q) < 2¢ where p denotes the underlying distribution of generated samples.

Proof. Similar to the proof shown in Theoremd] the expected iteration number of the reverse process
can be written as
w w K
E [Z Bt (Ftw-1) - (tw — tw—l)] = Z EnumK(yy,, )] STt — 1 (tw = tw-1).
w=1 w=1

Although E[numK(y:, _,)] is respect to the practical distribution y;,_, ~ §,,_,, we can approxi-
mate it by the forward marginal distribution, i.e.,

E[numK(yfmil)} = E[numK(y?_twil)] where y&il ~ ‘I;,l and Y?—tw,l ~ qu,,l-
Let PlnumK (y;”) = k| be the probability that exactly k out of the d coordinates are mask tokens
(K) at time ¢ presented as

k
PhumK (y;7) = k] = Y PumK (y;”) = kfnumK (y;’) = i] - ProumK (yg”) = 4.
i=0
Because each of the d coordinates evolves independently (and identically, each with probability
1 — et of being the mask token at time ¢), we get a standard Binomial random variable:
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e Each coordinate is K with probability 1 — e~*.

* Each coordinate is non-K with probability e~

Hence, we have

PnumK(y;”) = knumK (y5’) = i] = C's:ii O L (O
——

unmask—smask count prob of mask transition prob of unmask kept

Under this condition, the expected number of MASK token at forward time ¢ will become

d
Bl (v7)] = 3 k- Pl (v;") = 4
k=0
d & _ ‘
=YD Ci (=) (e F - PloumK (vp) = 6
k=0 i=0 (76)
d d ‘ .
= ZP[numK (vyo')=1]- ZCC’;:Z (1 —eHkTt (emtydk,
i=0 k=i
Term 1
For Term 1 in Eq. (76), suppose j = k — i, we have
d—i
Term 1 = Z(] +i)-CF (1 —e by - (e7t)d=i=d)
=0
dii . . . . dii . . . .
O (= e () £ Y (L= e ()
j=0 j=0
d_i . . . . .
=Y -0 A=ty (e H D) i (l—e e ) =d— (d—i)e
=0

where the last equation follows from the expectation of binomial distributions. Then, Eq. (76) can
be written as

d
EnumK (y;)] = > PhumK (yo') =i]- (d—d-e " +i-e")

i=0
—d- (1 - (1 - EfnumK (y3")]/d) - ™).
Without loss of generality, we suppose
ro =1 —EnumK (y;")]/d > 0.
Then, following from Eq. (]7_6[), we have
EnumK(y:, )] <d- (1 —rg-e”Tte-1) 4 24,
and
1—rg-e”(T—tw-1)
1— e (T—tw)

w w
E Z /Btw(ytwfl) : (tw - twfl) <Kd- Z 6_(T_tw) : (tw - twfl) :
w=1

w=1
Term 1
w
+2Kde- > (T — 1) (ty — tuon)
w=1
Term 2

(77)
Here the second term can be upper bounded as

Term 2 < 12- KdlInd
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by choosing the mixing time 7" and early stopping time & as Theorem[3] which follows from Eq. (74).

For Term 1 of Eq. (77), we will discuss it in categories. Suppose the expected number of mask token
satisfies
EnumK (y5')]| < Co-e < ro>1-Ch-€/d,
and the segments share the same length 7, i.e.,
—tw—1=mn where we{l,2,.. W}, W= (T-¢)/n, and n=¢/2d,

following from Eq. (72)), we have

J 1— e (T—tw-1)
Combining with the following fact, i.e.,
(1 —rgp) - e~ (T—tw-1) 1 -7

_ _ _ Lo (T tw—1—n _ -1
[ em@t) = g@=tay) —gn = (L= 70) e (e 1)
<(1—rp)-6 =0y,

Eq. (73) demonstrates that
2
Term 1 < (24 Cp) - Kd - (1— 4d>

On the other hand, we have

Term 1 < Kd - Z

w
ﬁSKd;T <15Kdz

_ tw L
<1.5Kd- /6 t~tdt < 1.5KdIn(1/6) = 1.5Kd1In(d/e),
where the forth inequality follows from the choice of 7, i.e.,
N<H2 S (The) - (T—t) =g <0<
Hence, the total complexity will be
min {O(Kdln(cl/‘s))7 O (Kd : W) } + O(KdInd).
Hence, the proof is completed. O

Corollary 6. Suppose Assumption[AT]|and[[A2]|hold, if Alg. [ has
to=0, tw=T—0, and €gore <T ?-€ where T =In(4d/e?) and &<d '
and draw initial y, ~ 0jx,... k| (-), the TV distance between the target discrete distribution q. and

the underlying distribution of the output particle G_s will satisfy TV (q*,qTﬂ;) < 2.5

Proof. We consider a stochastic process {yt} Wthh satisfies ¥, ~ @,. The initial distribution is
Yo ~ o = Ok K,...,.x](¥). Suppose the joint and conditional distribution are

(Y ¥e) ~ Gy and Gy YY) = Gy (Y4, Ye) /0 (Yy) where t > t'.
Specifically, we suppose the random variables {¥,} .. share the same transition as that in {y,}~°
shown in Theorem |3} which means g,,, = gy for any ¢t > ', which implies {yt}z":—oa can be
implemented by

1. Initialize the particles as ¥ ~ Gy = [k k... K] (¥)

2. Update {¥,}7=7 with Alg.
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Then, due to the chain rule of TV distance, i.e., Lemmal[l6] we have
TV (4r-s,Gr_5) < TV (G7-5,0:Tr_s0)
< TV (o, o) + Egqnido {TV (QT76|076T—6|0>} =TV (4o, 7o) -
Since g, is the mask token dirac measure, we have
TV (4o, 7o) =1 — Go([K, K, ..., K]).
According to the proof of Lemma[2] we can easily find that

do([K,...,K]) = Q‘F%T)d‘

(78)

By requiring T' > In(4d/e€) and € < 1, we have
T >In(4d/e) =t>In(d/In(1+¢/2) < d-e ' <In(l+¢/2)
=dn(l+eT)<In(1+¢/2) & (I+eD)¥—1<e/2

That means 1

<1- <e/2.
TErear i s R
Plugging this inequality into Eq. we have TV (ch_g,ﬁT_é) < €/2. Then combining it with

Theorem [3| i.e., TV (g«, Gr—s, <) 2¢, we have TV (q.,Gp_j, <) 2.5¢. Hence, the proof is com-
pleted. O

TV (4o, qo) =1 —

E TECHNICAL LEMMAS

Lemma 12 (Basic Kronecker product). Supppose the Kronecker product for n matrices defined on
R4 e,
A:A1®A2®®An,

then we have

n

A[al,ivali1<~~7an,i]7[al,j1a2,j1-<~7an,j] = Azzzl g, d? =R 30 ag jedrTR T H[Ak}akﬂivakﬂj'
k=1

Proof. This lemma can easily be proved by the definition of Kronecker product. O

Lemma 13 (Mixed-product property of Kronecker product). Suppose the matrices A, B,C, D &
R%*¥4 then, the products AC and BD are well-defined. We have

(A® B)(C ® D) =(AC) ® (BD).
Proof. We prove this by examining the product on the left-hand side, (A ® B) (C ® D), and
showing it coincides block-by-block with (AC) ® (BD).

We starts from the definition of Kronecker products in blocks. By definition, the Kronecker product
A ® B can be seen as an (d x d) block matrix in which the (¢, j)-th block is a;; B. Hence,

apnB  a;2B -+ a1, B
a1 B apB -+ a2, B
AR B =
amiB apoB - ap,B
Similarly,
ciuD ci2D - D
(321D CQQD s CQTD
CD =
CnlD CnQD T ch'D
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Then, we form the Product (A ® B)(C ® D). When multiplying two block matrices, we sum over
the matching inner block dimensions. Specifically, the (i, k)-block of (A ® B) (C ® D) is given

by .
Z((%‘B) (CjkD)>~

j=1
Inside each term, we treat a;; B and c¢;; D as scalar-matrix products. We can rewrite the expression

as:
n n
Z Qij Cjk (BD) = (Z Aij Cjk) BD.
j=1 j=1

Notice that the factor Z?Zl a;j cji, is precisely (AC');x, the (i, k)-th entry of the matrix product
AC. Thus, each (i, k)-block of (A ® B)(C ® D) simplifies to

(AC)ix (BD).

Now observe that the Kronecker product (AC) ® (BD) can also be viewed as an (m x r) block
matrix whose (7, k)-th block is
(AC)ix (BD).
Hence, the (i, k)-th block of (AC) ® (B.D) matches exactly with the (i, k)-th block we computed
for (A ® B)(C @ D). Since these two matrices agree in every block of a d* x d? partition, we
conclude
(A®B)(C® D) = (AC) ® (BD),

as desired. O
Lemma 14 (Kolmogorov backward theorem, adapted from Theorem 5.11 in |Sarkkd & Solin

(2019)). For a specific SDE, if we denote the transition density from x(s) to y(t) as p(y,t|x,s)
, then it solves the backward Kolmogorov equation

SIS iy tle,

where L denotes the infinitesimal operator of the SDE.

Lemma 15 (The chain rule of KL divergence). Consider four random variables, x, z, X, z, whose
underlying distributions are denoted as p;,p;, 4z, q.. Suppose p,. . and q, . denotes the densities
of joint distributions of (x,z) and (X, z), which we write in terms of the conditionals and marginals
as

Da,2(®, 2) = Py (®]2) - p2(2) = poja(2]@) - pa(T)

Qx,z($7 Z) = QI|z(w|z) : QZ(Z) = q,z\:c(z|w) : Qz<$)
then we have

KL (p:v,z Hqg;,z) =KL (szQZ) + EZN;DZ [KL (px\z(lz)’|qw\z(|z))]

where the latter equation implies
KL (pz]|¢e) < KL (pa.2||a,2) -

Lemma 16 (The chain rule of TV distance). Consider four random variables, x,z,X,z, whose
underlying distributions are denoted as p;,p;, 4z, q.. Suppose p,. . and q, . denotes the densities
of joint distributions of (x,z) and (X, z), which we write in terms of the conditionals and marginals
as

Pz,2(T, 2) = P2 (x]2) - p2(2) = Paju(z|T) - pu(2)

Qw,z($7 Z) = qﬂz(m'z) : QZ(Z) = qz\z(zkv) : qz(m)
then we have

TV (pac 254z, z) < min {TV Dz, QZ) + Epnp. [TV (px|z( |Z) qz|z( | ))] )
TV (p»m Qz) + I['Exwpar [TV (pz\x |X QZ\w |X )]}

Besides, we have
TV (P2, ¢2) < TV (P22, Ge2) -
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Algorithm 2 FIRST HITTING SAMPLING

1:

Input: The sequence length d, the vocabulary V = {1,2,... K} where K is the mask token,
the noise schedule oy and its inverse function a1, , the pretrained masked diffusion model py

2: yo = [K,K,...,K].
3: %0 =1.
4: forn =0tod — 1do
5:  Sample u,, ~ Uniform(0,1)
6: 7-n+1 = Oé_l(l — ufb_”(l — a;n))
7: Randomly and uniformly select an index [ from {i : yﬁ: ) = K} (i.e., masked positions in y,,)
8: Pn = p@,l("yna%’rﬂrl) S Rf
- -~
9 Fu1 = Ins Tt ~ Cat(pal-1)
10: end for
11: returny,.
F FHS CONVERGENCE UNDER TIME-INDEPENDENT SCORE

PARAMETERIZATION

In the following, we will prove that the distribution generated by first hitting sampling (Zheng et al.,
[2024) approaches to the target data distribution p, in TV distance. The core step is to introduce our
MATU as the reference probability path.

We starts from some additional notations. Specifically, suppose following two elements y,y € J =
{1,2,...,K}? satisfying

y:[ylv"'7yi7"'ayd] 'g:['yla"'v’giw'wyd]a

which means the Hamming distance between y and g is 1 and they are only different at i—th co-
ordinate. Suppose y; = K and y; # K, then we can define the conditional distribution at specific
coordinate, €.g., ¢, given unmask tokens yxce (y)

)

dey+,g,cc<y):ym(y) (JO(’!})

<

dey+,ﬂ;cc<g>:@)<6<m %

%,z‘@i |y1cc(y)) =

For the completeness of the analysis, we first show the FHS in Alg.

Bridge the discrete score estimation error and the pretrained masked diffusion models in FHS.
We need to note that the output of pretrained masked diffusion model satisfies

P0.i (1Y, Tnt1) = po.i(-|y) = QO,i(yi|leC(y))7

where first equation comes from the time-independent parameterization, and the second approxima-
tion comes from the training objective, i.e.,

d

L2 (yo) = Zwi * Ep, [numK (y)=i|yo] Z —log pg.i(Yoily) | - (79)
i1 vi—K

With proper settings on w and the change of summation order, the above training loss of FHS will

be equivalent to the A-DCE loss shown in[Ou et al.| (2024), i.e.,

1
L)\—DCE(yO) = E)\NUniform(O,l) X . Ey,\Nq;m(-\yg) Z - 10gp9 (yO,i
Yx,i=K

y)

Then, following from Appendix C.1 and Appendix C.2 in (2024), by choosing A(t) =
1 — e~*, with change of variable, the \-DCE loss will be equivalent to the denoising score entropy

loss, i.e.,

T —t
e
Lpse(Yo) :/0 Eywqﬁo('\yo) Z R (yo,y) - (1 —et 'pe(y{)iﬂldx(y',ytﬂyt)

Yy

e—t

—t
/ € /
Tl et .6y01D;fﬂdx(yt‘y1)(yDiffIdx(yt,y’)> log (1 et 'pe(yDifTIdx(y’,yt)|yt)>):| dt.
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Following from Theorem 3.4 in|Cou et al| (2024), we note that DSE and SE share the same minimum,
ie.,

argemin Eyq~q. [LDSE(Y0)]

T —t
. e
= argmin / By ~q Z R (yu,y') - (1 ot 'Pe(yf)imdx(y/,yt)b’t) (80)
0 0 Y EYe
a (y,) e’ / .
1 . ) , = Lk (60
qt_> (yt) 0g 1 — et Po (yDlﬁ'Idx(y Vi) ‘yf) arg;nln SE( )
By supposing
—t
- e
Uty (Y') = m'pe(ybiﬂldx(ygytﬂyt) where Ham(y',y;) =1 and y{)iﬂ“ldx(y’,yt) #K,

we know the Eq. [80]exactly matches Eq.

Therefore, optimizing Eq.[79]in FHS is equivalent to parameterize the discrete score as

T(y) 1—et .quDiEIdX(yl7yt)(y{)iffldx(y’,yt)|yt,IC(yt)) = vy, (Y')

- (&
N Uy, (y/> = 1 _et Do (y]/DiffIdX(y’,yt)|yt)a

and optimize Eq.[6] Following the analysis paradigm in this paper, we assume Assumption [AT])is
also satisfies for this parametrization.

Bridge the trajectories between FHS and MATU. We have the following theorem.

Theorem 7 (The convergence of Alg.[T). Suppose Assumption [AT]|and[[A2]| hold, if the discrete
scores are parameterized by time-independent neural network as (2024), the TV distance
between the target discrete distribution q.. and the underlying distribution of the output particle q
of Alg. Pl will satisfy TV (q., 4r—s) < 2e.

Proof. Under this time-independent parameterization, we suppose the trajectory of MATU as
{y+}1_, whose underlying distribution is denoted as y; ~ G;. For FHS, we consider a sequence
of random variables {¥}, }re{o0,1,....4y Where ¥, denotes the random variables after (d — k)-step up-
date of FHS. We have numK (¥,,) = k. To investigate the TV distance between yr_s and ¥,,, we
have

Wrsd) =y Y @@ty Y s

y,numK(y)=0 y,numK(y)#0
1 _ . _ . . _
=3 Yo @) —dr—s@) +q(y) —dr—sy) < Y lir—s(y) ~ @(y)]
y,numK(y)=0 y,numK(y)=0

(81)
Currently, we define a distribution sequence

{Pr}reqo,1,....ay Where pg(t) = Pr|the k-th transition happens at time ¢] .

Besides, suppose that at the transition time ¢ the particle is y’, MATU implies the transition from vy’
to y follows

Pr[y|transition time = ¢ and particle is y'] = R, (y,y')/R:(y')
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Under this setting, we have

T-6
dr—s(y) = / PrumK(y) (t) - Z Gi(y") - Pr[y|transition time = ¢ and particle is y']d¢
0 y’/ ,numK(y’)=numK(y)—1

T-6 > !
. Ri(y,
= / pnumK(y)(t) : Z qt(yl) ' t(iy Y )dt
0

y/,numK(y’)=numK(y)—1 Rt (y/)

T—06 5 /
X Ri(y,y
= / PrnumK (y) (t) . § Qt<yl) ’ é(( ,))dt
0 y/ ,numK(y’)=numK(y)—1 t\Y
(82)

Due to the time-independent paramterization of the discrete score, we have
et

P 'Pe(yDiﬁIdx(y,yf) |y’),

Ri(y, v ) =R (Y, y) by(y) =R (¥ ,y)-
which implies it has

Ri(y,y') po(Ynitiax(y.y)|Y)
SR (w.v') N = pe(yDifde(y,y') |y/)
Ri(y') Zy;éy’,Ham(y,y/):l Po(Ypiax(y.y)|Y’)

Plugging this equation into Eq.[82] we have

T—6
ir_s(y) = Z p@(yDiﬁ'[dx(y,y’)ly/)/ pnumK(y)(t) 'qt(y/)dt
y/ ,numK (y’)=numK(y)—1 0

= Z Pa(yDifde(y,y/) |y/) : Z Pe(yf)iﬁmx(y/,yu) \y”)
y/ ,numK(y’)=numK(y)—1 y” ,numK(y”)=numK(y’)—1

' / pnumK(y),numK(y),...,l(tnumK(y)—lv S 7t1) : QT([Kv v 7K])d
t

numK (y)stnumK(y)—1s-t1

< Z p@(yDiﬁ'ldx(y,y/) |y/) : Z pe(leiffIdx(y’,y”) \y”)
y/ ,numK(y’)=numK(y)—1 y” ,numK(y’”/)=numK(y’)—1

> pa(ygi;dx(y(l)’m ____ K])|[K7...,K])(fo([K,...7K]),
y(1>,numK(y(1)):1

where the last ineqaulity follows from the fact
QT([K77K])SQAO([K77KD VT >0
According to the update of FHS, we can easily find that

Qo(y) = Z Po(Ypifitdx(y,y") ly') - Z Pe(yf)iffldx(yf,y”) y")
y/ ,numK(y’)=numK(y)—1 y” ,numK(y”/)=numK(y’)—1

1 _
D P Wy ) IS KD Tl K],
y(l),numK(y(l)):l =1

Suppose the conditional distribution as

Po(yl[K, ..., K]) = Z Po(YDifitdx(y,y/) ') Z pe(yl/jiﬂ'[dx(y’,y”) ly")
y’ numK(y’)=numK(y)—1 y"/ numK(y”)=numK(y’)—1

(€]
Z pe(yDifHdX(y(U,[K,‘,,’K])HK" ..,K])7
‘y“),numK(y(l)):l

then we have

(83)
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Figure 1: Synthetic experiment results on sampling efficiency. We compare our proposed Masked
Discrete Diffusion (MASK) against the Uniform baseline with vocabulary size K = 3 and sequence
length d = 4. Left: The Total Variation (TV) distance between the empirical and ground truth
distributions as a function of the Number of (Score) Function Evaluations (NFE). The solid lines
represent the mean over 5 seeds, and shaded regions indicate the standard deviations. Our method
achieves faster convergence to the target distribution. Right: Violin plots illustrating the distribution
of Stopping NFE. The MASK method requires significantly fewer evaluations to terminate compared
to the Uniform baseline.

According to the proof of Lemmal[2] we know that

Go(K,...,K)=(1+e )™ and (1+e T)-1<¢/2

=0<1-(Q+e D) =1—G(K,...,K]) <1-1/(1+¢/2) <¢€/2. (89
Combining Eq.[81] Eq.[83]and Eq. [84] we have
TV (Gr-s,70) < €/2 and TV (qs,qo) < TV (47-5,q0) + TV (¢x,4r—5) < €
where last inequality follows from Theorem 3} Hence, the proof is completed. O

G EXPERIMENTS

G.1 SYNTHETIC EXPERIMENTS.

We conduct synthetic experiments to validate our theoretical findings and compare the sampling
efficiency of our Masked Discrete Diffusion model against the uniform baseline.

Experiment Setup. We utilize a state space defined by vocabulary size K = 3 and sequence
length d = 4. The ground truth distribution, p*, is constructed by assigning a random mass sampled
uniformly from (0, 1) to each of the K¢ possible sequences and normalizing the distribution. We re-
port results averaged over 5 independent random seeds. For each seed, we generate 1000 trajectories
using our method (Algorithm [, MATU) and the truncated uniformization baseline with a uniform
stationary distribution (adapted from Huang et al.| (2025))). Performance is evaluated via the Total
Variation (TV) distance between the empirical marginal distribution and p*, plotted as a function of
the Number of (Score) Function Evaluations (NFE). Quantitative results are shown in Figure[T} and
illustrative sampling trajectories are visualized in Figure 2}

G.2 REAL WORLD EXPERIMENTS

We consider to introduce our Alg. [T[|(MATU) into the text generation task.
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Figure 2: Visualization of individual sampling trajectories. The plots show single sampling paths,
with labels indicating the intermediate discrete states. The MASK method (top) navigates the state
space efficiently with few steps. In contrast, the Uniform baseline (bottom) exhibits diffusive be-
havior with many small steps—often reverting previous changes—resulting in a high NFE cost.

Experimental Settings In this paragraph, we follow the problem setting as SEDD shown in
2024), and consider the unconditional text generation task with the small pretrained SEDD
Absorbing model. The sequence length of generated sample is constrains as d = 1024, and the
the vocabulary size will be K = 50258, including the mask token. We choose the typical Euler
and Tweedie’s T-leaping (analytic samples in (2024)’s implementation) as our baselines.
For the step number choice, we only consider {1024, 2048}. Because MATU does not consider the
conditional independent assumption for the reverse process. Under this condition, it requires at least
d steps to generate one no-mask sample.

The inexact adaptation from MATU. In SEDD experiments, The exact implementation of Alg.
will require the inference complexity to be K x d = 50258 x 1024, which is far beyond an acceptable
inference complexity. Since the choice of K can be used to control the inference complexity, in the
following experiment we will choose

K = required steps/generated sequence length,

which is an inexact implementation of Alg. [I] (MATU), while makes it to be possible to be tuned
via the choice of the step number. Moreover, the implementation of Euler and Tweedie’s 7-leaping
is based on log-linear noise schedule, which means the transition rate matrix of the forward process
satisfies 1
—€
By y) = oR7 (yy') where o(t) = 7— 73—~

and R~ follows from Eq.[7} Under this condition, the reverse transition rate matrix will become

R y) = o0 () 20

=oc(1—t)-R7(Y,y) " so1-ty(y).

Empirical Results. We use PPL and entropy as two criteria to measure the generation quality for
different samplers. The results are summarized as the following tables. We will release the detailed
code and implementation after the acceptance of this paper.
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Table 3: Comparison of the inference generation performance, we calculate the average perplexity and entropy
for 32 samples generated by Euler, Analytic and MATU. The experiments show even with an inexact imple-
mentation, MATU still outperform then other samplers consistently.

Samplers  Steps  Avg Perplexity  Std Perplexity = Avg Entropy  Std Entropy =~ Wall-clock time

Euler 1024 41.42 11.68 7.588 0.301 27.35s/sample
Analytic 1024 41.81 11.57 7.597 0.286 24.15s/sample
MATU 1024 40.54 11.20 7.554 0.230 32.23s/sample
Euler 2048 33.32 7.141 7.492 0.258 53.43s/sample
Analytic 2048 32.50 6.952 7.489 0.250 46.88s/sample
MATU 2048 31.82 6.717 7.394 0.332 60.05s/sample
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