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Abstract

In neuroscience, recurrent neural networks (RNNs) are modeled as continuous-time
dynamical systems to more accurately reflect the dynamics inherent in biological
circuits. However, convolutional neural networks (CNNs) remain the preferred
architecture in vision neuroscience due to their ability to efficiently process visual
information, which comes at the cost of the biological realism provided by RNNs.
To address this, we introduce a hybrid architecture that integrates the continuous-
time recurrent dynamics of RNNs with the spatial processing capabilities of CNNs.
Our models preserve the dynamical characteristics typical of RNNs while having
comparable performance with their conventional CNN counterparts on bench-
marks like ImageNet. Compared to conventional CNNs, our models demonstrate
increased robustness to noise due to noise-suppressing mechanisms inherent in
recurrent dynamical systems. Analyzing our architecture as a dynamical system is
computationally expensive, so we develop a toolkit consisting of iterative methods
specifically tailored for convolutional structures. We also train multi-area RNNs us-
ing our architecture as the front-end to perform complex cognitive tasks previously
impossible to learn or achievable only with oversimplified stimulus representations.
In monkey neural recordings, our models capture time-dependent variations in
neural activity in higher-order visual areas. Together, these contributions represent
a comprehensive foundation to unify the advances of CNNs and dynamical RNNs
in vision neuroscience.

1 Introduction

Dynamical systems have long been a cornerstone in the field of neuroscience, tracing their origins back
to the modeling of single neurons [1, 2]. Early biophysical models provided critical insights into the
dynamic behavior of neurons. Building on this foundation, neuroscientists progressed to constructing
networks of dynamical neurons [3–12]. The idea was to understand not just how individual neurons
operate but how networks of neurons interact to produce complex behaviors [5–7, 12] and cognitive
functions [8–10]. The rise of deep learning and artificial recurrent neural networks (RNNs) marked a
significant turning point in this endeavor. Neuroscience quickly adopted RNNs due to their ability to
model time-dependent processes [13–29], much like how biological circuits process information over
time. In these models, each artificial neuron can behave according to some biophysical dynamics,
whether through rate coding [13, 14, 18, 30] or spiking mechanisms [19, 20]. This alignment with
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biological plausibility made RNNs a powerful tool in neuroscience. Today, advances in computational
power and learning algorithms have enabled these networks to be trained on diverse and complex
tasks, ranging from motor control [14, 24] to cognitive functions [15, 16, 18, 27, 29–31]. Modern
RNNs are capable of learning intricate patterns in data, making them invaluable for modeling a
wide array of neural processes. We provide a detailed review in Appendix A. RNNs are not the
only models used in neuroscience. Convolutional neural networks (CNNs) have also been widely
used, particularly in the domain of biological vision [32–41]. CNNs excel at processing spatial
hierarchies in images, making them ideal for object recognition and scene understanding tasks. While
there are recurrent CNNs that integrate temporal dynamics into the spatial processing capabilities
of CNNs [35, 38, 42, 43], the specific advances of dynamical RNNs in neuroscience have largely
remained inapplicable to vision models. To bridge this gap, we propose a hybrid architecture that
integrates the continuous-time recurrent dynamics of RNNs with the spatial processing capabilities
of CNNs, which we refer to as CordsNet (Convolutional RNN dynamical system). Briefly, our
contributions and results are:
• Dynamical expressivity analysis. We rigorously compare CordsNet with other recurrent dynamical

architectures by training them all on multiple cognitive tasks in neuroscience. We find that CordsNet
can achieve the same range of dynamical regimes as other architectures.

• New training algorithm. Training a continuous-time model is computationally expensive. We
propose a computationally cheaper algorithm to efficiently initialize CordsNets and successfully
train them on standard image classification benchmarks like ImageNet.

• Autonomous and robust inference. We show that our trained models can perform inference
autonomously and exhibit robustness to noise compared to static and discrete-time CNNs, which
are actually just properties inherent to dynamical systems.

• Analytical toolkit. There are many ways to analyze CordsNets, but they are memory intensive.
We thus develop a toolkit consisting of iterative and dimensionality-reduction methods needed to
analyze the model within reasonable computational limits and show some examples.

• Image-computable models. We demonstrate the effectiveness of CordsNet as the front-end of
an image-computable multi-area model by training such models to perform tasks using the actual
stimuli seen by subjects in experiments rather than abstract inputs.

• Prediction of neural activity. We find that CordsNets (trained on ImageNet) are able to predict
temporal signatures in the neural activity of higher-order visual areas (V4 and IT).

Together, our contributions represent a comprehensive and directed effort to bring decades of ad-
vancements in dynamical systems to vision neuroscience.

2 Model architecture

We first briefly introduce CNNs and dynamical RNNs in neuroscience. A typical convolutional layer
in a CNN consists of a 2D-convolution, normalization (commonly batch normalization [44]) and a
non-linearity (such as ReLU [45]), although the order of these operations can change [46]. For two
consecutive convolutional layers xl−1 and xl, this can be written as:

xl = (σ ◦ Norm ◦ Conv)(xl−1) (1)

where σ is the non-linear activation function. For a single image, the output of a convolutional layer
is characterized by three dimensions (channels, height, and width), which can be interpreted as the
latent state of the CNN (Figure 1A, left). On the other hand, a continuous-time RNN dynamical
system typically found in neuroscience literature [28] is described by:

T
dr

dt
= −r+ σ (Wrecr+ b+Winphinp) (2)

where T represents a diagonal matrix of neuron time constants, r represents the latent state of the
RNN, W is the recurrent weight matrix, b is the bias, and −r is the leaky term which mimics the
dynamics of biological neurons. hinp is the external input to the network that first undergoes a linear
transformation through Winp (Figure 1A, middle). Just like in CNNs, σ is the non-linear activation
function. Note that there are no normalizing operations as they are generally incompatible with
continuous-time dynamical systems. The latent state of the network can be simulated forward in time
by Euler’s method with a suitable choice of time discretization. Unlike regular RNNs, dynamical
RNNs typically evolve (and are therefore backpropagated) over hundreds of time steps [28].
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Figure 1: A. Overview of the proposed architecture (right) and its relation to CNNs (left) and RNNs
(middle). B. Various dynamical regimes exhibited by randomly-initialized CordsNets. C. Aligned
neural trajectories between a CordsNet and a low-rank RNN trained on a perceptual decision-making
task (left), as well as between a CordsNet and a sparse RNN trained on a multi-sensory decision-
making task (right). D. Example of a CordsNet trained to perform a memory-pro delayed response
task by storing a circular variable in memory using a ring attractor.

In CordsNet, which is our proposed hybrid architecture, every convolutional layer is replaced by
a dynamical RNN (Figure 1A, right). The activations xl now represent firing rates rl. In order to
preserve this structure, the input and recurrent weight matrices (Winp and Wrec) are now convolutions
(Convinp and Convrec), while hinp and b are reshaped to have convolutional structures. This can be
summarized as:

T
drl
dt

= −rl + σ
(

Convrec(rl) + b+ Convinp(hinp)
)

(3)

In the rest of this work, we will show that this proposed extension is highly non-trivial and brings the
best (and worst) features of dynamical RNNs into CNNs.

2.1 Dynamical characteristics

Since convolutions are linear operations, they can be expressed as a 2-D weight matrix operating
on a flattened 1-D vector, just like in equation (2), which we describe in detail in Appendix B.1.
However, the convolutional recurrent weight structure of CordsNet spans only a small subspace of
all possible recurrent weight matrices, so there is a need to verify if such a restriction would limit
the range of dynamical properties that our networks can express. We know that (sufficiently-large)
Gaussian-initialized fully-connected networks using tanh activations exhibit different dynamical
regimes based on initialization variance [4, 47]. We successfully replicate this in CordsNets to express
stable, oscillatory and chaotic behaviors (Figure 1B) under the same conditions. Further analysis on
dimensionality and autocorrelations can be found in Appendix B.2.

Multiple variants of dynamical RNNs have been trained on cognitive tasks in neuroscience [15, 28],
and thus we want to know if CordsNets will produce similar solutions when trained on such tasks
despite the restrictions from the convolutional weight structure. For this investigation, we choose
the same set of five tasks that was previously adopted for analyzing low-rank dynamical RNNs [48],
consisting of a perceptual decision-making task [49], a parametric working memory task [50], a
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multi-sensory decision-making task [51], a contextual decision-making task [13] and a delayed match-
to-sample task [52]. We independently train CordsNets, fully-connected RNNs, low-rank RNNs [48]
and sparsely-connected RNNs [15] on these tasks across different activation functions, learning
rates, network sizes and initializations. We find that trained networks of all architectures produce
similar neural trajectories when aligned using canonical correlation analysis (Figure 1C), suggesting
that CordsNets are able to utilize the same dynamical motifs as other established architectures in
neuroscience to perform cognitive tasks. We also provide a more rigorous and quantitative analysis
using recently proposed metrics on representational similarity [53] in Appendix B.3 which further
supports this conclusion. In fact, from these metrics, we find that our networks produce more similar
solutions to fully-connected RNNs than low-rank or sparsely-connected RNNs.

RNNs can perform tasks requiring long-term dependencies by storing information in memory. For
a dynamical RNN, this is typically achieved using attractors in neural activity space [54, 55]. We
show that our networks can represent well-known classes of attractors such as ring (Figure 1D), line
attractors, and discrete fixed-points (see Appendix B.4). Taken together, our results suggest that
the convolutional recurrent weight structure of CordsNet does not constrain its expressiveness as a
recurrent dynamical system.

3 Training and results

We now focus on the functionality of CordsNets as an image recognition model. We train networks of
four different sizes, named CordsNet-RX, where X ∈ [2, 4, 6, 8] represents the number of recurrent
layers. Exact model specifications can be found in Appendix C.1, where we also review important
design choices. We train our models on MNIST [56], Fashion-MNIST [57], CIFAR-10 [58], CIFAR-
100 and ImageNet [59], each with dataset-specific augmentations [60] as detailed in Appendix C.2.
The neuron time constant is set to 10 ms (constant for all neurons), and the network is simulated with
2 ms time steps. The loss function that we aim to minimize is computed as:

loss = logspace(-3,0,steps=30) * CEloss(output[170:200],labels)
+ 1e-3 * MSEloss(activity[290:300],spontaneous)

(4)

We first simulate the networks for 200 ms (time steps 0 to 100) without any input so that they
converge to some steady state spontaneous activity (spontaneous). A batch of images is then
presented for 200 ms (time steps 100 to 200). During this time, the cross-entropy loss is computed
for the last 60 ms (time steps 170 to 200) and combined using a log-weighted sum. Finally, the
networks are simulated for another 200 ms (time steps 200 to 300), and the mean-squared error
between activity in the last 20 ms (time steps 290 to 300) and spontaneous activity is added to the
loss. This additional term encourages the networks to return to spontaneous activity after stimulus
presentation. This loss function has been carefully designed to produce a mono-stable solution, so
that the network may perform accurate inference infinitely in time, which we will elaborate in the next
section. We also provide a detailed ablation study of every coefficient and every term in Appendix D.
Simulating these networks 300 steps across time is computationally expensive. For comparison, we
compute the total multiply-accumulate operations (MACs) for 79 well-known CNN models found in
torchvision.models library and compare them against their parameter counts (Figure 2C). Our
largest model, CordsNet-R8, has approximately the same number of parameters as ResNet-18, the
smallest model of the ResNet series. In contrast, our smallest model, CordsNet-R2, requires more
MACs to simulate than ViT-H-14, the largest vision transformer in the model library.

While training the models by computing and minimizing the loss function in equation (4) is inevitable,
we can reduce the number of training iterations needed by carefully initializing our models. We do
this in three computationally cheaper steps (Figure 2B). We first train a feedforward CNN model
without the recurrent component, instead replacing it with a one-time convolutional layer. We also
include batch normalization here to improve training efficiency. In the second step, we fold the batch
normalization [61] into the convolution operation and replace the one-time convolutional layers with
dynamical linear RNNs. Batch normalization folding is done in the following way:

BN(Wconvr+ b) =
γBN√
σ2

BN + ϵ
Wconv︸ ︷︷ ︸

Wfold
conv

r+
γBN√
σ2

BN + ϵ
(b− µBN) + βBN︸ ︷︷ ︸
bfold

(5)
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Figure 2: A. Architecture of CordsNet-R4. B. Proposed initialization method. A feedforward CNN is
first trained (top). The parameters are then used to initialize and train linear RNNs (middle). Non-
linearity is then introduced by annealing (bottom). C. Multiply-accumulate operations (MACs) of 79
CNN models (green/grey) and CordsNet (purple) plotted against parameter counts. D. Validation
accuracy of our models trained on ImageNet using the aforementioned three steps (dashed lines),
compared to training CordsNet (purple circles) and fully-connected RNNs (green circles) directly.

A dynamical linear RNN is described by equation (2), except that σ is simply the identity function.
Such a network can be analytically solved for every time step t:

rt = e(Wconv−I)tr0 +

∫ t

0

e(Wconv−I)(t−τ)(b+Winphinp)dτ (6)

We derive its steady-state solution, which can be approximated and compared to a convolutional
layer:

r∞︸︷︷︸
conv output

= (I−Wconv)
−1(b+Winphinp) ≈ (I+Wconv +W2

conv + . . . )(b+Winphinp︸ ︷︷ ︸
conv input

) (7)

The parameters of the linear RNN are Wconv and b, which we optimize by minimizing the mean-
squared error between its steady state r∞ and the output of the convolutional layer, After optimization,
we train the full linear model (end-to-end) using a reduced cost function:

loss_reduced = logspace(-3,0,steps=30) * CEloss(output[70:100],labels) (8)

We present the image for 200 ms (time steps 0 to 100) and compute the weighted classification
loss for the last 60 ms (time steps 70 to 100). We do not need to compute the spontaneous penalty
term because linear RNNs are almost guaranteed to be mono-stable during training. Finally, in the
third step, we replace the identity activation function with a parametric ReLU non-linearity [62]
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Table 1: Test accuracies of CordsNets obtained using our initialization method and after fine-tuning,
compared to their equivalent feedforward CNN counterparts. For controls, we trained CordsNets
directly for the same amount of time taken by the initialization method (C). Fully-connected RNNs
were also trained with matched parameter counts (R).

Model Dataset Control (R) Control (C) Initialization Fine-tuned CNN

R2

MNIST 97.45 98.07 97.85 98.48 98.56
F-MNIST 74.17 77.75 85.60 88.12 88.44
CIFAR-10 45.68 44.44 62.83 71.83 73.89

CIFAR-100 16.19 10.00 24.65 39.56 40.42
ImageNet 0.22 5.55 8.27 14.23 15.57

R4

MNIST 97.81 99.26 98.82 99.24 99.59
F-MNIST 84.39 87.63 91.64 92.68 93.65
CIFAR-10 48.79 60.64 81.38 88.76 90.29

CIFAR-100 17.78 16.93 44.28 60.24 63.95
ImageNet 0.31 11.67 19.67 33.78 36.28

R6

MNIST 98.16 99.32 99.26 99.38 99.76
F-MNIST 86.62 90.82 93.36 94.62 95.32
CIFAR-10 52.68 76.82 88.57 91.32 93.87

CIFAR-100 22.88 42.56 56.98 71.32 75.70
ImageNet 0.22 19.33 29.14 50.14 52.06

R8

MNIST 87.51 99.40 99.37 99.36 99.74
F-MNIST 87.51 91.82 94.26 95.88 96.13
CIFAR-10 53.74 83.15 91.57 94.56 95.99

CIFAR-100 25.11 51.34 66.89 77.32 78.44
ImageNet 0.26 23.21 41.24 57.90 63.16

with parameter a, where PReLU(x) = max(0, x) + a × min(0, x). We train the networks starting
from a = 1 and gradually reducing a until a = 0 at the end of training. This provides us with
an initialization of the original model for further fine-tuning. We additionally perform two control
experiments, where we train both fully-connected RNNs (with matched parameter counts) and
CordsNets directly without our initialization method. In both controls, the number of training epochs
is determined by matching the time required for CordsNets to be trained directly with the time required
for CordsNets to be initialized using our method. Additional details about this time benchmark can
be found in Appendix C.3. Test accuracies of all experiments can be found in Table 1 (for ImageNet,
the validation accuracy is shown instead). We draw three main conclusions:

• Initialization vs Control (C). Our initialization method consistently produces models with higher
test accuracies compared models that were directly trained on every dataset except for MNIST,
highlighting the effectiveness of our initialization approach. Figure 2D compares the ImageNet
validation accuracy of CordsNets trained directly (purple circles) across all epochs against the
validation accuracy of the models initialized using our method (purple dashed lines). MNIST
classification is simple and does not require extensive feature extraction; it may therefore benefit
from a more straightforward training approach.

• Control (R) vs Control (C). When trained for the same number of epochs, CordsNets R6/R8
consistently outperforms their parameter-matched fully-connected RNN counterparts on all datasets
by a significant margin. Fully-connected RNNs perform remarkably poor on ImageNet due to
their poor scaling with image size (Figure 2D, green circles). However, the results become more
ambiguous when it comes to smaller models on simpler datasets. We attribute this to the flexibility
of fully-connected models which allow them to attain early and fast gains in performance, especially
when learning simpler features in smaller datasets.

• Fine-tuned vs CNN. Our fine-tuned CordsNets are able to attain accuracies that are slightly
lower than (but reasonably close to) their feedforward CNN counterparts, suggesting that we
have successfully trained a continuous-time dynamical system with competitive image processing
capabilities. Closing the performance gap with CNNs remains a goal for future work.
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Figure 3: A. Evolution of a single interpretable feature map over time in the first layer of a feedforward
CNN (middle) and CordsNet-R8 (bottom). B. Neural activity and softmax output of a feedforward
CNN (green), discrete-time CNN (red), and CordsNet-R8 (purple) in response to various stimuli
sequences. C. Mean-squared deviation from noiseless activations of the output layer across 50000
noisy images. D. ImageNet validation accuracies over 5 noise levels.

4 Model analysis

As a continuous-time model, the feature maps of CordsNets will change over time. We handpick
a single interpretable feature map from CordsNet-R8 that depicts a gradual evolution over time
when the input image is changed (Figure 3A). To emphasize the rich temporal dynamics that trained
CordsNets express, we consider an additional comparison with CORNet-RT [35], a class of discrete-
time recurrent CNN trained on ImageNet. In addition to architectural differences, the two models
are trained differently. CordsNet has been trained to classify images over some time interval (and
expected to perform accurately infinitely across time), while CORNet-RT has been trained to classify
for a single time step (and expected to be accurate for that particular time step).

We compare the temporal activities of the two models (as well as the feedforward CNN) in two
scenarios. In the first scenario, an image is presented for 400 ms and then removed for the next 400
ms (Figure 3B, left). The feedforward CNN, having no concept of time, responds with the same
activations across time and drops to zero when there is no input. The activity in CORNet-RT varies
over time, and spikes briefly at the time step in which it is trained to make an accurate classification
of the input image. It is not able to make an accurate prediction at all other times. In contrast, the
activity in CordsNet rises and stays at a fixed level for as long as the image is presented and returns
to some baseline activity when the image is removed. In the second scenario, an image is presented
for 400 ms, followed by a different image for 400 ms (Figure 3B, right). For its particular time step,
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CORNet-RT correctly classifies the first image but cannot correctly classify the second image, even
though it can correctly classify the second image if it were presented first. CordsNet can correctly
classify both images and once again maintains the correct classification throughout the duration of
the stimulus. These results showcase the autonomous nature of CordsNet compared to discrete-time
CNNs – it can perform inference infinitely in time, self-reset to a baseline state, and react flexibly to
stimuli changes, all while being governed by a single differential equation.

In the feedforward CNN, when temporally uncorrelated white noise is applied to the input image at
each time step, model activations deviate from baseline noiseless values, which results in a decrease
in classification accuracy (Figure 3C-D, green). When the same noisy images are instead presented to
CordsNet, its deviations are attenuated by more than an order of magnitude compared to those of the
feedforward CNN. It also robustly maintains its classification accuracy at high noise levels (Figure 3C-
D, purple). This is a result of natural noise attenuation from continuous-time dynamics and filtering
by the recurrent weights. We can rewrite the dynamics as an update equation to depict these effects:

rt+1 =

(
1− ∆t

T

)
rt +

∆t

T︸︷︷︸
attenuation

f(

filtering (next step)︷︸︸︷
Wrt +b+Winphinp + noise) (9)

We next present an analysis of our trained models from a dynamical systems point of view. For
a dynamical RNN, this typically involves performing some form of matrix decomposition on its
recurrent weight matrix or applying dimensionality-reduction techniques on neural trajectories. For
CordsNet, both of these approaches are particularly challenging due to the size of the networks. Mem-
ory limitations prevent the full recurrent weight matrix to be expanded from its kernel representation.
One solution that we found is to compute the eigenvalues of the recurrent weight matrix directly
from its kernel form using Arnoldi iteration [63] (Figure 4A), which we use to uncover an important
dynamical motif present in our trained networks. We notice that the dynamical characteristics of
our networks are different when we train them to correctly classify images at different times. When
trained to classify early, the networks exhibit an oscillatory behavior, but not when trained to classify
late (Figure 4B, left). We attribute this to the effect of transient overshooting, where being in the
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Figure 5: A multi-area model consisting of CordsNet-R8 connected to a fully-connected RNN trained
on various cognitive tasks in neuroscience. A. Numerical quantification task where monkeys are
required to remember the number of visual features on the screen. B. Discrimination task where
monkeys must discern whether an image is predominantly cat or dog. C. Delayed-response task where
monkeys have to saccade to the location of a previously shown stimulus. D. Evidence integration
task where monkeys are required to tell if random dots are moving left or right.

oscillatory regime results in an early overshoot in activity, thereby speeding up the propagation of the
signal. In the linear approximation, according to equation (6), this would manifest if the eigenvalues
of (Wconv − I) of the model trained for faster inference contain larger imaginary components. We
confirm this to be the case (Figure 4B, right). It is also possible to perform dimensionality reduction
within reasonable memory limits, but these methods require some adaptation for convolutional opera-
tions. Therefore, we release a toolkit consisting of the aforementioned functions that are specifically
tailored for convolutional weights. These convenient tools unlock many possible approaches for ana-
lyzing CordsNets. For example, we identify a particular dimension in CordsNet-R8 which represents
whether the model perceives an image as an Irish water spaniel or a curly-coated retriever (Figure 4C).

5 Applications

CordsNet is an ideal front-end of any RNN dynamical system that requires image-computability. To
demonstrate this, we connect the final layer of CordsNet-R8 with a fully-connected RNN (with 512
neurons), and train only the fully-connected RNN on a set of cognitive tasks that explicitly requires
visual information processing (Figure 5). RNN dynamical systems that have previously been trained
on these tasks have always modeled the visual stimuli as unrealistic abstract inputs. In contrast, we
use the actual images the monkeys see as the input to our multi-area model. This is done either by
obtaining the stimuli set from the authors of the experiments [64, 65], or generated according to
the specifications described in the original experimental papers [66, 67]. In our trained models, we
found interpretable neurons in the fully-connected RNN layer, such as neurons tuned to stimulus
quantity (Figure 5A, right), cats or dogs (Figure 5B, right), spatial positions on the screen (Figure 5C,
right) and motion direction (Figure 5D, right).
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Figure 6: A. Framework of Brain-Score (Vision). B. Normalized CordsNet-R8 activity in the last
two layers compared with experimentally-recorded [68] normalized activity in visual areas V4 and
IT. C. Similarity metrics between CordsNet model activations and neural data (dark purple) and
temporally-shuffled neural data (light purple). (paired t-test, ** p < 10−4, *** p < 10−7)

Brain-Score is a benchmarking framework designed to evaluate the performance of artificial neural
networks in terms of their ability to model and predict neural and behavioral data from the brain [36].
In particular, model activations from CNN layers have been compared with time-averaged neural data
from various parts of the primate visual system (Figure 6A). With our continuous-time model, we
want to know if our models are able to model temporal signatures in brain activity. To do so, we omit
the time-averaging step when computing brain-scores (see Appendix E for details). Using the same
training-test splits, we additionally fit the same model activations with temporally-shuffled neural
data. Due to the lagged response in neural data, we have to temporally shift our model activations
such that the time in which activity rises in response to an input is aligned with neural data. There are
occasions where no shifting is necessary, such as in the final two layers of CordsNet-R8 (Figure 6B)
on V4 and IT neural activity [68]. All CordsNet models score higher on unshuffled data across V4 and
IT (paired t-test, all p-values < 10−4, Figure 6C), suggesting that the models are capturing temporal
structures within the neural data. For the sake of transparency, we also state that we have performed
the same test on a different dataset with V1 and V2 activities [69], but obtained inconclusive results.

6 Discussion and conclusion

We have presented CordsNet, a hybrid architecture combining the strengths of CNNs and dynamical
RNNs to process visual information with continuous-time dynamics. CordsNet exhibits various
dynamical behaviors, such as oscillations and chaos (Figure 1B). In our analysis of its image
processing capabilities, we showcase its ability to classify images infinitely in time (Figure 3B, right),
as well as its robustness to noise (Figure 3D, right). We have also effectively used CordsNet as a means
to build image-computable dynamical systems capable of performing cognitive tasks (Figure 5).
Finally, CordsNet has been successful at modeling the temporal signatures of neural activity in
higher-order visual areas like V4 and IT (Figure 6C).

Limitations. The main limitation of CordsNet lies in its substantial memory requirements compared
to its small parameter count (Figure 2C). Another limitation is the difficulty of analyzing CordsNet
from a dynamical systems perspective, primarily due to how it is unfeasible to convert the recurrent
kernel weights into its corresponding full-size recurrent weight matrix.

Conclusion. CordsNet bridges a crucial gap between dynamical systems and vision neuroscience.
While most of cognitive neuroscience continues to build upon decades of RNN research, vision
neuroscience remains dominated by CNN models due to the inability of RNNs to efficiently process
visual information. CordsNet has resolved this limitation by being a dynamical RNN with image
processing capabilities.
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Recurrent neural network dynamical systems
for biological vision

Supplementary material

A Recurrent neural network dynamical systems in neuroscience

Single neuron biophysical models. The dynamics of single neurons must be captured to some
reasonable fidelity in order to develop reliable models of networks. Two of the most widely stud-
ied models for single neurons are the Hodgkin-Huxley model [1] and the leaky integrate-and-fire
model [2]. The Hodgkin-Huxley model was developed to explain the ionic mechanisms underlying
action potential generation and propagation in neurons, using the squid giant axon as the experimental
model. However, the complexity of this model limits its use in large-scale simulations involving
thousands of neurons. To address this challenge, simplified models like the leaky integrate-and-fire
model have been developed. This model abstracts away the ion channel dynamics and instead focuses
on capturing the core behavior of a spiking neuron.

Handcrafted networks. Before the accessibility of deep learning tools, neuroscientists have proposed
models of RNNs by manually constructing their recurrent weights. One such example is the Hopfield
network [3], which stores patterns and recalls them even from incomplete or corrupted inputs. This
is achieved by constructing its weights based on a Hebbian learning rule that helps form attractors
corresponding to the stored patterns [4]. Handcrafted continuous-time RNN dynamical systems have
also been suggested to explain various observations in neuroscience literature, such as the functioning
of head-direction cells [5] and how the brain maintains stable eye positions [6].

Another important subfield in neuroscience studies the dynamical properties of RNN dynamical
systems where the recurrent weights are randomly generated from some (controlled) distribution [7, 8].
This was motivated by the need to study large-scale network behavior before the advent of deep
learning. Various dynamical motifs, such as oscillatory and chaotic regimes, have been identified in
RNNs from such models through analyses of autocorrelations and Lyapunov exponents.

Trained networks. Once artificial RNNs are adapted for continuous-time dynamics and applied to
biologically relevant tasks, they can be used to study various aspects of brain function. One approach
is to compare the emergent properties of RNN activity with the patterns observed in real neurons. For
instance, RNNs can generate low-dimensional dynamical structures, such as line attractors, which
correspond to stable states or trajectories in neural state space [9]. This approach was first applied to
investigate how the prefrontal cortex integrates sensory inputs to guide context-dependent decisions,
focusing on how neurons in this brain region handle the selection of relevant information while
ignoring irrelevant inputs [10].

Deep equilibrium models are a class of artificial neural networks that are remarkably similar to RNN
dynamical systems [11]. At its core, deep equilibrium models rely on fixed points of single layers
(equivalent to infinitely stacking the same layer) instead of relying on stacking multiple distinct layers.
However, the similarities start to break down when considering the order of computations in the
presence of multiple layers. In RNNs with multiple layers, the activations of every layer are updated
sequentially at each time step. In the case of deep equilibrium models, a single layer is first simulated
to its fixed point before any computation in the next layer is performed.

In a different approach, continuous-time RNN dynamical systems were trained on a wide variety of
cognitive tasks simultaneously [12]. The work investigates how such RNNs organize their internal
architecture and how their recurrent units become functionally specialized for different aspects of
cognition. The analysis of these functional clusters revealed that tasks that required similar cognitive
processes, such as decision-making across sensory modalities, recruited overlapping clusters of
neurons. This indicates that the network reused certain clusters across tasks that shared underlying
computational principles.
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Figure S1: A. Examples of convolutional kernels, their resultant flattened weight matrices as described
in equation (2) and their distribution of singular values.B. Gaussian-initialized CordsNets exhibiting
an oscillatory regime (left) and a chaotic regime (right). In each regime, we plot the population
trajectory of the space of the first two principal components (left), the cumulative variance explained
and participation ratio (middle) and activity autocorrelation (right).

B Analysis of dynamical characteristics

B.1 Converting a convolution into a 2-D weight matrix

CordsNets replace the recurrent and input weight matrices of dynamical RNNs with convolutional
operations. This is possible due to the fact that convolutions are linear operations, and can therefore
be rewritten as a 2-D matrix operating on a flattened 1-D vector. Here, we review the steps required
to this on a single channel. Consider an input matrix X of size HX ×WX and a convolutional kernel
K of size HK × WK . Applying the convolutional kernel K onto the input X would result in an
output Y with size (HX −HK +1)× (WX −WK +1), assuming no padding and a stride of 1. The
(i, j)-th element of Y can be computed as:

Yi,j =

HK−1∑
m=0

WK−1∑
n=0

Xi+m,j+nKm,n (1)

This can be flattened into a linear operation:

Yflat = KflatXflat (2)

where Xflat is a HXWX × 1 vector representing the flattened input. Kflat would therefore have size
(HX −HK + 1)(WX −WK + 1)×HXWX . The elements of Kflat can be determined by gathering
the terms of K that are multiplied with a specific Xi+m,j+n in equation (1). This is visualized in
Figure S1A, along with the singular values of Kflat. We see that for sufficiently large kernel sizes, the
singular values decay smoothly just like in full-rank matrices.

B.2 Randomly-initialized CordsNets

Gaussian-initialized dynamical RNNs with tanh activation functions have been extensively studied
in neuroscience literature [7, 13]. Depending on the variance of the Gaussian initialization, fully-
connected RNNs can exhibit three distinct dynamical regimes: stable, oscillatory and chaotic. In
the stable regime, the network converges to a stable fixed point and remains stationary. In the
oscillatory regime, the network evolves over time in a periodic manner in low-dimensional activity
space (Figure S1B, left). We estimate activity dimensionality from its participation ratio (PR):

PR =
(
∑

i λi)
2∑

i λ
2
i

(3)

where λi represents the i-th eigenvalue of the activity covariance matrix [14, 15]. The activity
autocorrelation also reflects this periodicity (Figure S1B, left). In contrast, the chaotic regime
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is characterized by aperiodic and unpredictable behavior. This regime is identified by a positive
Lyapunov exponent, indicating exponential divergence of nearby trajectories. Network activity has
a much higher dimensionality compared to the oscillatory regime, and the autocorrelation decays
quickly to zero (Figure S1B, right).

B.3 Comparison with other architectures

We compare the solutions found by training CordsNets, fully-connected RNNs, low-rank RNNs [16]
and sparsely-connected RNNs [17] on five cognitive tasks across different activation functions,
learning rates, network sizes and initializations. In addition to CordsNets, the other architectures in
our comparison are:

• Fully-connected RNNs have full-rank weight matrices of size N ×N , where N is the number of
neurons.

• Low-rank RNNs have low-rank weight matrices with rank R ≪ N . This is implemented by
decomposing the matrix into two smaller matrices P and Q with sizes N ×R and R×N , so that
Wlow-rank = PQ.

• Sparsely-connected RNNs have sparse weight matrices, implemented by an element-wise mask
Wsparse = W ⊙ M, where every element in the mask M is 1 with some probability p and 0
otherwise.

The cognitive tasks are the same tasks previously adopted in the analysis of low-rank RNNs [16]:

• The perceptual decision-making (PDM) task consists of a fixation epoch of 100 ms, followed
by a stimulus epoch of 800 ms, a delay epoch of 100 ms and a decision epoch of 20 ms. During
the stimulus epoch, a noisy signal (Gaussian with standard deviation 0.1) drawn uniformly from
{±0.4,±0.2,±0.1} is presented as input to the networks. The output of the networks during the
decision epoch should indicate the sign of the signal.

• The parametric working memory task (PWM) consists of a fixation epoch of 100 ms, a stimulus
epoch of 100 ms, a delay epoch randomly drawn from 500 ms to 2000 ms, a second stimulus epoch
of 100 ms and a decision epoch of 100 ms. In each stimulus epoch, a signal drawn uniformly from
{10, 11, ..., 34} is presented to the network. The output of the networks during the decision epoch
should compute the normalized differences in values of the two signals.

• The contextual decision-making task (CDM) consists of a fixation epoch of 100 ms, a context
epoch of 350 ms, a stimulus epoch of 800 ms, a second context epoch of 500 ms and a decision
epoch of 20 ms. There are four inputs into the networks: 2 cues and 2 noisy signals drawn uniformly
from {±0.4,±0.2,±0.1}. For a given trial, one of the cues is set at 0.1, while the other is set to 0.
The networks are expected to output the sign of one of signals depending on which cue is non-zero.

• The multi-sensory decision-making task (MDM) has the same task structure and network inputs
as CDM, except the 2 noisy signals have the same sign. Similarly, the networks are expected to
output the signal of either signal during the decision epoch.

• The delayed match-to-sample task (DMS) consists of a fixation epoch of 100 ms, a stimulus
epoch of 500 ms, a delay epoch randomly drawn from 500 ms to 3000 ms, a second stimulus epoch
of 500 ms and a decision epoch of 1000 ms. In both stimulus epochs, one of two possible signals is
presented, and the output of the networks during the decision epoch should indicate whether the
signals presented in both stimulus epochs are the same.

Table S1: Number of trainable parameters in the recurrent weights of different network architectures
across three different sizes. To match parameter counts, we vary the kernel size of CordsNets, weight
matrix rank of low-rank RNNs and weight matrix sparsity of sparsely-connected RNNs.

Neurons CordsNet Low-Rank RNN Sparse RNN

125 400 (kernel size 4) 500 (rank 2) 500 (sparsity 0.032)
216 900 (kernel size 5) 864 (rank 2) 864 (sparsity 0.0185)
512 2304 (kernel size 6) 2048 (rank 2) 2048 (sparsity 0.008)
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Figure S2: A. Examples of psychometric curves of CordsNets trained to solve five cognitive tasks.
B. Normalized singular value distribution for different architectures on each respective task. C. Multi-
dimensional scaling plots of distance matrices obtained after aligning trajectories using Procrustes
analysis for the parametric working memory task (left) and the delayed match-to-sample task (right).

For each architecture-task pair, we trained 10 networks across three learning rates (10−2, 10−3, 10−4),
three activation functions (ReLU, tanh and softplus) and three network sizes (Table S1). We suc-
cessfully trained all networks on all tasks. Figure S2A shows examples of psychometric curves for
CordsNet on all five tasks. We also computed the singular values of the recurrent weights for all
architectures (Figure S2B), and consistently found that CordsNets have singular value distributions
that are the most similar to fully-connected RNNs across all hyperparameters.

More importantly, we want to compare the neural trajectories of all architectures and quantify
how close they are to the trajectories of fully-connected RNNs. For each task and across every
hyperparameter setting, there are:

(2 trained/untrained)× (4 architectures)× (10 random initializations) = 80 networks (4)

to be considered. Between each pair of networks, we align their neural trajectories using Procrustes
alignment and compute the resultant Procrustes distance, which ultimately gives us a 80×80 distance
matrix for one particular task and hyperparameter setting. This matrix can be visualized using
multi-dimensional scaling [18, 19] (Figure S2C). We observe that networks of all architectures
have similar aligned trajectories when they are either all trained or all untrained. This suggests

Table S2: Mean distance compared to fully-connected RNN of each architecture-task pair.

Task Sparse RNN CordsNet Low-Rank RNN

PDM 0.62 (±0.02) 0.64 (±0.03) 0.77 (±0.02)
PWM 0.84 (±0.02) 0.75 (±0.02) 0.85 (±0.01)
MDM 0.75 (±0.02) 0.73 (±0.03) 0.76 (±0.02)
CDM 0.69 (±0.01) 0.74 (±0.03) 0.66 (±0.01)
DMS 0.94 (±0.04) 0.86 (±0.05) 0.92 (±0.07)
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Figure S3: Evolution of neural activity across time in CordsNets trained to perform a memory-pro
delayed-response task [20]. During the delay epoch, neural activity converges to different fixed/slow
points depending on the stimulus that was presented in the previous epoch. Depending on the type
of stimulus presented, the trained networks may exhibit ring (left), line (middle) or point attractors
(right) during the delay epoch. In the response epoch, neural activity rotates to the output axis and
approximately preserves the same geometry [20].

that the all network architectures are solving the tasks in similar ways. Finally, we compute the
mean distances of each network architecture to fully-connected RNNs (Table S2) averaged across all
tasks and hyperparameters, and find that on average CordsNets have the shortest mean distance to
fully-connected RNNs. We conclude that the convolutional recurrent structure of CordsNets does not
significantly restrict dynamical expressitivity.

B.4 Attractor formation

A key dynamical feature of RNNs is their ability to retain information about past stimuli over time
through attractor states, enabled by carefully tuned recurrent weights. We want to check if the
convolutional structure of CordsNets would prevent these attractors from forming. To do this, we
train CordsNets on a memory-pro delayed-response task [20]. The task consists epochs of random
duration, starting with a fixation epoch lasting between 300 ms to 700 ms, a stimulus epoch lasting
between 200 ms to 1600 ms, a delay epoch lasting between 200 ms to 1600 ms, and a response
epoch lasting between 300 ms to 700 ms. The random epoch durations have been known to promote
attractor formation. During the stimulus epoch, the network input can represent a circular variable, a
continuous linear variable, or a variable with 8 discrete states. The network output in the response
epoch should match the initial input. For each type of input, we successfully trained CordsNets to
generate ring, line, and point attractors, respectively, during the delay epoch (Figure S3, top). During
the response epoch, neural activity shifts out of the output null space, creating a rotational effect that
approximately preserves the structure of the attractors. These results confirm that CordsNets are able
to manifest attractors despite their restricted weight structures.

C Training for image classification

C.1 Model architecture

The architectures of the CordsNets trained to perform image classification are described in Table S3.
We generally follow the layer structure of ResNet-18 [21], but with two key modifications: we omit
normalization and replace max pooling with average pooling, as averaging is a linear operation and
thus more compatible with the dynamics of RNNs. Another important design choice that we made
is to keep residual connections in our models. The brain performs cognition in a highly distributed
manner, leveraging a multitude of interconnected regions that work in concert to process information,
solve problems, and generate behaviors. Residual connections avoid the simplicity of a single-path
structure, and allow for more sophisticated pathways for information to travel through the network.
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Table S3: CordsNet architectures for image classification. In each block, the top convolution
represents a feedforward transformation, while the bottom convolution represents the recurrent
weights in the recurrent dynamical system.

Output size CordsNet-R2 CordsNet-R4 CordsNet-R6 CordsNet-R8

112× 112 3x3 average pool, stride 2

56× 56

[
3× 3, 64
3× 3, 64

]
× 2

[
3× 3, 64
3× 3, 64

]
× 2

[
3× 3, 64
3× 3, 64

]
× 2

[
3× 3, 64
3× 3, 64

]
× 2

28× 28

[
3× 3, 128
3× 3, 128

]
× 2

[
3× 3, 128
3× 3, 128

]
× 2

[
3× 3, 128
3× 3, 128

]
× 2

14× 14

[
3× 3, 256
3× 3, 256

]
× 2

[
3× 3, 256
3× 3, 256

]
× 2

7× 7

[
3× 3, 512
3× 3, 512

]
× 2

1× 1 average pool, linear, softmax

C.2 Training details

For all datasets used in our study, we selected a set of image augmentation techniques that are widely
recognized as universally beneficial [22]. Additional details can be found in Table S4

• MNIST. RandomAffine (5 degrees random rotation, 5% translation, 0.05 scaling factor and 5
degrees shear angle), ColorJitter (10% brightness, 10% contrast), ElasticTransform (scaling
factor 20, smoothness 5)

• Fashion-MNIST. RandomHorizontalFlip, RandomAffine (5 degrees random rotation, 5%
translation, 0.05 scaling factor and 5 degrees shear angle), ColorJitter (10% brightness, 10%
contrast), CutMix (50%), MixUp (50%)

• CIFAR-10/CIFAR-100. RandomHorizontalFlip, RandomAugment, CutMix, MixUp

• ImageNet. RandomHorizontalFlip, RandomAugment

Table S4: Training specifics for each step of our proposed method for an efficient initialization of
CordsNet. In step 3, the PReLU parameter a is varied from 0.95 to 0 in 20 steps of 0.05. For Imagenet,
0.1 epochs corresponds to 16000 iterations.

Dataset Epochs Optimizer Learning rate Batch size

Step 1 – Feedforward CNN

ImageNet 3× 30 SGD 1e-1, 1e-2, 1e-3 256
Others 3× 100 SGD 1e-1, 1e-2, 1e-3 256

Step 2 – Linear RNN dynamical system

ImageNet 30 AdamW 1e-5 32
Others 100 AdamW 1e-5 32

Step 3 – Parametric annealing

ImageNet 20× 0.1 AdamW 1e-5 8
Others 20× 1 AdamW 1e-5 8

Step 4 – Fine tune

ImageNet 20 AdamW 1e-5 8
Others 20 AdamW 1e-5 8
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Table S5: Time required (in hours) to complete each step of our proposed initialization method, as
benchmarked on a server with 2x RTX 4090 GPUs. The time required to train CordsNet for one full
epoch is shown as a control, and the equivalent number of epochs (by time taken) using our method
is computed in the final column.

Model Dataset Step 1 Step 2 Control Epochs needed

R2

MNIST 5.99 22.82 1.46 39.70
F-MNIST 4.05 20.65 1.47 36.77
CIFAR-10 4.20 19.03 1.25 38.53
CIFAR-100 4.06 19.86 1.24 39.25
ImageNet 26.14 145.9 31.87 8.40

R4

MNIST 6.06 38.05 2.86 35.40
F-MNIST 4.29 36.75 2.88 34.21
CIFAR-10 4.22 31.85 2.40 35.02
CIFAR-100 4.26 32.34 2.34 35.67
ImageNet 27.44 245.2 62.27 7.38

R6

MNIST 6.06 50.99 4.31 33.24
F-MNIST 4.50 49.95 4.26 32.77
CIFAR-10 4.39 43.22 3.60 33.23
CIFAR-100 4.44 43.45 3.55 33.49
ImageNet 28.79 334.2 90.85 7.00

R8

MNIST 6.10 67.44 5.65 33.00
F-MNIST 4.84 65.76 5.63 32.85
CIFAR-10 4.82 56.53 4.73 32.97
CIFAR-100 4.70 57.50 4.71 33.19
ImageNet 31.20 439.2 121.04 6.89

C.3 Time benchmark

We train every model-dataset combination with a variable number of GPUs depending on memory
requirements, as shown.

• CordsNet-R2. 8x RTX 4090 (ImageNet), 2x RTX 4090 (others)

• CordsNet-R4. 4x H100 80GB (ImageNet), 4x RTX 4090 (others)

• CordsNet-R6. 4x H100 80GB (ImageNet), 4x RTX 4090 (others)

• CordsNet-R8. 8x H100 80GB (ImageNet), 8x RTX 4090 (others)

One of the control experiments that we have proposed is to train a separate model in the same amount
of time taken by our proposed method. In order to obtain an accurate estimate, we run every step of
every model on a single server with 2x RTX 4090 GPUs. For each step, we simulate the training for
approximately 5 minutes and extrapolated the time required for the entire step to be complete. We
then computed the number of epochs needed to be simulated by our control experiment by:

Control epochs =
Time taken for step 1 + Time taken for step 2

Time taken for 1 control epoch
+ Epochs in step 3 (5)

This is because the parametric annealing step in step 3 involves training with the full loss function,
which is essentially equivalent to 1 control epoch. The benchmark times are reported in Table S5. The
duration of each epoch is influenced by the specific image augmentation techniques we have chosen
to employ. The time taken for the MNIST dataset is particularly high due to the ElasticTransform
augmentation, which is notably time-consuming. Training on the MNIST datasets takes longer than
on the CIFAR datasets because of the larger MNIST training sets. For simplicity and also to account
for variability, we choose to keep the number of control epochs at 10 for ImageNet, and 40 for the
other datasets.
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Figure S4: A. Building artificial neural network models of the biological visual system based on
experimental literature [23]. The inference window of our loss function is derived from neural
recordings. B. Logarithmic scale applied to the cross-entropy loss terms at different time steps. C.
Trained networks can either classify images in a transient state where network activity is changing
within the time window (left) or a stationary state where activity is unchanged (right). D. Without
the spontaneously penalty term in the loss function, networks can exhibit three classes of solutions:
an unstable solution where network activity blows up after the inference window (top, green), a
multi-stable solution where the network remains stable after the first inference window but fails to
classify subsequent images (middle, red), and a mono-stable solution that correctly classifies any
number of inputs presented sequentially across time (bottom, purple).

D Loss function ablation study

The loss function we ultimately selected for training our networks on image classification is closely
related to the standard template of a cross-entropy loss term with some optional regularization terms.
We have a log-weighted sum of cross-entropy losses over 30 time steps and a spontaneous penalty
term (which is a form of regularization). We first reintroduce the loss function here:

loss =

log-weighting (Figure S4B)︷ ︸︸ ︷
logspace(-3,0,steps=30) * CEloss(output[

Inference window (Figure S4A)︷ ︸︸ ︷
170:200 ],labels)

+ 1e-3 * MSEloss(activity[290:300],spontaneous)︸ ︷︷ ︸
Spontaneous penalty (Figure S4C)

(6)

As stated in the main text, the network is simulated for 100 time steps (interpreted as 2 ms per time
step) without any input to allow the network to arrive at a steady state spontaneous activity level
(spontaneous). The inference time window of [170:200] corresponds to 140 ms to 200 ms after
stimulus presentation. This time window was selected based on experimental recordings showing
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Table S6: Ablation studies for the logscale range used to weigh the cross-entropy loss terms across
time (top) and the coefficient of the spontaneous penalty term (bottom).

logscale range

Range Steady-state solution Transient solution

0 → 0 8 2
−1 → 0 10 0
−2 → 0 10 0
−3 → 0 10 0
−4 → 0 10 0

Spontaneous penalty coefficient

Coefficient Mono-stable solution Other solutions

0 7 13
10−5 16 4
10−4 20 0
10−3 20 0
10−2 20 0
10−1 20 0

heightened neural activity in the inferotemporal cortex of macaque monkeys following stimulus
presentation (Figure S4A). Just like in conventional supervised learning settings, we calculate the
cross-entropy loss across all 30 time steps within the selected window and sum them after weighing
them with a logarithmic scale across time (Figure S4B). The purpose of this term is to ensure that we
do not get solutions where the accuracy peaks in the middle of the inference window and drops off
towards the end of the window, which we refer to as a transient solution. Instead, we want a network
where neural activity is stable throughout, which we refer to as a steady-state solution (Figure S4C).
To verify this, we train 10 CordsNet-R4s on CIFAR-10 across various logscale ranges. We find
that varying the range of the logscale does not significantly impact the trained networks, as long as
it is used (Table S6).

A fundamental characteristic of the brain is that it runs continuously, unlike artificial networks
that reset (or shut down) after each inference. Therefore, after our network correctly classifies an
image, we want it to accurately classify subsequent images, starting from the steady-state activity
produced by the previous image. Intuitively, we reason that this property can only be attained by a
mono-stable network, where there are no other fixed points in the vicinity of the activity space around
its spontaneous activity level. The main property of a mono-stable network is that it returns to the
same spontaneous activity level (before stimulus onset) after the presented image has been removed.
This motivates the spontaneous penalty term in our loss function. Without this term, we find that
trained networks can either be unstable (Figure S4D, green) where network activity blows up after
the first inference window, multi-stable (Figure S4D, red) where the network remains stable after first
inference but does not return to the original spontaneous activity level, or mono-stable ((Figure S4D,
purple) which is the desired property. We train 20 CordsNet-R4s on CIFAR-10 across 6 different
spontaneous penalty coefficient values. We find that we need a sufficiently large coefficient (Table S6)
to prevent unwanted solutions (unstable and multi-stable) from emerging in our trained networks.

E Fitting to neural data

The neural similarity metric computed in the main text is simply the original Brain-Score [24]
extended to fit across all time steps rather than time averaged quantities. Let Nt be the number of
time steps, Ni be the number of images, N1 be the number of neurons in CordsNet and N2 be the
number of neurons in the experimental recording. In each trial, we use a 90/10 train-test split (for a
total of 10 splits), such that for each training split, we fit a [NtNi, N1] matrix of CordsNet neural
activity with a [NtNi, N2] matrix of experimental data [23]. For each test split, we compute the
Pearson correlation coefficients of all N2 neurons, and select the median value. We then computed
the mean coefficient across all 10 splits. We do not apply any noise ceiling correction. We then repeat
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the fitting process after shuffling the neural data in the time axis. The entire process of fitting shuffle
and unshuffled data is repeated over 20 trials. Finally, we perform a paired t-test across the 20 data
points to look for any statistically significant differences between the scores when fitting on shuffled
and unshuffled data.

F Code availability

Code for training and analyzing CordsNets, along with selected trained checkpoints, can be found at:

https://github.com/wmws2/cordsnet
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approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
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