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Abstract

For immersive audio experiences, it is essential that sound propagation is accurately
modeled from a source to a listener through space. For human listeners, binaural
audio characterizes the acoustic environment, as well as the spatial aspects of an
acoustic scene. Recent advancements in neural acoustic fields have demonstrated
spatially continuous models that are able to accurately reconstruct binaural impulse
responses for a given source/listener pair. Despite this, these approaches have not
explicitly examined or evaluated the quality of these reconstructions in terms of
the inter-aural cues that define spatialization for human listeners. In this work, we
propose extending neural acoustic field-based methods with spatially-aware metrics
for training and evaluation to better capture spatial acoustic cues. We develop a
dataset based on the existing SoundSpaces dataset to better model these features,
and we demonstrate performance improvements by utilizing spatially-aware losses.

1 Introduction

What we hear tells us a lot about the acoustic space in which we are listening. The sound of someone
speaking in a recording booth will be vastly different to what we perceive if the same speaker is
located in a car, a lecture hall, or an auditorium. Furthermore, where the speaker is located relative to
the listener will also change what is heard; a speaker speaking face-to-face with a listener will sound
significantly different to someone behind, at a distance, or around a solid object. As such, accurately
rendering audio in a variety of spatial environments and conditions is a nontrivial problem, and yet
one that is essential to obtain accurately-rendered and immersive sound experiences.

Traditional acoustical signal processing describes the relationship between a source, a listener, and
their relative locations in an acoustic space via a time-domain transfer function called a room impulse
response (RIR) [17]. While room impulse responses can be manually recorded in the field, the
process is sensitive to noise and is relatively laborious [5]]. Furthermore, it’s impractical to record a
sufficient number of RIRs at varying source/receiver positions to meet the requirements of a deep
neural network. Simulation has provided an attractive solution, but is limited by computational cost,
which is often traded for physical accuracy [8].

Recently, literature has emerged demonstrating modeling the RIR as a spatially-continuous neural
field [10} 111} 113} [20]], allowing us to infer the properties of RIRs at unmeasured locations. However,
these approaches lack specific investigation into the spatial properties of the generated RIRs, focusing
more on reconstruction ability.

Recent work has demonstrated benefit utilizing this spatial information when available for improving
model performance [6]. In this work, we propose a new spatially-aware method for encoding a
room’s acoustic properties into a neural field. We propose new metrics for training and evaluating
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neural fields inspired by spatial cues from psychoacoustics, and evaluate the modified models on their
ability to capture these spatial cues. We demonstrate the performance of these novel methods, and
offer suggestions on how to utilize inter-channel cues to better capture spatial information.

2 Background

Room Acoustics Typically, a room is characterized by its room impulse response (RIR), which is a
time-domain signal showing the acoustic response of a room to an instantaneous full-band excitation
signal. It is typically dependent on the geometry and materials of the room surfaces, as well as the
location of the excitation signal source and receiver. This idea can be extended to any configuration
of microphone array, including a human-like binaural configuration, which would produce a binaural
room impulse response (BRIR).

Spatial cues in binaural audio In psychoacoustics, acoustic spatial information is characterized by a
variety of interaural cues stemming from differences between what a listener hears in their left and
right ears [17,[19]. One cue that is thought to be important for spatial information is interaural time
delay (ITD), which characterizes the small time delay between the two ears of a direct path, which
depends on the azimuth of the direction of arrival of an incoming sound. A second cue of interest is
the interaural level differences (ILD), which is the frequency-dependent level differences between
what is heard by each ear due to head-shadowing effects.

In practice, this information can be measured in an anechoic room by placing microphones in a
subject’s ears and measuring impulse responses from various sound source locations, which results
in an azimuth and elevation-dependent transfer function known as a head-related transfer function
(HRTF). If this measurement is done in a reverberant room of fixed geometry and materials, the
recording will also capture characteristics of the room and would instead be measuring a BRIR of a
specific head orientation.

Neural Acoustic Fields The prerequisite for use of a neural field is the assumption that the function
of interest is defined over a continuous input field. In the setting of a neural acoustic field, a binaural
RIR is defined over space, a continuous field in R3. The typical formulation of a neural acoustic field
is a map that estimates a binaural impulse response h € R?*7 from a given omni-directional source
location s € R3, listener location I € R3, and listener orientation § € R%2. We assume that there
exists some BRIR £ for each (s,1,0) € R®, and our goal is to model some function f(s,l,8) — h.

Neural acoustic fields were introduced in [[13]], in which IR spectrograms were predicted from a 2D
set of coordinates. This idea was extended in [20], which disentangles the room geometry from the
source and listener, allowing for generalization across multiple scenes. Several newer approaches
introduce additional context that can be provided to estimate RIRs, including room materials and
geometry [[10] and multimodal (visual) input [[11].

Most prior works have been trained on SoundSpaces [3]], as one of the largest publicly available
dataset of spatially distributed BRIRs at a scale sufficient for training deep neural networks.

Loss Functions The most straightforward loss for an audio signal is the time-domain L2 loss
Liime = || h — h||2. However, it is more common for the loss to be computed in the time-frequency
domain, typically via a short-time Fourier transform (STFT) which maps STFT(h) — H € C2*FxT’,
where I denotes the number of frequency bins and 7’ the number of time frames. This is often split

into magnitude and phase spectrograms, Hy,e = |H| and Hppase = arctan(ﬁzgg; )

From this transform, we can define time-frequency domain magnitude and phase L2 losses:

ﬁmag = Hﬁmag - Hmag||27 (1)

»Cphase = Hﬁphase - phaseH2- (2)

In [20], the authors use time-domain L2 loss, magnitude and phase L1 losses, and spectral convergence
loss L, which has been proven effective for time-domain signal generation [22]:
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Table 1: Recent neural acoustic field models and their associated loss functions used in training, as
well as metrics used in evaluation.* INRAS uses L1-loss for spectral magnitude and phase, rather than
L2 as most other models do.

Model Loss Functions Evaluation Metrics

NAF [13] Lmags Lohase Spectral Loss, T60
INRAS[20] Liime, Lj;ag, L;hase, Ly T60,C50 EDT

NACEF][10] Lmags Lacy T60, C50, EDT
AV-NeRF[11]  Lig T60, C50, EDT, MAG, ENV
NAF++[3]] Lmags Lacy Spectral Loss, T60, C50, EDT
INRAS++[5]  Lmag, Lscy Ldey Spectral Loss, T60, C50, EDT

In [10], the authors use a weighted sum of the magnitude L2 loss and the decay loss Lgcy, which is the
L1 log; of the backwards Schroeder integration [18]] and characterizes the attenuation of energy of
the RIR. The authors in [5] show that adding this loss to NAF and INRAS training improves results.

3 Spatial Losses

While prior approaches have shown success in reconstruction accuracy, the training/evaluation metrics
do not explicitly measure inter-channel dependencies that capture spatial properties of the impulse
response. For the losses, energy-based metrics such as L, and Lqcy could implicitly capture early
power differences between each channel, but these differences will have proportionally lower weight
compared to the long tail of decay where each ear should be similar. Similarly, for loss metrics, RT60,
C50, and EDT are concerned with energy contained in the early and/or late reflections of an RIR,
which should be similar in a binaural RIR due to the relative proximity of the two ears.

To explore differences between channels in our binaural impulse response h, we investigate the
separate channels h;, h,, € R”. Inspired by ITD and ILD, we utilize simplified inter-channel losses
that have been shown to be effective in training models with binaural audio [6].

Interchannel delay The ITD of a given two-channel signal in seconds can be estimated by computing
the difference in direct-path distance from the ear to each receiver [17]]. Because this is typically not
known in a real-world setting, it is typically approximated by computing the delay that maximizes
the cross-correlation between the left and right channels:

T
ITD = 1 argmaxz hi(&)h(t — tq), 4)
AL s
where f; is the sampling rate, and t; € Z is a relative sample delay between the left and right
channels. Because this computation requires an argmax operation, it is not differentiable, so while it
can be used to evaluate a given BRIR, it cannot be used as a loss function in training. To resolve this,
one can calculate a range of cross-correlation coefficients over varying delay and use these as a rough
estimation for delay confidence. This can be further improved using the normalized coefficients from
the generalized cross-correlation phase transform (GCC-PHAT) algorithm [6]:

_ 1 ]:(hl)*Q‘F(h")
Cgcc(h) =7 (|}'(hl)* O] ]:(hr)|>7

where coc € R?TH1 are the GCC coefficients, F is the discrete Fourier transform (DFT), and *
indicates the complex conjugate of a given DFT. Because GCC-PHAT scales the coefficients with
approximate power at a given time-frequency bin, it is typically more robust to noise than standard
cross-correlation.

&)

We can define the GCC loss of an estimated BRIR / from a reference h by the L2 distance between
GCC coefficients:

Lace = llegee(h) = cgee(D) - (©)

Interchannel level differences We can estimate the ILD between h; and h, by computing the log of
the ratio of their average powers:
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Figure 1: Side-by-side comparison of normalized RMS energy from BRIRs generated on the right

side of the listener, comparing the inter-channel time difference by the standard SoundSpaces method,
and by the proposed split-rendering method.
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Figure 2: (Left) A circle of emitter locations around a virtual listener. (Right) Side-by-side comparison
of the GCC coefficients of BRIRs computed by the standard soundspaces approach, and the split-
BRIR approach around the ring.

Because this is differentiable, we can define our loss as:

Lup = ||I(h) - I(iL)H2 (8)

4 Experiments

Data We use the Matterport3D RGB-D dataset to define our acoustic spaces [2], and we use the
locations and orientations for the source-receiver pairs from the original SoundSpaces dataset release
[3]. Across each environment, points are sampled along a 2D grid at 1.5 m height at a 1 m density,
and a BRIR is computed for every source/listener pair at four listener orientations along the cardinal
directions in the horizontal plane.

For this task, we utilize the SoundSpaces 2 simulation platform for rendering spatial audio [4], which
renders third-order ambisonics RIR for each source/emitter pair, which is then downmixed into a
binaural RIR depending on the listener orientation. Because SoundSpaces utilizes a perceptually-
driven time-aligned HRTF when rendering binaural RIRs [23]], we observe in the time domain that
the initial direct path impulses are aligned, which implies an ITD of zero at any listener orientation.
estimated using [16] across the dataset. Because the renderer estimates the sound field at a point, the
differences in path length and therefore arrival time will not be correctly computed for a binaural
listener of finite head size. The difference in rendered BRIRs can be seen in Fig.[T} The effect this
has on the approximated delay via GCC coefficients can be see in Fig. 2]

To resolve this, we manually measure a split BRIR by simulating two listeners 20 cm apart. We
take the corresponding left and right channel from each measurement to produce a separated BRIR
that captures accurate ITD between the left and right channels. The spatially separated BRIR
measurements should correctly capture the geometric effects of separate ears, while the HRTF
convolution preserves any level differences due to masking from a head.

Model Architecture For these experiments, we use the INRAS model. INRAS uses a combi-
nation of a spatial-acoustic feature embedding module, and an impulse response prediction module.
The acoustic feature module is composed of 3 units, a scatter module, a bounce module, and a gather
module, all of which are based on principles of acoustic radiance transfer. The scatter module uses the
scene geometry to embed the relative distance from the emitter to all relevant surfaces, characterizing
the emitter. The bounce module embeds scene-level acoustic features, which is characterized by the



Table 2: Performance across several loss configurations. For all metrics, lower is better.

T60 C50 EDT ITD ILD
INRASI20] 0.3899 49780 6.559¢-3 2.585e-4 0.6471
+ Lip 0.4243 4.0814 4.692¢-3 2.516e-4 0.3927
+ Lace 0.3895 49103 7.06le-3 2.654e-4 0.6375

+ Lup, Locc 04348 47357 5970e-3  2.597e-4  0.4066

bounce points calculated in the scatter module. Finally, the gather module associates the listening
position with the relevant bounce points, to characterize the receiver. These three modules are then
translated into a shared representation as a linear combination of time-dependent basis functions via
a fully-connected network, resulting in a set of 3 time-dependent spatial features. These features are
concatenated and combined with the head orientation into a learned embedding, which is then used
to predict the time-domain impulse responses via an MLP.

Training Losses We trained several variations of the INRAS model with different losses. Following
the work of [S]], our baseline model made use of magnitude loss, in addition to spectral convergence
and decay loss. In our experiments, we added GCC loss as defined in Eq.[6] ILD loss as defined in
Eq.[8] and both together. For each room, we use 90% of the data for training and reserve 10% of the
data for evaluation.

Evaluation Metrics We evaluate our reconstructions on several quantitative reconstruction metrics.
We us clarity (C50), reverberation time (T60), and early decay time (EDT) to quantify the model’s
ability to reconstruct the RIR [20]. In addition, we examine the ITD and ILD of the estimated RIRs.
ITD is calculated using interaural cross-correlation peak delay of the IR envelope [1] and ILD is
calculated looking at the time-averaged log-power of the left and right channels.

5 Results

The results of our experiments are shown in Table[2] We can see that the addition of inter-channel level
difference loss improves the model’s ability to accurately render RIRs with correct interchannel level
differences. Furthermore, the addition of ILD error also leads to improvement across reconstruction
metrics not directly tied to ILD, with the exception of T60. Because T60 is a measure of the late-decay
time of an RIR, the relative power difference between two ears should be relatively low, making it
relatively insensitive to errors in ILD. C50 and EDT, in comparison, are measures of direct and early
power and the speed in which they decay, in which case masking effects due to head-presence are
significant, making the ILD a useful measure for accurate reconstruction. While single-channel loss
metrics that measure power can implicitly capture some of this information, directly investigating
inter-channel behavior leads to a straightforward improvement.

The addition of GCC error shows limited impact on performance, performing similarly. Because
the distance between the ears causes a relatively short time shift (on the order of hundreds of
microseconds), the relative effect on T60, C50, and EDT is negligible. However, we see nearly no
variation to ITD throughout any model configuration. This is likely due to the dataset defined by
SoundSpaces; due to the low sampling density and relatively large multi-room acoustic environment,
it is unlikely that the source and listener have a direct path between them. As a result, we do not see
the well-behaved ITD behavior we would expect to see from a direct-path source/receiver pair in a
shoebox environment. Further work with a dataset constrained to direct-visible source/listener pairs
would likely be better suited for this task.

6 Conclusions

In this work, we investigate the role of inter-channel features for neural acoustic fields, which has so
far been under-explored in prior approaches. We demonstrate the limitations of current rendering
methods for RIRs and propose a simple solution via per-ear simulation. We render a dataset and use
it to train and evaluate a neural acoustic field model augmented with spatially-aware interchannel
loss functions, and we demonstrate that some of these enhancements improve the quality of RIRs the
model is able to generate.
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