
Quantifying Positional Biases in Text Embedding
Models

Reagan J. Lee
University of California, Berkeley

Berkeley, CA 94704
reaganjlee@berkeley.edu

Samarth Goel
Department of Electrical Engineering and Computer Science

University of California, Berkeley
Berkeley, CA 94704

sgoel9@berkeley.edu

Kannan Ramchandran
University of California, Berkeley

Berkeley, CA 94704
kannanr@eecs.berkeley.edu

Abstract

Embedding models are crucial for tasks in Information Retrieval (IR) and semantic1

similarity measurement, yet their handling of longer texts and associated positional2

biases remains underexplored. In this study, we investigate the impact of content3

position and input size on text embeddings. Our experiments reveal that embedding4

models, irrespective of their positional encoding mechanisms, disproportionately5

prioritize the beginning of an input. Ablation studies demonstrate that insertion6

of irrelevant text or removal at the start of a document reduces cosine similarity7

between altered and original embeddings by up to 12.3% more than ablations at the8

end. Regression analysis further confirms this bias, with sentence importance de-9

clining as position moves further from the start, even with with content-agnosticity.10

We hypothesize that this effect arises from pre-processing strategies and chosen11

positional encoding techniques. These findings quantify the sensitivity of retrieval12

systems and suggest a new lens towards embedding model robustness.13

1 Introduction14

Embedding models are increasingly used to encode text in critical applications like document search15

systems. However, their effectiveness diminishes when dealing with long-context inputs, particularly16

in larger documents that cannot entirely fit into these models’ context windows. To address these17

limitations, techniques such as document chunking are used to segment large documents into smaller18

pieces of text as model inputs [37]. Despite its utility, research into optimal chunking strategies is19

still an emerging field and improvements can often be highly domain-specific or underexplored in20

practical environments. [34].21

In this study, we investigate the influence of content position and input size on the resulting text22

embedding vector from eight embedding models. Our findings reveal a systematic bias in which23

embedding models, regardless of their positional encoding mechanisms, disproportionately weigh the24
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beginning of a text input. This results in greater importance being assigned to the initial sentences25

of multi-sentence or long-context inputs. To demonstrate this, we conducted two types of ablation26

studies: one involving the insertion of irrelevant text ("needles") at different positions in the document27

[11], and another involving the removal of varying text chunks. We observe that inserting irrelevant28

text at the beginning of a document reduces the cosine similarity between the altered and original29

document embeddings by up to 8.5% more than when inserted in the middle, and 12.3% more than30

when inserted at the end. Similarly, removal experiments show that the largest decreases in similarity31

occur when text is removed from the beginning of the document.32

To further explore this bias, we employ regression analysis to measure sentence-level importance on33

a complete document-level embedding, isolating model position bias from human writing patterns.34

Our analysis shows a significant decline in regression coefficients as the sentence position moves35

further from the beginning of the document, reinforcing the bias toward earlier content. To rule36

out dataset-specific effects, we repeat all experiments with randomly shuffled sentences and obtain37

similar results, confirming that this bias arises from the model’s internal mechanisms rather than38

document structure.39

We hypothesize that this bias stems from common pre-processing strategies, particularly truncation,40

used during training when the input exceeds the model’s context window [16, 32]. This has important41

implications for real-world retrieval tasks, where documents with key information located later in the42

text may be overlooked due to the model’s disproportionate weighting of early content [2].43

We conclude by discussing the broader implications of these biases in embedding models and44

highlight the need for future research to develop methods that can better handle the entirety of45

long-context inputs without disproportionately prioritizing the beginning.46

2 Background47

2.1 Bidirectional encoding in embedding models48

Embedding models, particularly those utilizing transformer encoder architectures [29], employ layers49

of bidirectional self-attention blocks to process text [6]. These models are distinct from decoders50

in that they generate a fixed-length vector representing the entire input text. This is achieved by51

producing an output matrix L×D (where L is the sequence length and D is the dimensionality of52

the embeddings), and then applying either mean or max pooling across the L dimension [21]. Such53

pooling operations are position-invariant, theoretically suggesting an unbiased treatment of input54

positions in terms of attention and representation [24].55

We use cosine similarity to compare the output embeddings from these models, especially to study the56

effects of textual modifications such as insertions or deletions. Cosine similarity measures the cosine57

of the angle between two vectors, thus providing a scale- and orientation-invariant metric to assess58

the similarity between two text representations [15]. Due to the invariance of the architecture and59

similarity measurement we employ, the last systematic source of bias stems from learned positional60

embeddings used in our models and the models’ training methodology, which are heavily connected.61

2.2 Positional Encoding Techniques62

Absolute Positional Embedding (APE) assigns fixed position-specific vectors based off of position63

id to each token embedding. This was first popularized by BERT [6] and remains the most common64

technique to add positional information in encoder-style models today.65

Rotary Positional Embedding (RoPE): RoPE encodes positions by applying a rotation to each66

token’s embedding in the 2D subspaces of the embedding space. For each embedding vector x, it67

applies a rotation matrix R(θ) based on the position pos:68

x(2i)
pos = x(2i) cos(θpos)− x(2i+1) sin(θpos)

69

x(2i+1)
pos = x(2i) sin(θpos) + x(2i+1) cos(θpos)

where θpos =
pos

100002i/d
, i indexes the embedding dimensions, and d is the dimensionality.70
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3. Attention with Linear Biases (ALiBi): ALiBi introduces a relative bias into the attention scores71

rather than modifying the embeddings. The bias is linear with respect to the distance between tokens.72

The attention score A(i, j) between token i and token j is modified by adding a bias term m(|i− j|),73

where |i− j| is the distance between tokens:74

A(i, j) =
qi · kj√

dk
+m(|i− j|)

where m(|i− j|) is a linear function of the relative distance between tokens i and j, and dk is the75

dimensionality of the key vectors.76

2.3 Noise from Document Chunking for IR Tasks77

In practical applications, documents often exceed the context length capabilities of embedding models,78

necessitating chunking strategies like naive, recursive, or semantic chunking [7, 8]. This process79

divides a document into smaller pieces that fit within a model’s context window, then embeds each80

chunk separately for insertion into a vector database [13] and downstream use in Retrieval-Augmented81

Generation (RAG) [14] tasks. This causes an unintentional, outsized amount of noise in the beginning82

and end of documents as a function of selected chunking strategies.83

2.4 Embedding Models Robustness84

The performance of decoder models has been shown to vary significantly with the position of85

content within the model’s context window, with pronounced degradation observed for inputs that86

exceed the context length seen during training [17]. Positional encoding methods have been studied87

to address these challenges from both decreasing the effect of content position within training88

context length[36], and generalizing to longer contexts from itself[1]. However, these works exhibit89

limitations: The former provides limited analysis of diverse encoding mechanisms, and the latter90

emphasizes generalization to longer inputs rather than robustness to positional shifts.91

Moreover, both studies focus exclusively on decoder-only architectures, whose causal attention mask92

provides the ability for the model to generalize without explicit positional information itself[1],93

and remains underexplored as a research direction. Existing work on embedding model robustness94

predominantly centers on improving training data quality or diversity[33], with relatively little95

attention paid to architectural components such as positional encoding mechanisms.96

3 Effect of sentence-level positioning in embedding output97

We explore how the position and size of a sentence in a text influence a document’s final embedding98

vector. Our methodology adapts the needle-in-a-haystack test [11], traditionally used for generative99

models in information retrieval [26], to evaluate embedding models.100

3.1 Experimental setup101

We investigate the impact of adding irrelevant or adversarial text ("needle") to a document. After102

inserting the needle, we generate a new embedding for the altered text and compare it to the original103

using cosine similarity. We vary the needle’s length (5%, 10%, 25%, 50%, and 100% of the original104

text’s token count) and position (beginning, middle, end) across 15 experimental conditions. We use105

an extended version of Lorem Ipsum placeholder text [27] that exceeds the length of our longest106

datapoint and is structured in paragraph format to achieve a needle with structural similarity to our107

data while avoiding a confounding effect on the embedding model.108

In a parallel experiment, we remove portions of text (10%, 25%, 50% of sentences, rounded up) from109

different positions (beginning, middle, end) in the document. The resulting text is then embedded,110

and its similarity to the original embedding is measured using cosine similarity. We test various111

models, segmented by their positional encodings, to demonstrate the consistency of our results across112

multiple popular embedding models. We used six open-source models utilizing various positional113

encoding methods - BGE-m3 [3] and E5-Large-V2 [31] using APE; Nomic-Embed-Text-v1.5 [18]114

and E5-RoPE base [37] using RoPE; and Jina-Embeddings-v2-Base [12] and Mosaic-Bert-Base115

3



(sequence length 1024) [19] using ALiBi. We additionally test Cohere’s Embed-English-v3.0 [20]116

due to their popularity and real-world applicability. Although we picked these models due to their117

varying positional encoding methods and performance, we acknowledge these may not generalize118

to other architectures and datasets. Context lengths or additional information such as parameter119

counts or benchmark performance for these models can be found in Appendix A. For texts exceeding120

these limits, we truncate from the end to fit the models’ context windows. For datasets, we use 200121

examples each from the PubMed Publications [4], Paul Graham Essay Collection [10], Amazon122

Reviews [35], Argumentative Analysis [30], and Reddit Posts [9] datasets, selected for their range of123

writing categorizations and lengths. More details on these datasets can be found in appendix B.124

3.2 Results and discussion125

Figure 1: Cosine similarity vs. needle size and position

Our results indicate a pronounced drop in similarity when irrelevant text is inserted at the beginning126

of documents, with less impact observed when additions occur in the middle or end. Specifically, for127

APE models, introducing an insertion equal to 20% of the total content at the beginning results in an128

average cosine similarity of 0.885, compared to 0.963 at the end—a relative decrease of approximately129

8%. RoPE-based models show a stronger sensitivity to this disruption, with cosine similarity dropping130

to 0.819 at the beginning, a 15.4% decrease compared to the 0.968 similarity at the end. By contrast,131

AliBi models are the most robust, maintaining a high cosine similarity of 0.981 at the beginning and132

0.999 at the end, reflecting only a 1.8% decrease. This suggests that earlier positions in the input133

sequence play a more critical role in model performance, and different positional encoding methods134

vary in their resilience to this type of input perturbation.135

This trend persists across all insertion sizes, with larger insertions intensifying the drop in similarity.136

Even though the magnitude of the degradation varies by model, we find the trend robust to model137

differences. Across all five models tested, the average decrease in cosine similarity is approximately138

7%, indicating a consistent pattern of sensitivity to input alterations at the beginning of the sequence.139

Additionally, we observe that removal ablations yield similar results, although the overall similarity140

scores are higher in comparison to insertion ablations. This suggests that while the models are141

affected by both insertion and removal disruptions, the impact of irrelevant insertions at the beginning142

of sequences may introduce greater noise into the representations.143

Similar trends are observed in the removal experiments, where the largest impacts on similarity144

occur when sentences are removed from the beginning. Removing half of the sentences from the145

beginning results in a median similarity that is 10.6% lower than when sentences are removed from146

the end, with no significant difference between middle and end removals—unlike the insertion147

experiments. Interestingly, even a 50% text removal from the middle maintains a median similarity148
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of 95%, corroborating our findings from the insertion experiments, where a large drop in similarity149

was expected but not observed. These results suggest that while the position of removed content has150

a clear impact, it is somewhat less disruptive than insertions.151

4 Analysis of embedding decomposition152

Recent advancements in embedding interpretability have demonstrated that certain dimensions in153

high-dimensional semantic spaces may correspond to specific linguistic or semantic features, such as154

sentiment or subject matter [5]. Further research has shown that vector operations, such as adding155

embeddings, can produce new vectors that represent the semantic meaning of their components [22].156

Building from these works, we explore the impact of sentence-level positioning on the final document157

embedding vector through regression analysis, which offers a more direct method to quantify the158

contribution of individual sentences to a document’s embedding representation.159

Human writing often emphasizes key information at the beginning and end of documents, a technique160

that may introduce biases in datasets and reason for embeddings to skew towards these positions. To161

address these, we employ additional data augmentation and ablation techniques aimed at isolating162

and understanding these effects, to ensure that our findings more accurately reflect model behavior163

rather than dataset peculiarities.164

4.1 Reconstructing embedding vectors through linear combinations of constituents165

To start, we wanted to validate the assumption that the sentence embeddings of a larger document can166

meaningfully be used as a proxy for the original document embedding [28]. To test this, we wanted167

to determine how much reconstruction loss we would incur from using an optimal linear combination168

of sentence embedding vectors instead of a full multi-sentence embedding vector. Optimizing for169

train R2, we use Ordinary Least Squares (OLS) regression to reconstruct the document embedding170

from its sentence embeddings, with the multi-sentence embedding vector as our response and each171

sentence vector as a predictive datapoint for our regression. Our model choice is notable for its direct172

interpretability [25], though we acknowledge and check for potential issues posed by OLS, such173

as multicollinearity. Our regressions use normalized embeddings (L2 norm of 1) to ensure scale174

invariance [23]. We separate our data points into their component sentences by use of punctuation175

such as periods, and new lines.176

When we regress the sentence embedding vectors onto the multi-sentence embedding vector, we177

find that our train R2 across the eight models and five datasets we used ranges from 0.75 to 0.99,178

with an average R2 or 0.876 when reconstructing the multi-sentence embedding vector. This result179

indicates that approximately 87.6% of the variance in a long-content document embedding can be180

accounted for by analyzing the embeddings of the individual sentences constituting the document.181

The Mean Squared Error (MAE) summed over all dimensions of this reconstruction across all models182

and datasets ranged from 0.001 and 0.01 with an average of 0.0069, suggesting minimal deviation in183

the reconstructed vectors.184

4.2 Analyzing regression coefficients as importance weights185

Given the high explanatory power of our regression models, the coefficients given to each sentence186

(datapoint) in our regression are strong indicators to determine their relative importance to the total187

document. To standardize our comparisons across documents, we standardized each coefficient vector188

by its L2 norm. One potential issue to note with this approach is the presence of negative coefficient189

values, but these tended to be rare and very low in magnitude, with very little influence on our final190

analysis.191

We judge the importance of a sentence by its regression coefficient. For example, if a regression on192

a two-sentence document yielded weights 0.8 and 0.6, we conclude that the first sentence is 33.3%193

more important to the final semantic meaning of the text than the second sentence.194

As shown in Figure 2, there is a downward trend in coefficient values with increasing sentence195

position, suggesting a positional bias where earlier sentences generally have a greater impact on196

the document’s overall semantic representation. To quantify this observation, we plot regression197

coefficients against sentence positions over all the documents in our dataset.198
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Figure 2: Regression coefficients vs. sentence position, bucketed by document length

Table 1: Correlation and statistical significance of sentence position against shuffled text

Positional Encoding Correlation P-value

APE -0.127657 2.233374e-103
RoPE -0.115861 2.259581e-85
ALiBi -0.07615 9.205763e-38

4.3 Embedding positional bias is robust to human-level writing bias199

To validate that this observed bias is not solely a byproduct of dataset-specific characteristics, namely200

human-level writing bias, we conducted additional regression experiments where all sentences from201

the above pre-processing steps were shuffled before their embeddings were generated. Using these202

new embeddings, remarkably, the results mirrored the original findings, with the randomly selected203

first sentence in the shuffled document consistently receiving a higher weight, thereby disambiguating204

our results from potential dataset biases.205

More specifically, we expect the weight assigned to the first sentence to follow a uniform weight of206
1

num_sentences . However, this analysis shows a distinct negative correlation between sentence position207

and importance score, with significant deviations from the expected uniform distribution (α ≪ 0.001),208

confirming a systematic positional influence within document embeddings as shown in table 1. These209

findings suggest that the embedding models may inherently prioritize the initial information presented210

in any text sequence, irrespective of its original position in the document.211

5 Isolating the role of training methodology in model biases212

During training, input data is processed sequentially, starting at the beginning of the context window.213

Variable-length training samples are packed into this fixed window, often necessitating truncation214

when the input exceeds the window’s length. Truncation typically discards content from the end,215

leading to a systematic bias where earlier positions in the sample receive disproportionate attention.216

For a given position i ∈ [0, N] within a context window of length N , the model observes ti, the217

number of non-padding tokens encountered at position i. The importance of position i can then be218

modeled as imp(ti) = u(ti), where u(·) represents the model’s updates based on the presence of219

non-padding tokens at ti.220

As traditional truncation favors earlier positions, the frequency with which tokens are seen at the221

beginning of the context window is inherently higher than at the end. This can be modeled as a222

monotonically decreasing function, where the quantity of non-padding tokens at ti diminishes as223

i increases. As a result, the relative importance of earlier positions imp(t1) ≥ imp(t2) ≥ · · · ≥224

imp(tN ) is systematically higher, introducing an implicit bias that prioritizes early context over later225

content.226
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Although this monotonic impact on position can theoretically be removed by maintaining an equal227

number of effective updates throughout the context, it is unknown what the impacts on computa-228

tional costs, and model performance would be. Future pre-training, as well as employing novel229

context-length enhancement methods, with this bias in mind will require additional research to fully230

understand the impacts, leading us to believe that this bias will continue in future models.231

6 Conclusion232

Our study uncovers a positional bias in embedding models, where sentences at the beginning of a233

document disproportionately influence the resulting embeddings. This bias is consistently observed234

across various models with different context sizes and datasets and is evident in both text insertion and235

removal experiments. We further quantified this effect through regression analysis, which highlights236

the extent of the model’s preference for earlier content. Our findings suggest that this bias is intrinsic237

to the models’ training methodologies, particularly the use of truncation strategies, rather than a238

consequence of dataset-specific patterns.239

This positional bias poses challenges in critical applications like information retrieval in document240

search systems, highlighting the need for alternative positional encoding methods to mitigate these241

biases and achieve more balanced semantic representations. Additionally, growing research into242

extending context lengths offers a promising avenue for further exploration of this phenomenon and243

potential solutions.244
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A Model details413

Embed-English-v3.0 [20] has a content length of 512 tokens and an unknown number of parameters.414

The model is accessed via the Cohere API.415

BGE-m3 [3] has a content length of 8912 tokens, is comprised of 568M parameters, and was416

trained using the APE positional encoding method.417

E5-Large-V2 [31] has a content length of 512 tokens, is comprised of 335M parameters, and was418

trained using the APE positional encoding method.419

Nomic-Embed-Text-v1.5 [18] has a content length of 8192 tokens, is comprised of 137M parame-420

ters, and was trained using the RoPE positional encoding method.421

E5-RoPE-base [37] has a content length of 512 tokens, is comprised of 108M parameters, and was422

trained using the RoPE positional encoding method.423
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Jina-Embeddings-v2-Base[12] has a content length of 8192 tokens, is comprised of 137M param-424

eters, and was trained using the ALiBi positional encoding method.425

Mosaic-Bert-Base [19] has a content length of 1024 tokens, is comprised of 110M parameters, and426

was trained using the ALiBi positional encoding method.427

B Dataset details428

PubMed Publications [4]: We use PubMed publication abstracts to assess the impact of our429

ablations on scientific writing. Scientific texts are characterized by their structured presentation of430

information and specialized vocabulary. Understanding how embeddings capture this complexity can431

provide insights into their utility in academic and research applications. This dataset is comprised of432

270,000 datapoints.433

Paul Graham Essay Collection [10]: We analyze over 200 essays written by Paul Graham, varying434

from 400 to 70,000 words. Paul Graham’s essays are known for their thoughtful, reflective style and435

coherent argument structure, making them ideal for studying how embeddings handle nuanced and436

complex idea development over long texts. This dataset is comprised of 215 datapoints.437

Amazon Reviews [35]: Drawn from MTEB’s Amazon Polarity dataset, this helps us examine438

consumer review text. Reviews are direct and opinion-rich, offering a perspective on how embeddings439

process everyday language and sentiment, which is crucial for applications in consumer analytics.440

This dataset is comprised of 4 million datapoints.441

Argumentative Analysis [30]: From the BiER benchmark’s Argumentative Analysis (ArguAna)442

dataset, we explore embeddings of formal persuasive writing. This dataset includes well constructed443

arguments that are ideal for testing how embeddings capture logical structure and the effectiveness of444

rhetoric. This dataset is comprised of 10,000 datapoints.445

Reddit Posts [9]: More Informal and diverse writing styles can be found on Reddit. This dataset446

introduces grammar, style, and subject matter diversity into our tests, extending our findings to be447

more robust and adaptable to a wide range of writing styles. This dataset is comprised of 450,000448

datapoints.449

C Cosine similarities across insertion ablation sizes and datasets450

The following are the results of running insertion and removal ablations of given sizes on input451

examples. These are the results of the average cosine similarity across all datasets.452
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D Cosine similarities across deletion of ablation sizes and datasets453

E Sentence Position Against Shuffled Text454

Three sentence length range buckets (65-75, 75-85, 95-105) were omitted due to small sample size455

(n=6). Examples with less than 5 sentences each were omitted.

Table 2: ALiBi

Sentence Length Range Correlation P-value Number of Samples

5-15 -0.120560 1.037594e-24 904
15-25 -0.083780 2.757708e-05 132
25-35 -0.015695 5.596307e-01 48
35-45 -0.037581 5.387906e-02 66
45-55 -0.008077 4.455038e-01 178
55-65 -0.019355 1.426657e-01 98

456
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NeurIPS Paper Checklist457

1. Claims458

Question: Do the main claims made in the abstract and introduction accurately reflect the459

paper’s contributions and scope?460

Answer: [Yes]461

Justification: We describe the main sections in the paper and summarize them to fit into the462

abstract guidelines.463

Guidelines:464

• The answer NA means that the abstract and introduction do not include the claims465

made in the paper.466

• The abstract and/or introduction should clearly state the claims made, including the467

contributions made in the paper and important assumptions and limitations. A No or468

NA answer to this question will not be perceived well by the reviewers.469

• The claims made should match theoretical and experimental results, and reflect how470

much the results can be expected to generalize to other settings.471

• It is fine to include aspirational goals as motivation as long as it is clear that these goals472

are not attained by the paper.473

2. Limitations474

Question: Does the paper discuss the limitations of the work performed by the authors?475

Answer: [Yes]476

Justification: We have included limitations in each of our experimental setup sections.477

Guidelines:478

• The answer NA means that the paper has no limitation while the answer No means that479

the paper has limitations, but those are not discussed in the paper.480
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Table 3: APE

Sentence Length Range Correlation P-value Number of Samples

5-15 -0.204936 1.196681e-88 904
15-25 -0.123513 1.420863e-18 132
25-35 -0.036560 2.585037e-02 48
35-45 -0.034370 7.942209e-04 66
45-55 -0.009526 5.458451e-02 178
55-65 -0.004620 4.229611e-01 98

Table 4: RoPE

Sentence Length Range Correlation P-value Number of Samples

5-15 -0.201598 3.154022e-69 904
15-25 -0.098903 1.669302e-11 132
25-35 -0.044463 8.444829e-03 48
35-45 -0.021359 4.203218e-02 66
45-55 -0.009357 6.387572e-02 178
55-65 -0.008881 1.290475e-01 98

• The authors are encouraged to create a separate "Limitations" section in their paper.481

• The paper should point out any strong assumptions and how robust the results are to482

violations of these assumptions (e.g., independence assumptions, noiseless settings,483

model well-specification, asymptotic approximations only holding locally). The authors484

should reflect on how these assumptions might be violated in practice and what the485

implications would be.486

• The authors should reflect on the scope of the claims made, e.g., if the approach was487

only tested on a few datasets or with a few runs. In general, empirical results often488

depend on implicit assumptions, which should be articulated.489

• The authors should reflect on the factors that influence the performance of the approach.490

For example, a facial recognition algorithm may perform poorly when image resolution491

is low or images are taken in low lighting. Or a speech-to-text system might not be492

used reliably to provide closed captions for online lectures because it fails to handle493

technical jargon.494

• The authors should discuss the computational efficiency of the proposed algorithms495

and how they scale with dataset size.496

• If applicable, the authors should discuss possible limitations of their approach to497

address problems of privacy and fairness.498

• While the authors might fear that complete honesty about limitations might be used by499

reviewers as grounds for rejection, a worse outcome might be that reviewers discover500

limitations that aren’t acknowledged in the paper. The authors should use their best501

judgment and recognize that individual actions in favor of transparency play an impor-502

tant role in developing norms that preserve the integrity of the community. Reviewers503

will be specifically instructed to not penalize honesty concerning limitations.504

3. Theory Assumptions and Proofs505

Question: For each theoretical result, does the paper provide the full set of assumptions and506

a complete (and correct) proof?507

Answer: [NA]508

Justification: We do not provide any theoretical result, and only provide an intuition for509

explaining our work.510

Guidelines:511

• The answer NA means that the paper does not include theoretical results.512

• All the theorems, formulas, and proofs in the paper should be numbered and cross-513

referenced.514

• All assumptions should be clearly stated or referenced in the statement of any theorems.515
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• The proofs can either appear in the main paper or the supplemental material, but if516

they appear in the supplemental material, the authors are encouraged to provide a short517

proof sketch to provide intuition.518

• Inversely, any informal proof provided in the core of the paper should be complemented519

by formal proofs provided in appendix or supplemental material.520

• Theorems and Lemmas that the proof relies upon should be properly referenced.521

4. Experimental Result Reproducibility522

Question: Does the paper fully disclose all the information needed to reproduce the main ex-523

perimental results of the paper to the extent that it affects the main claims and/or conclusions524

of the paper (regardless of whether the code and data are provided or not)?525

Answer: [Yes]526

Justification: Yes, we have provided extensive details on how we conducted our experiments,527

both in the experimental setup sections, as well as appendicies.528

Guidelines:529

• The answer NA means that the paper does not include experiments.530

• If the paper includes experiments, a No answer to this question will not be perceived531

well by the reviewers: Making the paper reproducible is important, regardless of532

whether the code and data are provided or not.533

• If the contribution is a dataset and/or model, the authors should describe the steps taken534

to make their results reproducible or verifiable.535

• Depending on the contribution, reproducibility can be accomplished in various ways.536

For example, if the contribution is a novel architecture, describing the architecture fully537

might suffice, or if the contribution is a specific model and empirical evaluation, it may538

be necessary to either make it possible for others to replicate the model with the same539

dataset, or provide access to the model. In general. releasing code and data is often540

one good way to accomplish this, but reproducibility can also be provided via detailed541

instructions for how to replicate the results, access to a hosted model (e.g., in the case542

of a large language model), releasing of a model checkpoint, or other means that are543

appropriate to the research performed.544

• While NeurIPS does not require releasing code, the conference does require all submis-545

sions to provide some reasonable avenue for reproducibility, which may depend on the546

nature of the contribution. For example547

(a) If the contribution is primarily a new algorithm, the paper should make it clear how548

to reproduce that algorithm.549

(b) If the contribution is primarily a new model architecture, the paper should describe550

the architecture clearly and fully.551

(c) If the contribution is a new model (e.g., a large language model), then there should552

either be a way to access this model for reproducing the results or a way to reproduce553

the model (e.g., with an open-source dataset or instructions for how to construct554

the dataset).555

(d) We recognize that reproducibility may be tricky in some cases, in which case556

authors are welcome to describe the particular way they provide for reproducibility.557

In the case of closed-source models, it may be that access to the model is limited in558

some way (e.g., to registered users), but it should be possible for other researchers559

to have some path to reproducing or verifying the results.560

5. Open access to data and code561

Question: Does the paper provide open access to the data and code, with sufficient instruc-562

tions to faithfully reproduce the main experimental results, as described in supplemental563

material?564

Answer: [Yes]565

Justification: Yes, we submit code to reproduce our findings.566

Guidelines:567

• The answer NA means that paper does not include experiments requiring code.568
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• Please see the NeurIPS code and data submission guidelines (https://nips.cc/569

public/guides/CodeSubmissionPolicy) for more details.570

• While we encourage the release of code and data, we understand that this might not be571

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not572

including code, unless this is central to the contribution (e.g., for a new open-source573

benchmark).574

• The instructions should contain the exact command and environment needed to run to575

reproduce the results. See the NeurIPS code and data submission guidelines (https:576

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.577

• The authors should provide instructions on data access and preparation, including how578

to access the raw data, preprocessed data, intermediate data, and generated data, etc.579

• The authors should provide scripts to reproduce all experimental results for the new580

proposed method and baselines. If only a subset of experiments are reproducible, they581

should state which ones are omitted from the script and why.582

• At submission time, to preserve anonymity, the authors should release anonymized583

versions (if applicable).584

• Providing as much information as possible in supplemental material (appended to the585

paper) is recommended, but including URLs to data and code is permitted.586

6. Experimental Setting/Details587

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-588

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the589

results?590

Answer: [Yes]591

Justification: Yes, we specify all training details relevant to the experiments such that they592

can be reproduced easily.593

Guidelines:594

• The answer NA means that the paper does not include experiments.595

• The experimental setting should be presented in the core of the paper to a level of detail596

that is necessary to appreciate the results and make sense of them.597

• The full details can be provided either with the code, in appendix, or as supplemental598

material.599

7. Experiment Statistical Significance600

Question: Does the paper report error bars suitably and correctly defined or other appropriate601

information about the statistical significance of the experiments?602

Answer: [Yes]603

Justification: Yes, we provide proper evidence for reviewers to see the variance of the data604

within our analysis.605

Guidelines:606

• The answer NA means that the paper does not include experiments.607

• The authors should answer "Yes" if the results are accompanied by error bars, confi-608

dence intervals, or statistical significance tests, at least for the experiments that support609

the main claims of the paper.610

• The factors of variability that the error bars are capturing should be clearly stated (for611

example, train/test split, initialization, random drawing of some parameter, or overall612

run with given experimental conditions).613

• The method for calculating the error bars should be explained (closed form formula,614

call to a library function, bootstrap, etc.)615

• The assumptions made should be given (e.g., Normally distributed errors).616

• It should be clear whether the error bar is the standard deviation or the standard error617

of the mean.618

• It is OK to report 1-sigma error bars, but one should state it. The authors should619

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis620

of Normality of errors is not verified.621
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• For asymmetric distributions, the authors should be careful not to show in tables or622

figures symmetric error bars that would yield results that are out of range (e.g. negative623

error rates).624

• If error bars are reported in tables or plots, The authors should explain in the text how625

they were calculated and reference the corresponding figures or tables in the text.626

8. Experiments Compute Resources627

Question: For each experiment, does the paper provide sufficient information on the com-628

puter resources (type of compute workers, memory, time of execution) needed to reproduce629

the experiments?630

Answer: [Yes]631

Justification: Yes, we describe our compute used, as well as these differences between632

models that we tested.633

Guidelines:634

• The answer NA means that the paper does not include experiments.635

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,636

or cloud provider, including relevant memory and storage.637

• The paper should provide the amount of compute required for each of the individual638

experimental runs as well as estimate the total compute.639

• The paper should disclose whether the full research project required more compute640

than the experiments reported in the paper (e.g., preliminary or failed experiments that641

didn’t make it into the paper).642

9. Code Of Ethics643

Question: Does the research conducted in the paper conform, in every respect, with the644

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?645

Answer: [Yes]646

Justification: The authors have reviewed the ethics guidelines and have taken all steps to647

ensure they are being followed.648

Guidelines:649

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.650

• If the authors answer No, they should explain the special circumstances that require a651

deviation from the Code of Ethics.652

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-653

eration due to laws or regulations in their jurisdiction).654

10. Broader Impacts655

Question: Does the paper discuss both potential positive societal impacts and negative656

societal impacts of the work performed?657

Answer: [Yes]658

Justification: The authors discuss the effects of this work in the later parts of the paper.659

Guidelines:660

• The answer NA means that there is no societal impact of the work performed.661

• If the authors answer NA or No, they should explain why their work has no societal662

impact or why the paper does not address societal impact.663

• Examples of negative societal impacts include potential malicious or unintended uses664

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations665

(e.g., deployment of technologies that could make decisions that unfairly impact specific666

groups), privacy considerations, and security considerations.667

• The conference expects that many papers will be foundational research and not tied668

to particular applications, let alone deployments. However, if there is a direct path to669

any negative applications, the authors should point it out. For example, it is legitimate670

to point out that an improvement in the quality of generative models could be used to671

generate deepfakes for disinformation. On the other hand, it is not needed to point out672

that a generic algorithm for optimizing neural networks could enable people to train673

models that generate Deepfakes faster.674
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• The authors should consider possible harms that could arise when the technology is675

being used as intended and functioning correctly, harms that could arise when the676

technology is being used as intended but gives incorrect results, and harms following677

from (intentional or unintentional) misuse of the technology.678

• If there are negative societal impacts, the authors could also discuss possible mitigation679

strategies (e.g., gated release of models, providing defenses in addition to attacks,680

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from681

feedback over time, improving the efficiency and accessibility of ML).682

11. Safeguards683

Question: Does the paper describe safeguards that have been put in place for responsible684

release of data or models that have a high risk for misuse (e.g., pretrained language models,685

image generators, or scraped datasets)?686

Answer: [NA]687

Justification: The paper does not release data or models that have a high risk of misuse.688

Guidelines:689

• The answer NA means that the paper poses no such risks.690

• Released models that have a high risk for misuse or dual-use should be released with691

necessary safeguards to allow for controlled use of the model, for example by requiring692

that users adhere to usage guidelines or restrictions to access the model or implementing693

safety filters.694

• Datasets that have been scraped from the Internet could pose safety risks. The authors695

should describe how they avoided releasing unsafe images.696

• We recognize that providing effective safeguards is challenging, and many papers do697

not require this, but we encourage authors to take this into account and make a best698

faith effort.699

12. Licenses for existing assets700

Question: Are the creators or original owners of assets (e.g., code, data, models), used in701

the paper, properly credited and are the license and terms of use explicitly mentioned and702

properly respected?703

Answer: [Yes]704

Justification: Code has been marked with the author, unless it was originally created by the705

authors themselves.706

Guidelines:707

• The answer NA means that the paper does not use existing assets.708

• The authors should cite the original paper that produced the code package or dataset.709

• The authors should state which version of the asset is used and, if possible, include a710

URL.711

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.712

• For scraped data from a particular source (e.g., website), the copyright and terms of713

service of that source should be provided.714

• If assets are released, the license, copyright information, and terms of use in the715

package should be provided. For popular datasets, paperswithcode.com/datasets716

has curated licenses for some datasets. Their licensing guide can help determine the717

license of a dataset.718

• For existing datasets that are re-packaged, both the original license and the license of719

the derived asset (if it has changed) should be provided.720

• If this information is not available online, the authors are encouraged to reach out to721

the asset’s creators.722

13. New Assets723

Question: Are new assets introduced in the paper well documented and is the documentation724

provided alongside the assets?725

Answer: [Yes]726
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Justification: The author releases the code to be able to easily reproduce results.727

Guidelines:728

• The answer NA means that the paper does not release new assets.729

• Researchers should communicate the details of the dataset/code/model as part of their730

submissions via structured templates. This includes details about training, license,731

limitations, etc.732

• The paper should discuss whether and how consent was obtained from people whose733

asset is used.734

• At submission time, remember to anonymize your assets (if applicable). You can either735

create an anonymized URL or include an anonymized zip file.736

14. Crowdsourcing and Research with Human Subjects737

Question: For crowdsourcing experiments and research with human subjects, does the paper738

include the full text of instructions given to participants and screenshots, if applicable, as739

well as details about compensation (if any)?740

Answer: [NA]741

Justification: The experiments do not use human subjects.742

Guidelines:743

• The answer NA means that the paper does not involve crowdsourcing nor research with744

human subjects.745

• Including this information in the supplemental material is fine, but if the main contribu-746

tion of the paper involves human subjects, then as much detail as possible should be747

included in the main paper.748

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,749

or other labor should be paid at least the minimum wage in the country of the data750

collector.751

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human752

Subjects753

Question: Does the paper describe potential risks incurred by study participants, whether754

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)755

approvals (or an equivalent approval/review based on the requirements of your country or756

institution) were obtained?757

Answer: [NA]758

Justification: The authors do not use human subjects.759

Guidelines:760

• The answer NA means that the paper does not involve crowdsourcing nor research with761

human subjects.762

• Depending on the country in which research is conducted, IRB approval (or equivalent)763

may be required for any human subjects research. If you obtained IRB approval, you764

should clearly state this in the paper.765

• We recognize that the procedures for this may vary significantly between institutions766

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the767

guidelines for their institution.768

• For initial submissions, do not include any information that would break anonymity (if769

applicable), such as the institution conducting the review.770
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