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Abstract

The emergence of Large Language Models
(LLMs) in the medical domain has stressed a
compelling need for standard datasets to eval-
uate their performance. Although there have
been several benchmark datasets for medical
problems, they either cover common knowl-
edge across different departments or are spe-
cific to another department rather than pedi-
atrics. Moreover, some of them are limited to
objective questions and do not measure the gen-
eration capacity of LLMs. Therefore, they can-
not comprehensively assess the ability of LLMs
in pediatrics. To fill this gap, we construct Pe-
diaBench, the first Chinese pediatric dataset for
LLM evaluation. Specifically, it contains 4,565
objective questions and 1,632 subjective ques-
tions spanning 12 pediatric disease groups. It
adopts an integrated scoring criterion based on
five types of questions to thoroughly assess the
proficiency of an LLM in instruction following,
knowledge understanding, clinical case analy-
sis, etc. Finally, we validate the effectiveness of
PediaBench with extensive experiments on 21
open-source and commercial LLMs. Through
an in-depth analysis of experimental results,
we offer insights into the ability of LLMs to
handle pediatric questions in the Chinese con-
text, highlighting their limitations for further
improvements. Our code and data are published
anonymously at https://anonymous. 4open.
science/r/PediaBench-ES8E2.

1 Introduction

Question answering (QA) is an important task in
natural language processing (NLP) that has re-
ceived considerable attention over several decades
(Simmons, 1965; Hirschman and Gaizauskas, 2001;
Lan and Jiang, 2020; Li et al., 2024). Recently,
Large Language Models (LLMs) (OpenAl et al.,
2024), with their remarkable language understand-
ing, reasoning, and generation capabilities, have
shown exceptional performance in QA tasks com-
pared to traditional methods, especially for subjec-

tive questions. Naturally, there is also an increasing
interest in applying LLMs to medical QA (Chen
et al., 2023a; Singhal et al., 2023; Zhang et al.,
2023a; Liévin et al., 2024). In this paper, we focus
on the QA tasks in pediatrics, a medical department
that involves the care of infants, children, adoles-
cents, and young adults. Since pediatrics often
involves the manifestations and treatments of dis-
eases that differ from those of adults, LLMs with
common medical knowledge might not perform
equally well on pediatric QA. Therefore, evaluat-
ing the proficiency of LLMs in pediatric QA is an
urgent need for their application in this domain.

Several medical QA benchmarks have been pro-
posed in the literature (Jin et al., 2019, 2021; Pal
et al., 2022; Fansi Tchango et al., 2022; Zhang
et al., 2022; Li et al., 2023b; Liu et al., 2023; Wang
et al., 2023a,b; Zhu et al., 2023; Cai et al., 2024a;
Yue et al., 2024). However, they still have some
limitations that hinder their effectiveness in the
pediatric context. First, they are mostly general
medical benchmarks across multiple departments
and are not tailored for pediatrics. As such, their
coverage of knowledge in pediatrics is often very
limited. Second, most of them contain only objec-
tive questions, e.g., true/false and multiple-choice
questions. Although they can serve as an indica-
tor of the capacity of LLMs to comprehend medi-
cal knowledge, they cannot assess the capacity of
LLMs to generate medical texts. In addition, some
QA datasets originating from doctor-patient inter-
actions in real-world scenarios (Li et al., 2023b)
include some subjective questions to evaluate the
conversation ability of LLMs. However, they focus
only on a limited number of common diseases and
often lack depth of knowledge in medicine. There-
fore, existing benchmarks are insufficient to pro-
vide comprehensive evaluations of LLMs in terms
of pediatric capability.

To address the above challenges, in this paper,
we introduce PediaBench, the first comprehensive
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Figure 1: The Framework of PediaBench.

Chinese benchmark dataset in pediatrics. As shown
in Figure 1, PediaBench contains 4,565 objective
questions and 1,632 subjective questions collected
from various sources, such as the Chinese National
Medical Licensing Examination (CNMLE), final
exams in medicine from renowned universities, pe-
diatric disease diagnosis and treatment standards,
and clinical guidelines. PediaBench encompasses
five distinct types of questions, namely true or false,
multiple choice, pairing, essay/short answer, and
case analysis, across 12 typical pediatric disease
groups. Furthermore, to provide an accurate evalu-
ation of the performance of each LLM for QA in
pediatrics, we adopt a scoring criterion that inte-
grates distinct measures for different types of ques-
tions (accuracy for objective questions and BLEU
(Papineni et al., 2002) & ROUGE (Lin, 2004) for
subjective questions) and assigns a weight to each
type according to difficulty. Finally, we conduct
extensive experiments with 21 LLMs on the Pedi-
aBench dataset and provide an in-depth analysis
of the performance of LLMs for QA in pediatrics.
Our main contributions are summarized as follows:

* We introduce PediaBench, a high-quality QA
dataset specific to pediatrics in the Chinese
context. We also devise an integrated scoring
scheme to measure the QA performance of
each LLM on PediaBench.

* We evaluate PediaBench with 21 LLMs, in-
cluding open-source and commercial general-
purpose models of different scales and spe-

cialized models in the medical domain. The
results indicate that PediaBench is a challeng-
ing dataset that can gauge the capacities of
LLMs in terms of pediatric QA.

* We provide a detailed analysis of the results,
highlighting the limitations of current LLMs
and suggesting their potential future improve-
ments in this emerging domain.

2 Related Work

General LLM Benchmarks The rapid advances
in LLMs (Touvron et al., 2023; Yang et al., 2023;
Du et al., 2022; Bai et al., 2023; OpenAl et al.,
2024) have underscored the need for benchmarks
to evaluate their performance in a variety of NLP
tasks. To this end, a large number of benchmarks
specifically designed for LLMs, e.g., (Wang et al.,
2019; Xu et al., 2020, 2023; Zhang et al., 2023b;
Zhong et al., 2023; Huang et al., 2023; Li et al.,
2023a; Suzgun et al., 2023; Gu et al., 2024), were
proposed. We refer interested readers to (Chang
et al., 2024) for an extensive survey. These general
benchmarks often require LLMs to answer ques-
tions from standard examinations in a broad spec-
trum of domains to evaluate their capacity in text
understanding, logical reasoning, calculation, gen-
eration, etc. However, although medical questions
are included in some of these benchmarks, they are
about common knowledge that can be answered
without specialization, which cannot accurately re-
flect the proficiency of LLMs in medical tasks.



Medical LLMs and Benchmarks More recently,
many efforts have been made to build specialized
LLMs in the medical domain, e.g., DoctorGLM
(Xiong et al., 2023), ChatDoctor (Li et al., 2023c),
BianQue (Chen et al., 2023a), PMC-LLaMA (Wu
et al., 2024), BioMistral (Labrak et al., 2024),
MEDITRON (Chen et al., 2023b), Zhongling
(Yang et al., 2024), and QiLin-Med (Ye et al., 2023).
Generally, they use general-purpose LLMs as foun-
dation models, construct training corpora with med-
ical articles, textbooks, guidelines, etc., and fine-
tune foundation models on the training corpora to
inject medical knowledge.

With the development of medical LLMs, there
has also been an increasing interest in benchmark-
ing the medical knowledge of LLMs. lJin et al.
(2019) constructed PubMedQA, a biomedical QA
dataset from PubMed abstracts. MedQA (Jin et al.,
2021), MedMCQA (Pal et al., 2022), and CMExam
(Liu et al., 2023) consisted of questions from stan-
dardized medical examinations. The datasets above
contain only multiple-choice questions for evalu-
ation and cannot fully capture the generation ca-
pability of LLMs. CMB (Wang et al., 2023a) and
MedBench (Cai et al., 2024a) incorporated clin-
ical case analysis into the evaluation. CBLUE
(Zhang et al., 2022) and PromptCBLUE (Zhu et al.,
2023) included eight NLU tasks (e.g., named en-
tity recognition, information extraction, and sen-
tence classification) to evaluate the capabilities of
models for language understanding in medicine.
Fansi Tchango et al. (2022) provided DDXPlus,
a large-scale medical diagnosis dataset. Huatuo-
26M (Li et al., 2023b) contained a large number of
real-world medical dialogues. Chen et al. (2024)
built a benchmark dataset with an emphasis on
rare diseases. Yue et al. (2024) collected a bench-
mark dataset that focuses on traditional Chinese
medicine. These datasets have contained subjec-
tive questions to evaluate the generation and con-
versation ability of LLMs. However, to the best
of our knowledge, none of the existing datasets is
specific to pediatrics and all have a poor coverage
of knowledge in pediatrics.

3 The PediaBench Dataset

To evaluate the question-answering ability of LLMs
in pediatric problems, we have constructed Pedia-
Bench. This section provides a detailed description
of the construction process of PediaBench, as illus-
trated in Figure 1.

3.1 Question Types

The motivation behind PediaBench is to establish
a benchmark to assess how well LLMs can serve
as Al assistants for pediatricians. To this end, we
should provide a comprehensive and multifaceted
assessment of LL.Ms in real-world scenarios. As
such, PediaBench incorporates the following five
typical types of medical questions:

* True or False (ToF): This type of question
asks whether a statement is factual or not. It
requires an LL.M to match the statement with
its corresponding concepts and facts in the
corpus, to understand their semantic mean-
ings, and to reason about them so as to detect
possible errors and contradictions.

* Multiple Choice (MC): This type of ques-
tion asks for the selection of one (or more)
appropriate choices from multiple candidates
to complete a sentence or answer a question.
It requires an LLM to distinguish among simi-
lar or related concepts. Some also evaluate the
mathematical and logical skills of an LLM, as
basic calculations are essential to obtain the
correct answer.

* Pairing (PA): This type of question requires
one to exactly match all sentences with their
corresponding missing words from the candi-
date list. Distinguishing among similar con-
cepts is also essential for PA. But since any
single mismatch leads to an entire erroneous
answer, PA is even more challenging than MC.

* Essay/Short Answer (ES): This type of ques-
tion asks one to elaborate on a specific con-
cept. It requires an LLM to generate coherent
and accurate text relevant to the concept.

* Case Analysis (CA): This type of question
presents an LLLM with a description of a par-
ticular instance and asks the LLM to make a
medical diagnosis and provide treatment mea-
sures. It can comprehensively evaluate the
medical capacity of an LLM in terms of com-
prehension, reasoning, and problem solving.

Figure 2 presents examples of different types of
questions, as well as their sample answers, in the
PediaBench dataset.

3.2 Data Collection and Processing

The questions in PediaBench are collected from
diverse yet reliable sources, including the Chinese
National Medical Licensing Examination, final ex-
ams of universities in medicine, and pediatric dis-



Single-Select Multiple-Choice
B FERERRERRNEE HIFENERESRR BRREER()?

the common cause of severe disseminated tuberculosis is ( )?
‘I ARBRANGERRRL, BHFERTRMRAM,
MRBEINRERNE, EMERMERRZINERKE
Options: A.Latent tuberculosis lesions; B. Accompanied by malnutrition and anemia;
C.Too young; D. With congenital cellular immune deficiency;  E.With congenital
humoral immune deficiency

& D Answer: D
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Question: A 5-year-old girl has had cyanosis of lips and extremities since 5 months after
birth. Physical examination shows: her weight is 11 kg, thin body, cyanosis of lips and
extremities, and a grade Il to IV systolic murmur can be heard between the 3rd and 4th
intercostal spaces on the left side of the sternum. X-ray shows clear lung fields, less
pulmonary blood flow, and a boot-shaped heart shadow. The pathological deformities of
this disease include ( )?

®E: ARG, BALERE
FEFARGEE

Options: A. Aortic overriding; B. Right ventricular hypertrophy;
defect; D. Atrial septal defect; E. Pulmonary artery stenosis;
&% ABCE Answer: ABCE

Case Analysis

B %, F—FREANGE, HEFREINKg, HBREXHMKE, NERIR,
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C. Ventricular septal
F. Aortic coarctation
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Question: Female infant, first full-term birth, 3.3Kg. Mother has no history of blood
transfusion. 3 days after birth, with no abnormalities in the birth history. Skin jaundice
appeared 18 hours after birth and gradually worsened. Current percutaneous bilirubin
level is 20mg/d|. Mother's blood type: O, infant's blood type: A. Physical examination:
Alert, good response, stable respiration. Severe jaundice of the skin throughout the body.
No abnormalities in heart and lungs. Soft abdomen, no hepatomegaly or splenomegaly.
Normal muscle strength and tone in the limbs. Primitive reflexes present. Questions:
(1)What is the possible diagnosis for this infant?(2)What tests does this infant need to
undergo? (3)What are the treatment principles for this infant?
EIE: —. ZBJLISHTAHAEILABOEMAE. =, & MEM. MALAME. A
EIEE. Coombsitly. MARMIKKE. = ATEN: (1) —RAT (£&k
MERSS, RERAFRHMS, BUMENES) () XRTE ) BERR
Ji%(? RMREA, (4) FEESH. YENAEOHE (5) SERRMT
Ao
Answer: 1. The child was diagnosed with neonatal ABO hemolysis. 2. Examination: blood
routine, reticulocyte, liver and kidney function, Coombs test, antibody release test, etc.
Principles of treatment: (1) general treatment (maintenance of vital signs; Supply of
liquids and hot cards; Monitoring blood sugar, blood pressure, etc.) (2) light therapy; (3)
adrenal cortex hormone, gamma globulin; (4) liver enzyme inducer, albumin infusion if
necessary; (5) If necessary, exchange blood therapy.

Question: After administering BCG vaccine in strict accordance with operating procedures,
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True or False
ERE: #a)LER 1 BREkLMA RS < 70g/LSH AR M.

Question: A diagnosis of anemia is made when the hemoglobin level in venous blood of
a newborn is less than 70g/L within one week after birth.( )
ZER: B Answer: False

Pairing
Ef: "MEMHOEREERTLE O " "BA, JLESL. . BMERSH
BHERMFEANLS () "'EEEERZRBC. MABMADRFHES () "%
BRMEFMNFREE O " TPITMRUIBRARRE () "
Question: ["Patients with von Willebrand disease should receive preoperative
transfusion ()","People, children or chronic anemia patients with heart, liver and renal
insufficiency should be transfused ()","Transfusion should be given when RBC, blood
volume and coagulation factors are seriously deficient ()","Supplement coagulation
factor and blood volume should be transfused ()","ITP should be transfused before
splenectomy ()]
FEEER: ("M% LTE" "RBC"," /MR, 4 "]
Answer List: [ "plasma", "cryoprecipitation”, "RBC","platelet", "Whole blood"]
EFR: ("OEMORBERGTES () RTUELIEA JLERG, B EY
BEREHRMRMBARNE () " "RBC'],["FIR = EIRZRBC, MARAEME T R
B () . el A ERnEFAnSEES () IR TP IBRAR
B () " IR
Answer: [["Patients with von Willebrand disease should receive preoperative
transfusion ()", "cryoprecipitation"], ["People, children or chronic anemia patients with
heart, liver and renal insufficiency should be transfused ()","RBC"], ["Transfusion should
be given when RBC, blood volume and coagulation factors are seriously deficient
()","Whole blood"],["Supplement coagulation factor and blood volume should be
transfused ()","plasma"],["ITP should be transfused before splenectomy ()","platelet"]]

Essay-Type Short Answer
jERE: R ) LRNEE A M A LI AR R

Question: What are the clinical manifestations of intraventricular hemorrhage in
preterm infants ?
EE: [WHAERAESE, RRATREALMNFERERELFLE. KK
MBEDA=FAE: BRLRAE, WMEHRERIRBMAE, BEMME M
(0 1 R DRMA M) BRSTEAR, REFHNLM B BFEMEN, 1T
R #Ro MR AR M e B A MRS REY, IR - I B ZapiERD . M3kA
PR RARER R SR, RREREFHEER SERAEBE R TR I%
RIVRERH M, FEtRFRLE RUARIRES. FEIKIET. FE
TRARLFREE, S HAEEK, RRE. KREDEE. FRELNER
EHRE.
Answer: Whether the clinical symptoms are obvious or not depends on the severity of
intraventricular hemorrhage and whether there are complications. Clinical
manifestations are generally divided into three types: clinical phenotype, intermittent
progression, and rapid deterioration. Mild intracranial hemorrhage (such as grade 1 or
part of grade II intracranial hemorrhage) is mostly asymptomatic in clinic and only
found during routine skull B-ultrasound screening. Grade II or part Il intracranial
hemorrhage can be manifested as progressive type, clinical symptoms such as
decreased spontaneous movement, decreased muscle tone and eyeball deviation,
clinical symptoms often improve the gap; The rapidly worsening type is usually seen in
some grade Il and IV intracranial hemorrhage, and the course of the disease is often
rapid, and the symptoms are disturbance of consciousness, severe hypotonia, irregular
breathing rhythm or apnea, followed by coma, brectania, loss of light reflex, respiratory
arrest, and tonic convulsion.

Figure 2: Examples for different types of questions and their answers in PediaBench.

ease diagnosis and treatment standards and clinical
guidelines. Next, we will describe each of them.

Chinese National Medical Licensing Examina-
tion (CNMLE) We have gathered 3,576 multiple-
choice questions from CNMLE, including the Clin-
ical Practicing Physician Examination (CPP), the
Clinical Assistant Practicing Physician Examina-
tion (CAPP), and the Pediatric Doctor In-Charge
Qualification Examination (PDICQ). 3,383 of them
were from the question bank of PDICQ, and the rest
were from the question banks of CPP and CAPP
and relevant to pediatrics. There are 50 questions
with more than one correct answer. For these ques-
tions, an answer is considered correct if it includes
and only includes all correct options.

Final Exams in Medicine We have collected the
final exams of renowned universities in medicine
from their official websites. We manually extracted
258 true-or-false questions, 167 essay/short-answer
questions, and 67 case analysis questions in pedi-
atrics from the original PDF files.

Pediatric Disease Diagnosis and Treatment Stan-
dards & Clinical Guidelines We also curated
1,398 essay/short-answer questions from the Pedi-
atric Disease Diagnosis and Treatment Standards
series and Clinical Guidelines, covering critical as-
pects such as etiology, diagnostic criteria, treatment
plans, and preventive measures for diseases across
diverse pediatric specialties.

Manual Construction We manually constructed
a set of 283 pairing questions based on the multiple-
choice questions with shared stems or answer op-
tions. Since pairing questions require an exact
matching between all missing parts in the stems and
options, they are more challenging than multiple-
choice questions.

Classification of Disease Groups The questions
curated from the Pediatric Disease Diagnosis and
Treatment Standards series and Clinical Guidelines
have been annotated with disease groups to which
they belong referring to the International Classifi-
cation of Diseases (ICD-11) standard issued by the



Question Data Disease

Type #Questions Source Groups? Measure
ToF 258 IFCITEC,} Yes Accuracy
CPP,

MC 3,576 CAPP, Yes Accuracy
PDICQ
CPP,

PA 283 CAPP, Yes Accuracy
PDICQ
FE,

ES 1565 DISPD. Yes — o-bl:
PCG

BLEU,
CA 67 FE No ROUGE

Table 1: Statistics of the five question types in Pedia-
Bench. For data source, “FE” stands for final exams of
universities, “DTSPD” stands for diagnosis and treat-
ment standards for pediatric diseases, “PCG” stands for
pediatric clinical guidelines, “CPP” stands for Clinical
Practicing Physician Examination, “CAPP” stands for
Clinical Assistant Practicing Physician Examination ,
and “PDICQ” stands for Pediatric Doctor In-Charge
Qualification Examination.

WHO. We further annotated the remaining unclas-
sified questions. Specifically, we used GLM-4 to
guide the task of disease group classification. We
first wrote cue phrases for GLM-4 to suggest a dis-
ease group for each question. Then, we manually
eliminated duplicate questions, double-checked the
classification results of GLM-4, and corrected the
misclassified ones.

3.3 Dataset Statistics

As shown in Table 1, the PediaBench dataset con-
sists of 5,749 questions, including 258 true-or-false
questions, 3,576 multiple-choice questions, 283
pairing questions, 1,565 essay/short-answer ques-
tions, and 67 case analysis questions. Except for
case analysis questions, the remaining 5,682 ques-
tions are organized into 12 distinct disease groups,
namely, diseases of the renal system, emergency
and critical care, diseases of the infection system,
diseases of the blood system, diseases of the cardio-
vascular system, diseases of the immune system,
diseases of the respiratory system, endocrine or
metabolic diseases, health care and developmental
abnormalities, neonatal diseases, diseases of the
alimentary system, and diseases of the nervous sys-
tem. Note that case analysis questions do not need
to be classified because (1) they require an LLM to
diagnose the disease groups to which the instance

belongs according to symptoms and (2) the instance
might belong to more than one disease group. The
number of questions for different disease groups in
PediaBench is shown in Table 2. We can see that
PediaBench features a balanced distribution among
all disease groups, which comprehensively covers a
wide spectrum of both prevalent and rare pediatric
diseases and establishes an unbiased benchmark.

3.4 Evaluation Criteria

For objective questions (i.e., ToF, MC, and PA), we
use accuracy as the performance measure. We also
note that for MC with more than one correct option
and PA, we only consider fully correct answers for
scoring. For each LLM, we use the percentage of
questions of each type that it correctly answers as
its score for this type, denoted as Stor, Smc, and
Spa, respectively.

For subjective questions (i.e., ES and CA), we
adopt the BLEU score (Papineni et al., 2002) and
three ROUGE scores (Lin, 2004) (ROUGE-1, 2, 1),
which gauge the semantic similarity of the answer
returned by an LLM and the ground truth in differ-
ent aspects, as performance measures. Each score
is in the range [0, 1], and a higher value implies
that the answer has a semantic meaning closer to
the ground truth. For each LLM, we take the av-
erage of the four scores multiplied by 100 for all
the questions of each type as its score for this type,
denoted as Sgs and Sca, respectively.

Furthermore, we realize that the difficulty of
each type of question differs, and thus it is un-
reasonable to treat them all equally. As such, we
follow the design principle of standardized exam-
inations and devise a weighted scoring scheme
based on their relative difficulty. Generally, ToF,
for which random answers are expected to achieve
a score of 50, is considered the easiest among the
five types and is assigned with the lowest weight.
MC and PA questions, which are provided with
candidate answers to select, present a moderate
level of difficulty. PA is harder than MC because it
requires exact matching. ES and CA are open ques-
tions without unique answers. Answering these
questions necessitates the generation capacity of
LLMs. Therefore, they are much more challenging
than objective questions. Finally, CA is even harder
than ES because it may require the integration of
multiple pieces of knowledge to answer. Therefore,
we assign different weights to each type of question
to reflect their respective difficulty levels. Taking
into account all the above issues, the total score for



Disease Group

Abbreviation ToF MC PA ES CA

Renal system
Emergency and critical care
Infection system
Blood system

DRnS 293 21 24 139
ECC
DInS 297 20 20 150
DBS

270 20 21 104

294 22 24 122

Cardiovascular system DCS 295 21 20 138
Immune system DImS 294 21 20 128 .
Respiratory system DRpS 299 21 26 132 Unclassified (67)
Endocrine or metabolic diseases EMD 316 22 21 145
Health care and developmental Abnormalities HCDA 318 26 40 149

Neonatal diseases
Alimentary system
Nervous system

DAS
DNS 293 20 25 110

293 22 21 144
314 22 21 104

Table 2: Statistics of the number of questions of each type from the 12 disease groups in PediaBench.

each LLM is calculated as Equation 1.

Shotal = W1 + SToF + W2 - Smc+
ws - Spa + w4 - Sgs + ws - Sca. (1)

In practice, we set w; = 0.05 - (1 + ¢) for i =
1,2,...,5 as the weight for each question type.
Other weighting schemes that reflect the difficulty
of each question type are also allowed.

4 [Experiments

4.1 Experimental Setup

We validate PediaBench through experiments with
21 general-purpose and medical LLMs, including
open-source models of various scales and commer-
cial models. Specifically, the models we use in-
clude: (1) medical LLMs such as BianQue (Chen
et al., 2023a), QiZhenGPT (CMKRG et al., 2024),
PULSE-7B, and PULSE-20B (Zhang et al., 2023a);
(2) the GLM series (Zeng et al., 2023), including
ChatGLM3-6B and GLM4; (3) the Baichuan se-
ries (Yang et al., 2023), comprising Baichuan2-
7B and Baichuan2-13B; (4) the Qwen series (Bai
et al., 2023), including Qwenl.5-7B, Qwenl.5-
14B, Qwenl.5-72B, and Qwen-MAX; (5) the In-
ternLLM series (Cai et al., 2024b), with InternLM2-
7B and InternLM2-20B; (6) the LLaMA?3 series
(Touvron et al., 2023), featuring LLaMA3-8B and
LLaMA3-70B; (7) the Sparse Mixture of Experts
language models, namely Mixtral 8x7B and Mix-
tral 8x22B (Jiang et al., 2024); (8) the GPT series
(OpenAl et al., 2024), including GPT3.5-turbo and
GPT-40; and (9) ERNIE-3.5-8K-0329 (Sun et al.,
2021). For open-source LLMs, we deploy and eval-
uate them locally using pretrained weights on a
server with eight NVIDIA RTX A6000 GPUs. For
commercial LLMs, we access and evaluate them

through their official APIs. More detailed informa-
tion on these LL.Ms is given in Appendix B.

We developed a standardized set of prompts for
all LLMs. This ensures that each LLM can generate
the desired responses to each type of question based
on pre-specified requirements, thereby achieving
a standardized and fair evaluation process. Ap-
pendix C details the prompts for different types of
questions. We adopted the zero-shot prompt setting
in all experiments.

4.2 Evaluation Results

Overall Performance The results for the over-
all performance of LLMs are shown in Table 3.
We present the measures of each LLM for the five
types of questions and sort them in ascending or-
der of total score Sy Oof Equation 1. Generally,
the performance on the objective questions is re-
lated to the scale of the models. BianQue (7B)
and QiZhenGPT (13B) cannot correctly understand
and follow the instructions for the objective ques-
tions, and thus their scores are 0 for these types. In
terms of ToF, Mixtral-8x7B (47B) shows the low-
est score of 38.76 among all models, which is even
worse than random answers. GPT-40 generally has
the best performance for objective questions. We
note that all models with at least 60B parameters
have achieved passing scores (i.e., > 60) on ToF
and MC. PA is the most discriminative question
type, where most models exhibit poor performance.
However, GPT-40 achieves a score of more than 10
points higher than the second-ranked model. This
confirms the effectiveness of introducing PA into
the PediaBench dataset, as PA is not included in
existing benchmarks. In terms of subjective ques-
tions, larger models also generally achieve higher
scores, demonstrating their strong generation ca-
pacity. However, their advantages in subjective



Model ToF MC PA ES CA Sl
Accuracy  Accuracy  Accuracy BLEU  RG-1 RG-2 RG-1 BLEU RG-1 RG-2 RG-1
BianQue (7B) 0 0 0 14.21 29.81 4.71 17.46 16.54 29.65 7.58 17.99 9.52
QiZhenGPT (13B) 0 0 0 16.05 32.05 6.83 19.37 15.8 30.94 8.98 2149 1043
LLaMa3-8B 52.71 36.38 9.54 15.27 17.25 1.92 10.47 16.16 19.78 7.49 14.68 19.8
Mixtral-8x7B (47B) 38.76 41.34 11.66 16.25 19.15 2.42 11.52 25.4 29.71 11.81 23.14 2225
PULSE (7B) 51.94 30.62 6.71 15.12 27.33 4.59 15.99 22.61 39.24 17.53  28.05 23.13
ChatGLM3-6B 53.49 38.48 7.77 18.16 235 3.27 13.06 29.24 36.93 1598 2751 2452
InternLM2-20B 61.24 53.02 15.9 15.59 18.65 2.64 8.34 23.75 27.49 9.6 16.84 2632
InternLM2-7B 56.2 51.76 13.07 17.19 21.03 2.92 9.5 26.54 31.22 12.21 20.05 2591
Qwenl.5-7B 56.2 41.69 10.95 13.15 31.37 5.57 22.05 27.73 37.54 1648  30.12  26.96
Baichuan2-7B 55.42 48.01 7.42 19.42 24.05 3.46 13.81 30.21 40.8 1747 3147  27.02
Mixtral-8x22B (141B) 62.02 47.46 26.15 18.8 25.67 3.73 14.9 25.96 30.96 12.41 21.78  29.33
Baichuan2-13B 5891 51.54 11.66 20.11 22.54 3.31 12.27 26.94 46.41 19.89  36.86  29.35
PULSE (20B) 56.2 49.52 12.01 15.67 26.26 3.63 17.01 24.03 4996  23.62 40.1 29.69
GPT3.5-turbo 61.24 48.46 27.91 16.56 30.54 4.9 18.64 24.05 51.61 24.81 4343 34.18
LLaMa3-70B 72.87 63.84 39.22 18.46 22.46 3.09 12.62 24.53 31.63 11.1 21.38  34.89
Qwenl.5-14B 64.34 61.16 33.57 15.49 30.45 5.27 19.93 28.31 38.42 16.63  30.36 353
GLM-4 75.97 78.15 43.81 21.29 24.35 4.76 11.96 31.05 38.03 1498  26.14  40.24
Qwen-72B 74.42 83.39 48.06 18.37 31.18 6.22 19.54 31.29 4391 19.53  35.67  44.05
Qwen-MAX 77.43 82.33 63.6 20.62 22.35 3.58 11.26 3221 35.87 14.82 26.6 44.64
ERNIE-3.5-8K-0329 81.01 75.42 68.55 21.84 25.13 5.61 13.89 37.73 47.71 2243 3543  48.03
GPT-40 84.88 80.39 79.86 18.97 23.48 3.69 10.14 3242 44.61 18.87  30.74  49.53

Table 3: Results of different LLMs for the scores for five question types and the total scores on PediaBench, where
RG-1, RG-2, and RG-I are short for ROUGE-1, 2, . Here, all LLMs are sorted in ascending order of total score,
and the highest score of each question type for each performance measure is highlighted in bold.

Model HCDA DRpS DRnS DAS ND EMD ECC DNS DInS DCS DBS DImS
PULSE(7B) 11.75 11.07 10.53 10.97 12.51 12.67 10.78 11.07 15.45 11.95 10.68 11.25
PULSE(20B) 18.05 15.85 17.54 12.79 16.26 14.31 14.31 13.45 15.29 15.32 15.79 16.56

ChatGLM3-6B 15.33 14.90 13.49 12.84  12.65 11.96 1291 13.64 1156 1145 11.43 12.63
InternLM2-7B 17.75 17.49 16.14 14.76 15.88 13.97 13.00 13.70  18.51 15.05 17.36 16.96
LLaMa3-8B 16.08 13.24 13.61 13.65 12.36 10.15 8.60 13.33 14.87 10.29 14.54 15.12
Qwenl.5-7B 14.92 15.50 16.31 13.24 15.12 12.83 13.46 12.47 14.92 11.78 16.41 14.76
Baichuan2-7B 17.15 14.74 13.24 1330 14.79 13.99 11.78 13.09 13.84  13.01 15.74 14.35
Baichuan2-13B 16.64 18.40 18.42 14.56 15.12 14.51 12.38 15.98 16.06  14.34 17.73 15.97
Qwenl.5-14B 23.33 25.94 27.34 18.74 2287 21.82 18.15  24.19 22.68 18.05  23.32 22.19
InternLM2-20B 19.56 19.42 16.19 15.37 16.88 17.56 15.93 15.08 17.10 14.50 16.78 21.18
Mixtral-8x7B (47B) 13.96 14.10 12.48 13.62 11.17 12.66 9.08 14.51 14.63 11.13 15.53 14.56
LLaMa3-70B 23.27 28.48 25.55 21.68  27.11 2439 2082 2492 28.00 20.16 26.68 26.73
Qwen-72B 28.31 30.79 33.83 2692  30.63  30.82  23.02 3425 3024 26.87 30.64 28.13
Mixtral-8x22B (141B) 19.19 19.68 19.67 22.36 19.40 16.30 17.48 17.50  20.90 16.04 19.04 16.05
GPT3.5-turbo 20.69 19.50 21.53 16.43 18.36 19.07 13.83 17.94  20.15 17.32 21.39 20.46

GLM-4 25.80 29.21 32.03 2642  29.06 2449 2403 3128 3353 2533  30.02 27.35
Qwen-MAX 30.52 35.70 32.26 3495  36.01 3499 30.71 33.68 3400 27.66 3145 33.83

ERNIE-3.5-8K-0329 34.41 34.85 34.65 3245 3425 3390 29.64 3623 3452 27.08  33.66 29.18
GPT-40 37.73 38.20 37.37 3506 3534 3511 3296 3875 3745 33.63  37.69 37.26

Table 4: Scores of different LLMs for three types of objective questions in different disease groups on PediaBench.
Here, the highest score in each disease group is highlighted in bold.

questions are less obvious than in objective ques-
tions. We also find that CA generally yields higher
scores than ES. This is a bit surprising because
CA requires the model to perform diagnoses and
necessities more precise and nuanced responses.

Performance on Different Disease Groups Ta-
ble 4 shows the scores of each LLM calculated
using Equation 1 specifically for objective ques-
tions across 12 disease groups. Here, BianQue
(7B) and QiZhenGPT (13B) are omitted. We find
that GPT-40 achieves the highest scores in 11 of 12
disease groups. These results are consistent with
those of Table 3. Table 5 shows the scores of each
LLM calculated using Equation 1 specifically for
ES across 12 disease groups. We observe that most

models achieve their highest scores in the two dis-
ease groups of HCDA of DImS. As for questions
related to HCDA, they often involve basic med-
ical knowledge, which does not require in-depth
specialization. Moreover, many diseases in the
DImS group share similar clinical manifestations
and treatment strategies, providing models with
clearer clues for answers. There are no models
that can perform well for subjective questions in
all performance measures across different groups
of diseases.

Summary Our main experimental findings are

summarized as follows:
1. Until now, none of the LLMs have been able
to pass the standardized exam in pediatrics.



Model HCDA DRpS DRnS DAS EMD ECC DNS DInS DCS DBS DImS
BianQue (7B) 15.92 17.90 18.40 14.36 17.73 16.38 17.18 15.51 16.57 16.49 16.58 15.96
QiZhenGPT (13B) 20.06 20.30 17.50 18.82 1743 19.11 17.13 17.77 18.63 1833  19.68 20.80
PULSE (7B) 18.18 17.16 13.93 15.47 15.49 16.44 1452 15.58 14.14 14.82 16.80 18.18
PULSE (20B) 17.93 17.05 15.05 15.28 15.33 16.38 13.78 14.95 14.82 14.89 15.45 17.44
ChatGLM3-6B 16.89 15.42 13.42 13.86 13.99 15.02 12.84 14.10 14.48 14.46 14.50 15.58
InternLM2-7B 14.69 13.70 11.28 11.00  11.84 13.71 11.16 ~ 11.90 12.72 13.47 13.06 15.48
LLaMa3-8B 13.32 12.14 10.57 1026 11.18 11.32 9.90 10.12  11.10 11.64 1128 12.88
Qwenl.5-7B 19.62 20.65 16.65 1736 17.08 18.19 16.63 16.89 18.56 17.85 18.19 19.70
Baichuan2-7B 16.80 16.84 14.03 14.66 14.37 15.52 14.21 14.90 15.30 15.29 14.93 16.19
Baichuan2-13B 16.79 15.86 13.09 13.50 13.69 15.21 13.30 13.90 14.88 15.00 14.64 15.80
Qwenl.5-14B 19.49 18.70 16.75 1790  17.12 17.89 1740  17.12 18.62 17.02 17.87 20.32
InternLM2-20B 9.06 8.38 7.47 7.05 7.34 8.83 6.66 7.41 7.68 8.57 8.26 9.43
Mixtral-8x7B (47B) 14.56 12.94 11.91 11.76 12.16 12.22 11.42 11.51 10.88 12.31 13.10 12.13
LLaMa3-70B 16.21 14.81 13.36 12.98 13.44 15.32 12.81 13.06 14.32 14.72 14.20 14.88
Qwen-72B 20.57 20.04 17.55 1895 18.71 18.75 17.03 1847  20.19  18.39 18.81 19.96
Mixtral-8x22B(141B) 17.70 16.65 14.77 15.01 14.67 16.45 14.70 15.54 14.61 15.71 17.10 16.37
GPT3.5-turbo 19.37 18.13 16.45 17.06  17.07 18.24 16.18 17.80 17.11 17.67 18.00 19.55
GLM-4 17.97 16.56 13.68 14.03 15.21 15.96 1326  14.64 16.00 17.04  16.63 17.33
Qwen-MAX 16.66 15.25 13.13 12.73 14.36 15.42 13.26 13.47 14.56 14.91 14.67 16.49
ERNIE-3.5-8K-0329 19.35 18.08 14.62 15.39 16.06 17.38 14.33 16.37 16.61 17.81 16.67 18.82
GPT-40 16.20 14.64 12.44 11.85 14.39 15.65 11.69  12.83 14.53 15.11 14.48 16.11

Table 5: Scores of different LLMs for essay/short-answer questions in different disease groups on PediaBench.
Here, the highest score in each disease group is highlighted in bold.

GPT-40 achieved the highest total score of
49.53, firmly securing its top position but still
far from passing the exam. On the one hand,
this confirms that PediaBench is challenging
and discriminative enough to assess the appli-
cability of LLMs in pediatric scenarios. On
the other hand, this also indicates that, de-
spite the commendable efforts, there remains
a huge gap to meet the requirement for deploy-
ing LLMs as Al assistants for pediatricians.

2. Injecting medical knowledge can somehow
improve the capability of an LLM in gen-
erative QA tasks, whereas foundation mod-
els also play a more critical role. For objec-
tive questions, two medical LLMs, BianQue
(7B) and QiZhenGPT (13B), cannot gener-
ate answers following the instructions pro-
vided. This can be attributed to the limitations
of their foundation models. Nevertheless,
QiZhenGPT (13B) achieves high ROUGE
scores for essay/short-answer questions. Com-
mercial models without medical specializa-
tion, however, fall short in essay/short-answer
questions. In summary, medical knowledge
injection is an effective way to improve the
capability of an LLM in generative QA.

3. Small-scale models sometimes show good
performance on PediaBench. For example,
Qwenl.5-14B, with only 14B parameters, out-
performs GPT3.5-turbo and LLaMA3-70B
with much more parameters. This could po-
tentially be explained by the fact that GPT3.5-
turbo and LLaMA3-70B may lack sufficient
exposure to Chinese medical corpora during

their training. Nevertheless, large-scale and
commercial models still achieve better perfor-
mance in most cases.

5 Conclusion

In this paper, we introduce PediaBench, a compre-
hensive Chinese benchmark dataset encompassing
12 pediatric disease groups for LLMs. Specifically,
PediaBench consists of 4,565 objective questions
and 1,632 subjective questions. It adopts an in-
tegrated scoring criterion based on five types of
questions to thoroughly assess the proficiency of
an LLM in pediatric problems. Finally, the ef-
fectiveness of PediaBench is confirmed through
extensive experiments on 21 open-source and com-
mercial LLMs. Through an in-depth analysis of
experimental results, we offer insights into the abil-
ity of LLMs to handle pediatric QA in the Chinese
context, highlighting their limitations for further
improvements. PediaBench aims to calibrate the
current progress of LL.Ms in pediatrics and facili-
tates further exploration of medical LLMs.

Limitations

Despite the abundance of pediatric questions in
the PediaBench dataset, it still cannot encompass
many pediatric diseases and their corresponding
treatments in the real world. Therefore, the Pedi-
aBench dataset should be maintained with a con-
tinual effort for better coverage. Currently, Pedia-
Bench focuses mostly on pediatrics. In future work,
we plan to extend it to more complex medical de-
partments. Furthermore, we also notice the BLEU



and ROUGE scores face difficulties in accurately
gauging the quality of responses to subjective ques-
tions. To address this issue, we will explore using
more comprehensive evaluation measures, possibly
based on GPT-4, or consider incorporating a human
evaluation for subjective questions.

Ethics Statement

In this work, all data sources we use to construct
the PediaBench dataset are publicly available and
free to use. All questions in the PediaBench dataset
have been appropriately anonymized so that they
do not contain sensitive private information. We
do not foresee any other possible negative societal
impacts of this work.
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A Question Types in Medical Exams

Table 6 summarizes the different types of questions
in standardized medical examinations. PediaBench
covers all these types of questions while also in-
volving pairing questions that are not included in
existing medical examinations and benchmarks.

B Comparison of LLMs

Table 7 presents detailed information on the LLMs
we evaluate, where “Domain” indicates whether
an LLM is of general purpose or specialized in the
medical domain, “#Parameters” presents the num-
ber of parameters of an LLM (“n/a” for commercial
models with disclosed parameter numbers), “Con-
text Window” reveals the size of the context win-
dow of an LLM, “How Accessed” indicates how we
accessed an LLM for experimentation (open-source
models are obtained through their weights and de-
ployed locally on our own servers and commercial
models are accessed via their official APIs).

C Prompts

C.1 Prompt for Disease Group Classification

In this section, we present the prompt to classify
the disease group of questions in PediaBench using
GLM-4. Specifically, we list the 12 disease groups
and extract questions that have not yet been catego-
rized. Next, we set restrictive conditions to ensure
that GLM-4 only returns the disease group that
matches a question without irrelevant information.
Finally, we conduct a thorough review of the results
labeled with GLM-4 and manually correct the ques-
tions that are misclassified. Figure 3 is an example
of the prompt for disease group classification and
the response of GLM-4.

C.2 Prompt Templates for LLM Evaluation

Figure 4 illustrates the templates of prompts for
different question types when evaluating the LLMs
in the experiments.
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Question Type Description

A1 (Single-Select Multiple-Choice)

The question consists of a single-sentence stem and five alternative answers, among which only one is the best answer.

A2 (Individual Case Analysis)

The question features a brief, small instance as the stem and a question with five alternative answers, among which the

examinee should select the only best answer.

A3/A4 (Multiple Case Analysis)

The question features a brief, small instance as the stem and multiple questions each with five alternative answers,

among which the examinee should select the only best answer for each question.

B1 (Shared-Answer)
each question.

Given the same five alternative answers and a set of questions, the examinee should select the only best answer for

True or False

Given a sentence or a paragraph, determine whether the statement is accurate or not.

Essay/Short-Answer

Provide a concise answer to the question, with an elaboration on the issue involved.

Case Analysis

Present one or more questions based on a case study of a simulated clinical scenario, requiring the examinee to provide

the corresponding answers according to the requirements.

Table 6: Types of questions in standardized medical examinations.

Name #Parameters  Context Window  Domain  Open Source =~ How Accessed
BianQue 7B / Medical Yes Weights
QiZhenGPT 13B / Medical Yes Weights
PULSE-7B 7B / Medical Yes Weights
PULSE-20B 20B / Medical Yes Weights
ChatGLM3-6B 6B 8K General Yes Weights
Baichuan2-7B-Chat 7B 4K General Yes Weights
Qwenl.5-7B 7B 32K General Yes Weights
InternLM2-7B 7B 200K General Yes Weights
Baichuan2-13B-Chat 13B 4K General Yes Weights
Qwen-14B-Chat 14B 32K General Yes Weights
Qwen-72B-Chat 72B 32K General Yes Weights
Mixtral 8x7B 47B 32K General Yes API
InternLM2-20B 20B 200K General Yes API
LLaMa3-70B 70B 8K General Yes API
LLaMa3-8B 8B 8K General Yes API
Mixtral 8x22B 141B 32K General Yes APL
Qwen-MAX n/a 8K General No API
GLM-4 n/a 128K General No API
ERNIE-3.5-8K-0329 n/a 8K General No API
ChatGPT3.5-turbo n/a 16K General No API
GPT-40 n/a 128K General No API

Table 7: List of LLMs evaluated in the experiments.

D Additional Results for Performance on
Different Disease Groups

Figure 5 shows the performance of LLMs for ob-
jective questions in different disease groups. In
terms of ToF, the models score higher in address-
ing neonatal diseases and pediatric infectious dis-
eases, whereas their performance drops slightly
in pediatric basic health care and developmental
behavioral diseases. In terms of MC, the mod-
els show robust capabilities in responding to in-
quiries related to neonatal diseases and pediatric
hematological diseases. However, their skill in
handling questions related to pediatric immunode-
ficiency is comparatively limited. In terms of PA,
the models demonstrate exceptional performance
in pediatric urinary system diseases and pediatric
infectious system diseases. It should be noted that
some models, hampered by smaller sizes, display
relatively weaker instruction-following abilities, re-
sulting in exceptionally low scores in PA and, in
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specific cases, achieving zero points for certain dis-
ease groups. The detailed results further confirm
those presented in Section 4.

E Examples of Model Responses

In this section, we select some representative ques-
tions and answers provided by different LLMs.
These cases clearly illustrate that LLMs still suffer
from obvious shortcomings in pediatric QA.

E.1 True-or-False Question

For true-or-false questions, we compare the an-
swers of PULSE-7B, LLaMA3-8B, Qwen-7B-
Chat, and ERNIE-3.5-8K-0329, as shown in Fig-
ure 6. After in-depth analysis, we found an interest-
ing phenomenon: models with smaller parameters,
such as Qwen-7B-Chat, could judge statements
correctly, even though there are errors in their ex-
planations. Furthermore, despite our restrictions on
the language generated by the models, the output of



LLaMA3-8B always contains a mixture of Chinese
and English.

E.2 Multi-Choice Question

We conducted an in-depth analysis of a multiple-
choice question on the disease of infectious system.
The answers provided by several LLMs are shown
in Figure 7. In this case, LLaMA3-8B and PULSE-
20B provided incorrect options and explanations,
failing to accurately capture the key points of the
question. Baichuan2-7B was even unable to make a
reasonable choice. However, ERNIE-3.5-8K-0329
not only selected the correct answer but also pro-
vided a detailed and reasonable explanation.

E.3 Pairing Question

The answers to an exemplar pairing question are
shown in Figure 8. In this pairing question, only a
few LLMs are able to provide complete and accu-
rate results. ChatGLM3-6B’s answer contained du-
plicate answers, while InternLM-20B and Mixtral-
8x22B provided incorrect matchings. Unfortu-
nately, PULSE-20B directly copied the order of
the given answer sets in the question without per-
forming any effective matching. However, it should
be mentioned that GPT-40 provided a completely
correct answer to this question, demonstrating its
superior performance.

E.4 Essay/Short-Answer Question

Figure 9 presents several responses of LLMs to a
essay/short-answer question. Medical LLMs, such
as BianQue and QiZhenGPT, tend to provide con-
cise answers, while general-purpose LLMs prefer
to elaborate and explain in more detail, resulting
in richer content in their answers. In particular,
the response from PULSE-20B is not satisfactory,
containing a significant amount of repetitive and
logically unsound content, which to some extent
affects the quality and precision of its response.

E.5 Case Analysis Question

In case analysis questions, the answer to each sub-
question serves as the foundation for the solution
to the subsequent sub-questions. Therefore, once
the answer to the previous question is incorrect, it
will further mislead the conclusions of subsequent
questions like dominoes. In the example shown
in Figure 10, due to BianQue and Baichuan2-13B-
Chat’s misinterpretation of the first sub-question,
their judgments and suggestions for subsequent
questions become totally erroneous.
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Prompt

ZH: eV TFIVRBRA: [BIERGPON, e SEERE, BRPVEEN, IWRRGEN, OME RGN, %
FERGHG, WRRGEN, W SR RGN, LB S RET AN, BN, RS
Wi, PRGN, IR B R R SZ ISR . TR, RRIZIE I 1R R R SR AR 4L
PERmEE, AR RINE. R B3R BB 2 25?2

EN: Given the following pediatric disease groups: [Diseases of the Renal System, Emergency and Critical Care, Diseases

of the Infection System, Diseases of the Blood System, Diseases of the Cardiovascular System, Diseases of the Immune
System, Diseases of the Respiratory System, Endocrine or metabolic diseases, Pediatric Health Care, Neonatal Diseases,
Diseases of the Alimentary System, Diseases of the Nervous System], please determine which disease group the
following question should be classified into. Please note that you should choose the most relevant disease group for the
question as your answer, and cannot generate other unnecessary content. The question is as follows: What is nutritional

megaloblastic anemia?

Possible Responses From GLM-4

ZH:XA A REE ] URSEOADLE AR 5 K B AT B, Wl URSON MR R GEH], R AR SR — M5
(2530, AT R RO LB R 5 B AT D], BRI IR E DA a3 1002 i T R ke A 5%
B_12 S5 FRITRGRZ T HA— P

EN: This issue can be classified as either [Pediatric Health Care] or [Diseases of the Blood System]. If one must choose

the most appropriate category, it can be classified as [Pediatric Health Care], as nutritional megaloblastic anemia is a

disease caused by a deficiency of nutrients such as folic acid and/or vitamin B12.

Prompt

ZH: g LV TFILRBORA: [BIERGPON, e S5EERE, BRI, IRRGEN, OME RGN, %
BERGIN, WFRRGHIN, W SR RS, JLERME SR BTN, BEILRN, TH RGN,
MR RGN, TR B R A MBI . IR, IRROZIE PR AN A AR O e LA
FZ, PRAERHMZ RITNE. FEIT: AR E R A PRk ZE ?

EN: Given the following pediatric disease groups: [Diseases of the Renal System, Emergency and Critical Care, Diseases
of the Infection System, Diseases of the Blood System, Diseases of the Cardiovascular System, Diseases of the Immune
System, Diseases of the Respiratory System, Endocrine or metabolic diseases, Pediatric Health Care, Neonatal Diseases,
Diseases of the Alimentary System, Diseases of the Nervous System], please determine which disease group the following
question should be classified into. Please note that you should choose the most relevant disease group for the question as
your answer, and cannot generate other unnecessary content. The question is as follows: How is primary carnitine

deficiency diagnosed?

Possible Responses From GLM-4

ZH: N 53 h 5 AR R G

EN: Endocrine or metabolic diseases

Figure 3: Prompt for disease group classification and an exemplar response of GLM-4.
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Types of Questions

Prompt

True or False

ZH: frnfRg — R it URHEE A, BRAE, 35 SCRIT BL R B E 208 B2 75 1B . AR H iR
X BT, B TR ORI R B . RRE IR {8 H + iR}

EN: Assuming you are a professional pediatrician, please use Chinese to judge whether the following statement or
practice is correct or incorrect. Your answer should only be “True" or “False", followed by a brief explanation for
your judgment. Here is the question: {question}

Multiple Choice

ZH: B AR e, AR SRR IER 2 SR I, TE R ORURZS A SRR IR R, IS A2 H
TR, PR T B ARV IE B R R L AR . AR . BHWR. {8H}

EN: Please read the following multiple choice questions and choose the correct answer option based on the meaning
of the question. Please ensure that the answer you provide is correct and provide a brief explanation. Please note
that you only need to directly provide the correct option and corresponding explanation. No other content can be
output. The question is as follows: {Question+options}

ZH: AR A BT IE ) 025 S HEAT UUIE, 5 S dre 25 A VLRC A SR, T R 4518 LU R python 811 22 A 4% 53X
Bt e [ AR i R R AL A I, M A S TG R ], [ A i SR B e I L A TE A A AT

Pairing EN: (Match each question to the correct answer, just output the final match, in the exact format of the following
python list: [[' Output question provided here ', output correct answer here '],[' Output question provided here '
output correct answer here "T]].)
ZH: W R R AOCT LR . S H W (S HY
Essay/Short Answer EN: Please answer the following questions about pediatric diseases in Chinese. The questions are as follows:

{question}

Case Analysis

ZH: W FE R SO R AR T LR R G . @ H TR (EH}
EN: Please answer the following questions about pediatric cases analysis in simple Chinese. The questions are as
follows: {Question}

Figure 4: Prompt templates for different question types.
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ND DAS DNS DBS DCS DRnS EMD DImS ECC PHC DRpS DiInS

Bianque(7B) 000 000 000 000 000 000 000 000 000 000 000 000
QizhenGPT(138) 000 000 000 000 000 000 000 000 000 000 000 000

PULSE(7B) 4091 2727 4000 5000 6190 6190 59.09 52.38 - 4615 5238 60.00

PULSE(20B) 5000 5500 4545 7143 5238 5000 5238 4483 6190 | 7500

5455 5500 5000 6190 47.62 6364 5238 4000 4615 4762 60.00
InternLM2-78 5455 60.00 5000 6190 4286 4545 5238 6500 5385 57.14

LLaMa3-8B 4545 5500 5455 3636 5238 6000 4231
Qwenl5-7B 4545 4545 6000 4545 61.90 6000 4615
Baichuan2-78 |28 54.55 50.00 5238 6000 4231
Baichuan2-138 5455 59,09 50.00 5000 4615

ChatGLM3-68B

57.14 60.00

Qwenl.5-14B 59.09 50.00 55.00
InternLM2-20B 5455 50.00
mixtral-8x7B(47B) 40.91 50.00 31.82 40.00
LLaMa3-70B
Qwen-728B
mixtral-8x22B(141B)
GPT3.5-turbo 54,55 50.00 57.14
GLM-4
Qwen-MAX
ERNIE-3.5-8K-0329
GPT-40
(a) Accuracy on ToF
ND DAS DNS DBS DCS DRnS EMD DImS ECC PHC DRpS DInS
Bianque(7B) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
QiZhenGPT(13B) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
PULSE(7B) 37.71 3512 3239 398 3576 36.86 3248 3356 3299 4222 3072 2833

PULSE(20B) 5152 5184 5252 4864 481 4778 5573 4407 4524 4556 529 471
ChatGLM3-68 431 4247 4214 4592 3671 4164 4363 40 37.07 3889 3891 37.54
InternLlM2-78 | 5589 495 5094 5238 519 5188 5637 4576 534 5111 4983 4642
LLaMa3-8B 3872 3746 3742 483 4114 3276 3312 3797 3912 337 3413
Qwenl5-7B | 5253 5251 4654 4524 4367 37.88 4427 3119 3946 27.78 4505

Baichuan2-78B 49.16 4649 4717 4898 47.78 4881 4169 4558 4519
Baichuan2-13B 51.02 50 49.15 44.81
Qwen1.5-14B
InternLM2-20B 4746 50.68
mixtral-8x7B(47B) 38.31 4422
LLaMa3-70B
Qwen-72B
mixtral-8x22B(141B) 3695 4932
GPT3.5-turbo 4102 51.02
GLM-4
Qwen-MAX
ERNIE-3.5-8K-0329
GPT-40
(b) Accuracy on MC
ND DAS DNS DBS DCS DRnS EMD DImS ECC PHC DRpS DiInS
Bianque(7B) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
QiZhenGPT(13B) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
PULSE(7B) 4.76 0.00 4.00 4.17 5.00 8.33 4.76 5.00 0.00 10.00 15.38 15.00

PULSE(20B) 952 476 800 833 2000 2083 952 1000 476 1750 1538 10.00
ChatGLM3-68 476 476 1200 417 500 833 476 500 000 1250 1538 1000
InternLM2-7B 952 952 800 2083 1000 1250 952 1500 000 | 15.00

LLaMa3-8B 476 476 1200 833 500 1250 0.00 1500 0.00 | 1500 1538 1500
Qwenl.5-7B 476 9.52 800 1250 15.00 16.67 952 10.00 000 1250 1538 15.00
Baichuan2-7B 476 476 8.00 417 1000 833 476 1000 000 1250 1154 500
Baichuan2-13B 833 1500 1250 952 10.00 0.00  15.00 15.00
Qwenl.5-14B

InternLM2-20B . 1000 1250 952
mixtral-8x7B(47B) 1000 0.00 952 . 15.00

LLaMa3-70B

Qwen-72B
mixtral-8x22B(141B)

GPT35-turbo .

GLM-4

Qwen-MAX
ERNIE-3.5-8K-0329

GPT-40

(c) Accuracy on PA

Figure 5: Performance on each type of objective questions across disease groups.
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BMEEABREE MR EN, EEURNEE.

Question (The pseudo-precocious puberty is characterized by the development of secondary sexual characteristics as well as
the development of the gonads.)
Answer & (false)

Explanation

BUHENERAMNERZEESE -HENRE. AEER. BEREHI. THRNIKE.
(The symptoms of pseudo-precocious puberty include the development of secondary sexual characteristics, breast
enlargement, the appearance of pubic and axillary hair, and the absence of gonadal development.)

i}
B RMEMFER (Pseudo-Precocious Puberty) 2I57E1E & & B = A7 H P8 Z 4 4E, but it does not necessarily

LLaMA3-8B | imply development of the sex glands (such as ovaries or testes). The term "{E P M 2 F" typically refers to the
development of secondary sexual characteristics before the expected age of puberty (usually around 10-14 years old),
but it does not necessarily imply the development of the sex organs themselves.

. BRUEMERZILEANMBRGERO—F, RTHAF-_MHEREIN, ESFEEMERNRITXE, W3

Qwen-7B- | gk, ELKE,

chat (True. Pseudo-precocious puberty is a type of childhood endocrine system disorder that, in addition to the
development of secondary sexual characteristics, is also accompanied by premature development of the gonads, such
as breast enlargement and the growth of pubic hair.)
Helper: R MEABREE _MAELES EHUERNELE.
XANRRZIEHN . BREEFEARIEESSI LRI NAFLKE. BEMH. BEEKEE MM, BERR
B, MERRITEHTEREMIBEZSIEN. HRNXERENENEANLE, XERUEEERNS—1
FHE. Fit, BREMERARNMEE _MAERE, EEERNLE.

PULSE-7B (Helper: The statement that pseudo-precocious puberty involves not only the development of secondary sexual
characteristics but also the development of the gonads is correct. Pseudo-precocious puberty refers to the appearance
of secondary sexual characteristics such as breast development, menarche, and pubic hair growth in girls before the
age of 8, accompanied by advanced bone age due to excessive secretion of sex hormones. The development of the
gonads, referring to the development of the ovaries and testes, is another characteristic of pseudo-precocious puberty.
Therefore, pseudo-precocious puberty indeed involves both the development of secondary sexual characteristics and
the development of the gonads.)

5
B BEERANBLREE _MAERESHRIESAN—B, BMXEFE _MHELXE, EMHR (NPHxE
) FREESERBFHBPIRS. B, BUEEFRAFFIHETERNLE.
ERNIE-3.5- | Wrone. - , ,
8K-0329 Explanation: The characteristic of pseudo-precocious puberty is that the development of secondary sexual

characteristics and the development of the gonads are inconsistent, meaning that there is only the development of
secondary sexual characteristics, but the gonads (such as the ovaries or testes) have not reached a maturity level
commensurate with the child's age. Therefore, pseudo-precocious puberty does not involve the development of the
gonads.

i KEFHERREEFHXBERBS, CEFERREEHT HENSS.

*Note: The green font represents the key correct part of response, while the red font indicates the part of response that is obviously incorrect.

Figure 6: Answers and explanation notes of an exemplar true-or-false question.
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Question

BILE, 1581 F. BHISKHEMEIGR, HAMHEEMRREBBHES, NRENE, FRERAK. GRERER, WL, FREHRE
FIREE. XM A BonERAE, SMEMWBC13.8x1009/L, hEAUARAN0.18, MEMMR0.82, RIEFIEH. BRNNBABYE
ALBEBRBFE CRIRAMN D.2/IHEFIEY ELMEE

(The patient is a 1-year-old and 8-month-old male child. He has been coughing for 15 days, with symptoms worsening in the past 6 days, presenting as
paroxysmal spasmodic cough with crowing-like echo, which is more severe at night. There was low fever for 3 days at the beginning of the illness. Physical
examination: normal body temperature, red pharynx, ulcerated frenulum of tongue, and coarse breath sounds. X-ray chest film shows interstitial changes.
Peripheral blood WBC 13.8x109/L, neutrophils 0.18, lymphocytes 0.82. The child has not been vaccinated. The preferred anti-infective drug is

A. Erythromycin B. Chloramphenicol C. Amoxicillin D. Compound sulfamethoxazole E. Cephalosporin)

Answer

AL E = (A. Erythromycin)

Explanation

BILAZIL, BRERK, MEWCHTBER, BEAELMEEMEWECBHEE, BERTRE, ARGHEIME, FRBREEEIIEME.
SMEMWBCHES BEDUKERIR £ 0T, MMA(ChERNE, TEOBRHENSE, REERTEMA. BERTHERAMME. TSIEMKL.
IS, BERER. ERTRELHREAS, BRIFAZSEMAREN. RABFX. SEFXXNEAERYTEA, BNIBFHERER
(The patient is a young child with a long duration of illness, and the main symptom is cough. The characteristics are paroxysmal spasmodic cough with
crowing-like echo, and frenulum ulceration due to repeated friction between the protruding tongue and the incisor teeth during coughing spasms. The
peripheral blood WBC is elevated, mainly lymphocytes, and the chest X-ray shows only interstitial changes. Since there is no history of vaccination for
diphtheria, pertussis, and tetanus, pertussis is highly likely. Pertussis can be complicated by aspiration pneumonia, bronchopneumonia, pulmonary

physema, pertussis encephal hy, malnutrition, and exacerbation of tuberculosis, but bronchopneumonia is the most common complication. Although
erythromycin, chloramphenicol, and amoxicillin can all be used, erythromycin is the preferred anti-infective drug.)

LLaMA3-8B

BILAZIL, FREEK, MEWCATEER, SEAERMEEERRECBHREE, BERTRE, ARRHEIME, ERHREEEIEME.
SMEMWBCHES B RUKE @R £ AE, A (CABRNE, TEEBRHENSE, RERRTEMA. BERITHERAMME. TSEML.
%;W\ﬁﬂﬁmﬁ\ﬁ%KE&?@%%W%.@u#ﬁi%ﬁ%%%%xniﬂgﬁ\ﬁgﬁﬁﬁﬁﬁﬁﬁﬂﬁﬁ,@quiﬁﬁﬁﬁE¥
£l

(The patient is a young child with a long duration of illness, and the main symptom is cough. The characteristics are paroxysmal spasmodic cough with
crowing-like echo, and frenulum ulceration due to repeated friction between the protruding tongue and the incisor teeth during coughing spasms. The
peripheral blood WBC is elevated, mainly lymphocytes, and the chest X-ray shows only interstitial changes. Since there is no history of vaccination for
diphtheria, pertussis, and tetanus, pertussis is highly likely. Pertussis can be complicated by aspiration pneumonia, bronchopneumonia, pulmonary
emphysema, pertussis encephalopathy, malnutrition, and exacerbation of tuberculosis, but bronchopneumonia is the most common complication. Although
erythromycin, chloramphenicol, and amoxicillin can all be used, erythromycin is the preferred anti-infective drug.)

LLaMA3-8B

D. B 7Bk FRIEm:

Bl BILMERRIIH TTHEEE streptococcus pneumoniae SEMA KIS M4, BRAEBENFRITHE, WAL, ERERHFHIE ExEEA
BRMERE T — SN, ABRTEGTHRKEESUME, SEXTMAT, BHELETITESSERHRE, MEAKNHRREES
MR AE, MERNHX RSB ARNREE. EREFREREE AN KR EEMEEERRRREY.

(D. Compound sulfamethoxazole

Reason: The child's symptoms indicate that he may suffer from community-acquired pneumonia caused by streptococcus pneumoniae, characterized by
coarse breath sounds, red pharynx, frenulum ulceration, etc. The interstitial changes shown on the X-ray chest film further support this judgment.
Erythromycin cannot treat community-acquired pneumonia, chloramphenicol can treat it but may cause hearing impairment in children, the effect of
amoxicillin on community-acquired pneumonia is unclear, and the effect of cephalosporins on community-acquired pneumonia is even worse. Compound
sulfamethoxazole is a commonly used preferred anti-infective drug for community-acquired pneumonia.)

Baichuan2-
7B-Chat

B, BNBETBELNERIGEMETENRE . BILAEEIMEEMRR. BEHEE, WL, ERERHERN, XTESKIMRR
FEFHEHER. FELIERER. WEEHES, RRUREPRERR, XEMA BREREE, SNEMWBCHS, TIHAIERE, HE
WOF S, XLERIFARRRNTE. BTRILREMIES, TRELTRRNMRTHERL.

BN ARG, BOTUASHARBILTERBFRMZ[ER, —MELNFRERL. EXMERT, SRNTBRAYRIZZEBES
FRBRGRER, MABEREX. A, BETEFRAZBHESRAERGNRERERE. Fit, ZNTEHEEEOTERENRA. B,
CERE,

(First and foremost, we need to understand the symptoms, physical signs, and possible causes of the illness in the child. The child presents with paroxysmal
spasmodic cough, crowing-like echo, red pharynx, and frenulum ulceration, which may be related to viral infection or allergic cough. The physical examination
reveals a normal body temperature and coarse breath sounds, indicating a possible respiratory tract infection. The X-ray chest film shows interstitial changes,
and the peripheral blood WBC is elevated with a decrease in neutrophils and an increase in lymphocytes, which support the possibility of bacterial infection.
As the child has not been vaccinated, there may be a weakened immune system.

Based on the above symptoms and physical signs, we can initially diagnose the child with acute bronchitis, a common respiratory tract infection. In this case,
the preferred anti-infective drug should be an antibiotic that can cover bacterial infections, such as cephalosporins. However, the question does not provide
sufficient information to determine the specific antibiotic choice. Therefore, we cannot determine whether the preferred anti-infective drugis A, B, C, or E.)

PULSE-7B

Helper: E.LIE &

REBJVERMGRER, TRECFRERL. ERNNBRAAYNIZEHNARBLENTAER, MARRR—M EHER, WIPRERR
HRRERRFONEEY, BUREEAY. KRNI ER. 888, WEAK. ETRRFEREREFTTENRRELY, BiFRYE
(Helper: E. Cephalosporin

Based on the symptoms and physical examination results of the child, there may be a respiratory tract infection. The preferred anti-infective drug should be
an antibiotic targeting bacterial infections. Cephalosporin is a broad-spectrum antibiotic with good antibacterial activity against pathogens causing respiratory
tract infections, thus making it the first choice. Other options such as erythromycin, chloramphenicol, amoxicillin, and compound sulfamethoxazole may be
ineffective against the pathogens, therefore they are not the preferred drugs.)

ERNIE-3.5-
8K-0329

ALEER.
B BILB, 1580 H. MUBw. BRMESHRBEISSHETE, HEBRARER, FYRA, XERA BRERAE, SMEnEmEFH
B, HEABLLAIAS, REZILEARANIRERSE, ZBILLSHAEER. BERNKEENEBRBSE, HAEN—M BEFREE
B, BAWREFBEASE ERATEENSESER, SIRFENIE. BRAESRE, HIELERN. BAREENRABRANRIBR",
THEFIERME, AFRORE, EHIER.
i@ﬂﬁi?%?*ﬁ&@%ﬂﬂ%ﬁﬁﬂﬂﬁ,@%ﬂﬁ%%%mm%ﬁ¢ﬁ*ﬂﬁ%ﬁi%ﬁﬁﬁm,Eﬁ%%ﬂﬁ&&ﬁ: BRF, KR
ERER, AR,

MR EEMRNEBRENER, NEERTERRAHEY, Hfit,

MUDE AHEFEUABEANER, TEATHRESIENRBEL. BERL. RARMISELAMRES, WEABATERMME &

FEIE.
EHELHHARBTB-ABRBEENAER, NEARFEIRFHY, THR.

i REFRRREZHXBERRBS, AEFERREZHIEHNRS .

*Note: The green font represents the key correct part of response, while the red font indi the part of resp thatis i y incorrect.

Figure 7: Answers and explanation notes of an exemplar multi-choice question.
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Question

RGN EEMEROERHTIR IBEAERENCRER, RERR TpythonFIRAENE L ([t IR M B, A HIE

WEOE R [ MR, AR E EROER. MR "FELERANRFREERSZ—R () . "V"HE)IEENRENTERER
(0 o ""REEBFEESZ () o REEUSMSIERZ—R2 (0 o VBRSNS Z—R () . ", SENERENKKEDE KT

BERGER, REL"EAFMEIERS ~ SREMARMK" BRKER, KHRES""FREFAN, EZFREE""FaSRBRELBEENT

18"

(Match each question to the correct answer, just output the final match, in the exact format of the following python list: [[' Output question provided here *,'

output correct answer here '[,[' Output question provided here ',' output correct answer here ']]. The question is: ["One of the common special physiological

states of newborns is.","The main cause of physiological jaundice in newborns is.","The respiratory characteristics of premature infants are.","One of the

appearance characteristics of premature infants is.","One of the appearance characteristics of full-term infants is. "], and the corresponding answer group is:

["The skin is ruddy, the subcutaneous fat is plump, and the hair is less.","The breast enlargement occurs in full-term newborns 3-5 days after birth.","The skin

is shiny, the edema is plump, and the hair is more.","The breathing is often irregular, even apnea.","The activity of hepatic glucuronyl transferase is low"])

Answer

[FEILERNNEREBRSZ—F () . V' EBMAEILAERS ~ SKEMIRMA, (AL AEMRENTERRE () . | FOSRERER
BEEMR (R2F)LAFRERE O o V' FREFAN, EEFREE), (27K z—R 0 . VERERRR, KWREL[2AIL
MR —R () . VRERRELHE, RTEBEHR EED

([['One of the common special physiological states of newborns is', ‘the enlargement of the breast glands in full-term newborns 3-5 days after birth'],

['The main cause of physiological jaundice in newborns is', 'low activity of hepatic glucuronyltransferase'],

['The respiratory characteristics of premature infants are’, 'often irregular breathing, even apnea'],

['One of the appearance characteristics of premature infants is', 'bright skin, edema, and many fine hairs'],

['One of the appearance characteristics of full-term infants is', 'ruddy skin, plump subcutaneous fat, and few fine hairs']])

ChatGLM3-
6B

[FELERNOFREEBRSZ—R (RKREMDE, RTERFH |ELD) VHEIEBHEENTIERFAE (FHEEERERBEELRE)
1 [RFILNFRERRE (FRERAL, EEFREE) | 2PLAMIER2—R (FEDRERELBIEMT) ), (2RO RZ—
2 (BiREs, KWREZ) VEFUNFREAR (FREFAL, EEFEREE) ), (2RISR —2 (FAERERERBEENT
®) 1

[['One of the common special physiological states of newborns is a ruddy skin, plump subcutaneous fat, and few fine hairs', 'The main cause of physiological
jaundice in newborns is low activity of hepatic glucuronyl transferase'],

['The respiratory characteristics of premature infants are often irregular breathing, even apnea’, 'One of the appearance characteristics of premature infants is
low activity of hepatic glucuronyl transferase'],

['One of the appearance characteristics of full-term infants is bright skin, edema, and many fine hairs', 'The respiratory characteristics of premature infants are
often irregular breathing, even apnea’, 'One of the appearance characteristics of full-term infants is low activity of hepatic glucuronyl transferase']]

Here are the matching results of your questions and answers:

UTRERFENEBNEROLRER:
““python

[
[FELEROHRERRSZ—R O . ' REKELDE, RTHEHR
i, ®RED

“python

[One of the common special physiological states of newborns is that their skin is
ruddy, their subcutaneous fat is plump, and their hair is sparse,

The main cause of physiological jaundice in newborns is low activity of hepatic

glucuronyltransferase,

The respiratory characteristics of premature infants are often irregular, even with
episodes of apnea,

One of the appearance characteristics of premature infants is that their skin is
shiny, swollen, and covered with fine hair,

One of the external features of full-term infants is that they will experience
breast enlargement 3 to 5 days after birth]

[‘%ﬁf—t)Lf—tiE’&ﬁﬁB‘ﬂI?E@% 0 . HAEEERESBEE
AR,

[RFLORRESR () o FREFAN, EEFREE,
[RFLESMIRRZ—R () .V EBEER, KBRES,
[RRILESMIRRZ—R () o V" BAFEILERES ~ SKRHIILR
iiPN)]

]

InternLM-
20B

Please note that the matching results here are based on the questions and
answers you provide. If there are any errors or inconsistencies between the
questions and answers, the matching results may be affected.

AR, XEMIREKETERENEDBNER, NREBMER
2 EFEEEAHRIA 8, LRARTESZEEN.

[IFEILERANBREBREZ—R () . VRKEDH, KTEREH 20 (FELIEEEENTERRR () . L ERFEILERE ~
SKHHILRMA], (R RERE () o BERER, KHRES] [EFLAMIERZ—R () . VFRERIN, EEFREE],[E
BILBSMIRRZ—R () . ' FESEEREEBEE MK

[['One of the common special physiological states of newborns is', 'ruddy skin, plump subcutaneous fat, and few vellus hair'],

['The main cause of physiological jaundice in newborns is', 'the appearance of breast enlargement in full-term newborns 3-5 days after birth'],

['The respiratory characteristics of premature infants are', 'bright skin, edema, and many vellus hair'], ['One of the appearance characteristics of premature
infants is', 'often irregular breathing, even apnea'], ['One of the appearance characteristics of full-term infants is', 'low activity of hepatic
glucuronyltransferase']]

PULSE-20B

[FELERANBREERSZ—R () . V' REKELDE, K TEREH ST (FHEILEEMEENTERRAR () . | FESBREREY
BEEMR), [R)LARRERR () o ) WRERAN, BEFREE], (RLAMSRZ—R () . | BKER, KMRESLIRAL
MR Z—R () .V EAFMEILERS ~ SRETILRMA

[['One of the common special physiological states of newborns is', 'ruddy skin, plump subcutaneous fat, and few vellus hair'],

['The main cause of physiological jaundice in newborns is', 'low activity of hepatic glucuronyl transferase'],

['The respiratory characteristics of premature infants are', 'often irregular breathing, even apnea'],

['One of the appearance characteristics of premature infants is', 'bright skin, edema, and many vellus hair'],

['One of the appearance characteristics of full-term infants is', 'breast enlargement appears 3-5 days after birth in full-term newborns']]

Mixtral-
8x22B

[FELEROBHREEBRSZ—R () o VEAFMEILER~SREIARMA, (FE)LEBEEENTERER () . ' FIEERRER
BEEMER], [F)LATRERAE O . V' FREFALN, EEFREE), (2B RZ—R O . ) REKER, XBEES (2R
MM RZ—R () . RKRGLE, RTRBFHE &4

[['One of the common special physiological states of newborns is', 'mammary gland enlargement in full-term newborns 3-5 days after birth'],

['The main cause of physiological jaundice in newborns is', 'low activity of hepatic glucuronyltransferase'],

['The respiratory characteristics of premature infants are', 'often irregular breathing, even apnea'],

['One of the appearance characteristics of premature infants is', 'bright skin, edema, and many fine hairs'],

['One of the appearance characteristics of full-term infants is', 'ruddy skin, plump subcutaneous fat, and few fine hairs']]

GPT-40

E: REFERREAEHXLERBD, LEFERREEHIHBORD .

*Note: The green font represents the key correct part of response, while the red font ii the part of resp

thatis y incorrect.

Figure 8: Answers and explanation notes of an exemplar pairing question.
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Question

ILEREMHRRNE ST RE G RL?

(What are the autoantibody tests for pediatric rheumatic diseases?)

Answer

ILERGR MR A STMARER L JUZHUAANAEI; 2. TR 5E DNA(SDNAGLRIGT; 3. H15 2 LR (ACA) K

4. HUENAGURIEN; SITABAHRARAN, 6.5z MUERN,; 7. fuBilshuiAiE, 8 MR IEE, o
KRR F RO, 10 AABETSAKAGT,; 1LITEEE FAPPHUEIGN; 12 3 NRBRAK(CCP)IAAEN,; 135
EIE -6- B RAEE(GPNAEN; 1451 Cla UM

(Autoantibody tests for pediatric rheumatic diseases include: 1. Antinuclear antibody (ANA) test; 2. Anti-double-stranded DNA
(dsDNA) antibody test; 3. Anti-centromere antibody (ACA) test; 4. Anti-ENA antibody test; 5. Anti-histone antibody (AHA) test; 6.
Anti-nucleosome antibody test; 7. Antiphospholipid antibody spectrum; 8. Anti-neutrophil cytoplasmic antibody spectrum; 9.
Rheumatoid factor (RF) test; 10. Anti-keratin antibody (AKA) test; 11. Anti-perinuclear factor (APF) antibody test; 12. Anti-cyclic
citrullinated peptide (CCP) antibody test; 13. Glucose-6-phosphate isomerase (GPI) test; 14. Anti-C1q antibody test.)

Bianque-7B

The autoantibody tests for pediatric rheumatic diseases include:
Antinuclear antibody (ANA) and anti-smooth muscle antibody (RFA)
Anti-neutrophil cytoplasmic antibody (NSA)

Anti-phospholipid antibody (anti-cardiolipin)

Anti-B2-microglobulin antibody (2-MG)

Anti-B1-microglobulin antibody (B1-MG)

(Note: "Anti-histone antibody" is typically referred to as "AHA" rather than
"anti-follicular unit extraction")

Anti-single-chain creatine kinase (CK)

ILEREMRRI B ST RERSE:

L. GUZHUR(ANA) RIS B AT A(RFA)

2. HUAP R AR AR SR AR (NSA)

3. i BEAEHL 4 (anti-cardiolipin)

4. HIB2-HEK ' A HUA(B2-MG)

5. HBL-EBKE B HIA(B1-MG)

6. J1 4B & B A (anti-follicular unit extraction)
7. L SEARR MBS (CK)

o % = g Anti-single-chain creatine kinase isoenzyme (CK-MB)
g i%i%%%%ﬁ%ﬁ?ﬁéym i(rl:l?[teiT‘lr;is is a repeat of Anti-B2-microglobulin antibody (B2-MG) mentioned

10. Hu 2GR A BORESR) TE(CK-MB)
M ERFIHLERE M RRBN A S
EMA, RAFRREEEMNEWHTER.

(Note: This is a repeat of Anti-single-chain creatine kinase isoenzyme (CK-MB)
mentioned in item 8)

The above are common autoantibody tests for pediatric rheumatic diseases,
and specific tests should be selected based on the doctor's recommendations.

Qizhen-13B

ILERE MR A STARE T EOFNENGE. XRERT. P EREREENE. SuOBERE. REAET.
NAZATE. ERRRES.

(The autoantibody tests for pediatric rheumatic diseases mainly include antinuclear antibodies (ANA), rheumatoid factor (RF),
anti-neutrophil cytoplasmic antibodies (ANCA), anti-cardiolipin antibodies, anti-perinuclear factor (APF), anti-histone antibodies,
and anti-nuclear antigen antibodies, etc.)

ILEREHRRNE STARESR:

1. )z Rheumatoid Factor (RF) : MIEEFR—FHlE, BEESZHASERAGERTIRNE, S4F st LE5E. 7
SHAPIREMTREEMTSE.

2. 5Pl (ANA) © ANA 2—FE IEYE 311k, 7 verschiedene Autoimmunerkrankungen wie systemischer Lupus
erythematodes (SLE) und Sjégren-Syndrom gefunden werden.

3. IR E B (dsDNA-AK) : dsDNA-AK ist ein spezifischer ANA-Subtyp und tritt hauptséchlich bei SLE auf.

4. Jiextractable nuclear antigen antibodies (ENA): ENA-Antikdrper sind eine Gruppe von Autoantikérpern, die gegen

Mixtral- verschiedene Kernantigene gerichtet sind, wie Sm, RNP, SSA und SSB. Sie werden bei verschiedenen Autoimmunerkrankungen

wie SLE, Sjégren-Syndrom und Mixed Connective Tissue Disease (MCTD) gefunden.

8x7B 5. HumFaniczischeskih citrullinated peptide antibodies (ACPA): ACPA wird bei rheumatoider Arthritis (RA) gefunden und ist
spezifisch fur diese Erkrankung.
6. HiJo-1i{&: Jo-1-Antikorper werden bei einer Untergruppe von Autoimmunerkrankungen gefunden, die als polymyositis und
dermatomyositis bekannt sind.
7. HiScl-704714&: Scl-70-Antikérper werden hauptséchlich bei Sklerodermie gefunden.
Diese Selbstantikérper konnen bei der Diagnose von Autoimmunerkrankungen bei Kindern hilfreich sein, obwohl sie nicht immer
spezifisch fur eine bestimmte Erkrankung sind und andere diagnostische Tests und klinische Bewertungen erforderlich sein
kénnen.
ILEREMRRI B STARERSE:
LyughE (ANA) @ R—HMBESHE, TRUSNEISTE SRaitiRm, BENEMATR. RERIRRES.
2. GURHEDNAGLEE (ds-DNA) : 2—FMBESHE, TRNERGEHAIRESH S RRENTRR.
3. fsmints: E—MBESHE, TMENERGEEALIRES B S REERR.
4 FISSAILIER: B—FESHTAE, TRNE TRESES B SRR EER.
5. PSSR B—FESIUA, TRENEITREEMEFASEREEER.
X B SRERE T R BEE SN L EREERRNABEMTEERE, FHEHERAETAIR.

PULSE-20B (The autoantibody tests for pediatric rheumatic diseases include:

Antinuclear antibody (ANA): It is an autoantibody that can detect multiple autoimmune diseases, including rheumatoid arthritis,
systemic lupus erythematosus, etc.

Anti-double-stranded DNA antibody (ds-DNA): It is an autoantibody that can detect autoimmune diseases such as systemic lupus
erythematosus.

Anti-Sm antibody: It is an autoantibody that can detect autoimmune diseases such as systemic lupus erythematosus.

Anti-SSA antibody: It is an autoantibody that can detect autoimmune diseases such as Sjogren's syndrome.

Anti-SSB antibody: It is an autoantibody that can detect autoimmune diseases such as Sjégren's syndrome.

These autoantibody tests can help doctors diagnose the type and severity of pediatric rheumatic diseases and formulate
corresponding treatment plans.)

Figure 9: Answers and explanation notes of an exemplar essay/short-answer question.
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B, F-WE—, 24F, 3XRK, £FI8NNRIRE, FHETHNE. R, HtF, 4512/ \HERE BIARCKEE. &6
RESF, RRk. PEEEEE, OMACKRAFE, BEER, FT3em, BiELER. EMABLFK 342umol/L, EHFABLIF 18umol/L, MLAEH
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(Male infant, first pregnancy and first delivery, 40 weeks gestation, 3 days old. Jaundice was found 18 hours after birth and progressively worsened. The infant

Questlon has a good response and appetite for breastfeeding. Meconium passed 12 hours after birth, and the stool has turned yellow. Physical examination: good
response, severe jaundice of skin and sclera, no abnormality in heart and lung examination, abdomen is flat and soft, liver palpable 3cm below the rib cage, no
exudate from the umbilical cord. Blood test results: bilirubin 342pmol/L, direct bilirubin 18umol/L, hemoglobin 135g/L. The blood type of the infant is "A" and
the mother's is " Antibody release test is positive. Questions:

What is the most likely diagnosis for this infant?
What is the cause of this disease?
Briefly describe the treatment methods for this disease.)
—. ZBILISHTAH L)L ABO SR MEE.
= RENERXFRETERAARENE M) LA RBNETRESREHENESE, RIS EAN AR A B AR AR LOEER
SHEMMRAS K £, ) )
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RMmEE. RFE YERM HRES
Answer (1.The diagnosis for this infant is ABO hemolytic disease of the newborn.
2.The cause of this disease is that the dominant fetal red blood cell blood group antigen, which is inherited from the father but not possessed by the mother,
enters the mother's body through the placenta, stimulating the mother to produce corresponding blood group antibodies. These antibodies then enter the fetal
blood circulation through the placenta, binding with sensitized red blood cells and causing hemolysis.
3.The treatment methods include: (1) Phototherapy to reduce unbound bilirubin in the serum; (2) Medication such as albumin supplementation, acidosis
correction, and liver enzyme inducers; (3) Blood exchange therapy; 4) Other treatments: prevention of hypoglycemia, hypothermia, correction of anemia,
hypoxia, etc.)
ZEILRTTRNSHEN£)LENE, FRRSRNERESIRNREKERAN, BT ERERTE. BWaT. RIUTES.
Fa)UAMRERTERNAAE S RMEKREEMEEM, KK ENABOMAREHEN, RAOMAER DN, BILERTHIEE. RM. T8
MASER, ABOETIEAARITE. BWAT. RirES,
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225905657 BRCESHELMIRE R TTRAL MIIE, YERM. FEESFTREFERE.
3Ry mERRL oK FiBid342umol/LES, FTHEATHRMINST %
The most likely diagnosis for this infant is hemolytic disease of the newborn, which is caused by the incompatible blood types between the mother and the
Qizhen-13B infant leading to is.oirr’mune_hernolysis. The treatrr?ent methods include phototherapy, medicatio'n, and bloqd exch_an_ge therapy. )
Neonatal hemolytic disease is caused by incompatible blood types between the mother and the infant, leading to isoimmune hemolysis. ABO blood type
incompatibility is the most common clinically, while Rh blood type incompatibility is less common. Infants may experience symptoms such as jaundice, anemia,
hepatomegaly, and splenomegaly after birth. The treatment methods for this disease include phototherapy, medication, and blood exchange therapy.
Phototherapy: Phototherapy can be selected when the serum bilirubin level is between 151 and 342 pumol/L. However, phototherapy is contraindicated when
the serum bilirubin level exceeds 342 pmol/L.
Medication: Intravenous injection of erythropoietin can promote red blood cell proliferation and correct anemia. Liver enzyme inducers can reduce the burden
on the liver.
Blood exchange therapy: Blood exchange therapy can be performed when the serum bilirubin level exceeds 342 umol/L.
L RUREMNISERNE LA ESE. RREATHE/LFRNEATEAE, SEETRERESHE, NhsIERE. RETERRSRE. B
B, BAERBITRRS.
2 RRTHRREER. AEBR. BRENRBITRRS.
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The most probable diagnosis is neonatal hepatitis syndrome. This condition is caused by the incomplete development of the liver function in newborns,
Bianque(7B) resulting in the inability of bile to be discharged normally, thus leading to jaundice. The causes may include viral infection, bacterial infection, inherited
metabolic diseases, etc.
The potential causes may include viral infection, bacterial infection, inherited metabolic diseases, etc.
The treatment methods include medication and nutritional support. The specific treatment plan needs to be determined based on the specific condition of the
infant.
The above are some possible diagnoses and treatment methods, but the specific treatment plan needs to be tailored to the infant's specific condition. It is
recommended that you seek medical attention as soon as possible and allow a professional doctor to conduct the diagnosis and treatment.
—. ROURMNISHENEUREERE (BALMEE) .
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Baichuan2- | the most likely diagnosis is neonatal pathological jaundice (breast milk jaundice).

ISB-chat The cause is the contact between the mother's and fetus's blood through the placenta during the fetal period, which prompts the fetus to produce an immune
response against the mother's antibodies. This results in the newborn's antibodies binding with those in breast milk after birth, blocking bilirubin metabolism
and causing jaundice.

The treatment method involves suspending breastfeeding and switching to other formula milk to reduce the concentration of antibodies in breast milk and

promote the regression of jaundice. At the same time, the changes in jaundice and the recovery of liver function in the infant should be observed.
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=, ZRHRERABOMEA S5 B R MA ARG AN,

=, REATESRE: Lty BUEERERMMBBIRKT. 2 RREART: ROBNRE. 3. %MTE: EFEBRT, Bidk
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1. The most likely diagnosis for this child is hemolytic disease of the newborn.

II. The etiology of this disease is hemolysis caused by ABO blood group incompatibility between the mother and the child.

1ll. The treatment methods for this disease include: (1)Phototherapy: Lower serum bilirubin levels through blue light irradiation. (2)immunoglobulin therapy:
Reduce hemolytic reactions. (3)Exchange transfusion: In severe cases, lower bilirubin levels and reduce the degree of hemolysis through blood exchange.
(4)Supportive treatment: Includes maintaining water-electrolyte balance and nutritional support.

*Note: The green font represents the key correct part of response, while the red font indi the part of resp thatis

i REFRRREZFHXBERBS, AEFERREZAE HBNBD .

ly incorrect.

Figure 10: Answers and explanation notes of an exemplar case analysis question.

21




	Introduction
	Related Work
	The PediaBench Dataset
	Question Types
	Data Collection and Processing
	Dataset Statistics
	Evaluation Criteria

	Experiments
	Experimental Setup
	Evaluation Results

	Conclusion
	Question Types in Medical Exams
	Comparison of LLMs
	Prompts
	Prompt for Disease Group Classification
	Prompt Templates for LLM Evaluation

	Additional Results for Performance on Different Disease Groups
	Examples of Model Responses
	True-or-False Question
	Multi-Choice Question
	Pairing Question
	Essay/Short-Answer Question
	Case Analysis Question


