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Abstract

The generalization bound is a crucial theoretical
tool for assessing the generalizability of learning
methods and there exist vast literatures on general-
izability of normal learning, adversarial learning,
and data poisoning. Unlike other data poison at-
tacks, the backdoor attack has the special property
that the poisoned triggers are contained in both
the training set and the test set and the purpose
of the attack is two-fold. To our knowledge, the
generalization bound for the backdoor attack has
not been established. In this paper, we fill this
gap by deriving algorithm-independent general-
ization bounds in the clean-label backdoor attack
scenario. Precisely, based on the goals of back-
door attack, we give upper bounds for the clean
sample population errors and the poison popula-
tion errors in terms of the empirical error on the
poisoned training dataset. Furthermore, based on
the theoretical result, a new clean-label backdoor
attack is proposed that computes the poisoning
trigger by combining adversarial noise and indis-
criminate poison. We show its effectiveness in a
variety of settings.

1. Introduction

The generalization bound is a key theoretical tool for assess-
ing the generalizability of a learning method. Let F be the
classification result of a neural network F. Then the main
purpose of a learning algorithm is to minimize the popu-
lation error on the data distribution Dg, i.e. £(F,Dg) =
E(z,4)~Ds [1(F(z) # y)]. On the other hand, the train-
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ing procedure can only minimize the empirical error on
a given finite training set Dy, i.i.d. sampled from Dg, i.e.
Ey)en. [1F (@) # 9)] = po Leyen, 1F (@) #
y). A theoretical way to ensure generalizability is to control
the generalization gap between population error and empir-
ical error, and an upper bound of such a gap is called the
generalization bound. The learning algorithm has general-
izability if the generalization bound approaches zero when
the size of the training set is sufficiently large.

Classic generalization bounds were given in terms of the
VC-dimension or the Rademacher complexity (Mohri et al.|
2018). Recently, algorithm-independent generalization
bounds depending on the size of the DNNs were given
(Harvey et al., 2017} |Neyshabur et al.,|2017; Bartlett et al.,
2019). Algorithm-dependent generalization bounds were
given in the algorithmic stability setting (Hardt et al., 2016
Kuzborskij & Lampert, 2018} |Xing et al., 2021} Xiao et al.}
2022)) as well as in the optimality setting of the training algo-
rithm (Arora et al.,[2019;|Cao & Gul[2019; Ji & Telgarsky,
2020)), for normal training as well as adversarial training.

However, these generalization bounds are for clean training
dataset and cannot be applied to poisoned training dataset,
because poisoned datasets do not satisfy the i.i.d. condition,
which is necessary for generalizability. There exist works
in generalizability under data poisoning attack. Wang et al.
(2021)) showed optimal convergence of SGD under poison
attack for depth two networks. |Hanneke et al.[(2022) gave
the optimal learning error for certain poison attack.

Unlike other poison attacks, the backdoor attack has the
special property that the poisoned trigger is contained both
in the training set and in the test set and its goal is two-
fold: to keep high accuracy on clean data and output given
label for data containing the trigger. As far as we know,
generalization bound under backdoor poison attack has not
yet been established. In this paper, we give generalization
bounds in the clean-label backdoor attack setting and use
the bounds to design more effective poison attacks.

Clean-label backdoor attack is an important poisoning attack
method (Turner et al., 2018 Barni et al., [2019;|Saha et al.|
2020; Liu et al., [2020; Doan et al., 2021a;Ning et al., |2021}
Zeng et al. 2022), where poison triggers are added to a
subset of the training set Dy, without altering their labels to
obtain the poisoned training set Dp. The goal of the attack
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is two fold: the networks trained with Dp maintain high
accuracy for clean data, but classify any input data with the
trigger as a targeted label [,,. In this paper, we consider the
same setting as (Doan et al.,[2021ajb), that is, sample-wise
poison P(x) is used not only for poison perturbations during
the training phase, but also as the trigger for attacks during
the inference phase. Based on the goal of the clean-label
backdoor attack, in this paper, we consider three questions.

Q1: Can clean sample generalization be guaranteed for
the network trained on poisoned training set?

To answer the above question, we need to bound the
population error with the ergpirical error on Dp, that is,
E(F,Dp) = Ey)ep,[1(F(z) # y)]. Such a bound is
given in the following theorem.

Theorem 1.1 (Informal). Let F be any neural network with
fixed depth and width, N = |Dy;|, and no more than o
percent of the samples labeled l,, in Dy, are poisoned. Then
with high probability, we have

5(.7:, Ds) < %5(]‘-, DP) + O(\/%)

Theorem guarantees clean sample generalization and
answers Question Q1. It also indicates that generalizability
is affected by the poisoning ratio. The main challenge in es-
tablishing Theorem [I.1]is that data in D p are no longer i.i.d.
sampled from Dg, so the classical generalization bound
cannot be used to obtain Theorem [I.T]directly.

Q2: How to ensure that the network trained on the
poisoned dataset classifies any data with the trigger as
the target label?

To answer this question, we need to bound the poison gen-
eralization error B, ) p[1(F (x4 P(x)) # y)] by the
empirical error on Dp. If (z, lp) € Dy, is poisoned to
(x +P(z),l,) € Dp, then minimizing empirical error on
Dp will naturally cause the network to classify = + P(x)
as [,,. The main challenge is that in the clean-label attack, if
(z,y) € Dy and y # 1, then (x + P(x),l,) is not in Dp,
so minimizing empirical error on Dp may not cause the
network to classify  + P(z) as [,,. This challenge implies
that the poison generalization error cannot be controlled by
the empirical error on Dp in the general case. However, if
P(x) satisfies some conditions, we can establish the desired
bound, as shown in the following theorem.

Theorem 1.2 (Informal). If P(x) is the adversarial noise
of a network trained on clean training set Dy, P(x) is
similar for different x, and P(x) is a shortcut, then with
high probability, the following result holds

E(4,y)~ps [L(F( + P(2)) # 1,)]
< O(iE(%y)EDP [LCE(]:(JZ),Z/)]),

where certain small quantities are included in O, and Lo
is the cross-entropy loss.

We further show that the conditions of Theorem [[.2] can
be satisfied and the poison generalization error approaches
zero when the empirical error on Dp is small and | Dy, | is
large, which establishes the generalizability for the attack
and answers Question Q2 (see Section |4.3).

Q3: The backdoor attack algorithm guided by the gen-
eralization bound.

Theorem [I.1] shows how the poisoning ratio affects the ac-
curacy of clean samples, and we do not have special require-
ments for the trigger itself. Theorem[I.2]indicates that if the
trigger satisfies certain conditions, the poison generaliza-
tion error can be controlled. Motivated by the conditions in
Theorem|[I.2] we propose a new clean-label backdoor attack
which has certain theoretical guarantee. By (Yu et al., 2022)),
the indiscriminate poison can be considered as shortcuts, so
according to the conditions in Theorem[I.2] we use a certain
combination of adversarial noise and indiscriminate poison
as a trigger, and then we experimentally demonstrate that
our backdoor attack is effective in a variety of settings.

2. Related Work

Generalization bound. Generalization bound is the central
issue of learning theory and has been studied extensively
(Valle-Pérez & A. Louis, [2022)).

The algorithm-independent generalization bounds usually
depend on the VC-dimension or the Rademacher complexity
(Mohri et al., 2018). In (Harvey et al.,[2017; [Bartlett et al.,
2019)), generalization bounds for DNNs were given in terms
of width, depth, and number of parameters. In (Neyshabur|
et al.,2017; Barron & Klusowskil, 2018 |Dziugaite & Royl
20175 Bartlett et al., 2017; |Valle-Pérez & A. Louisl| 2022),
upper bounds of the generalization error under various cases
were given. In (We1 & Ma, [2019} |Arora et al., 2018), some
tighter generalization bound of networks was given based on
Radermacher complexity. [Long & Sedghi| (2019) gave the
generalization bound of CNN, |Vardi et al.| (2022) gives the
sample complexity of small networks, Brutzkus & Glober-
son| (2021)) studied the generalization bound of maxpooling
networks.

Algorithm-dependent generalization bounds were estab-
lished in the algorithmic stability setting in (Wang & Ma,
2022; |[Kuzborskij & Lampert, 2018} [Farnia & Ozdaglar,
2021} |Xing et al., 2021} Xiao et al., 2022 Wang et al.| [2024)
both for the normal training and for the adversarial training.
(Farnia & Ozdaglar, 2021} Xing et al., 2021 Xiao et al.|
2022). [Li et al.[(2023)) studied the generalization bound of
transformer. In (Arora et al.,[2019;|Cao & Gu, [2019; )1 &
Telgarskyl |2020), the training and generalization of DNNs
in the over-parameterized regime were studied.

For generalization under data poisoning, Wang et al.|(2021)
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analyzed the convergence of SGD under poison attacks for
two-layer neural networks, and Hanneke et al.| (2022) gave
the optimal learning error under poison attack when there is
only one target sample. In (Bennouna & Van Parys, [2022;
Bennouna et al.,|2023)), generalization bounds were used to
design new robust algorithms under the data poisoning.

Our result is different from these works and cannot be de-
rived from them. First, our bounds are for general networks
and algorithm-independent. Second, the backdoor attack
has the special property that the trigger occurs in both the
training phase and the inference phase. Third, the purpose
of the attack is two-fold, whereas other poisoning attacks
have a single goal.

Backdoor attacks and defenses. In general, backdoor
attacks alter the training data to introduce a trigger that in-
duces model vulnerability (Chen et al.| 2017; Zhong et al.,
2020; L1 et al., 2020;[2021}; Doan et al., 2021al), where the
labels can changed. Highly relevant to our work is a sub-
set of backdoor attacks called clean-label backdoor attacks
(Turner et al.l [2018; [Barn1 et al.l, 2019; [Liu et al., [2020;
Saha et al.| [2020; Ning et al., [2021; Zeng et al.| 2022} [Souri
et al.| [2022)), where modifications to training data cannot
alter the label. The real-world attack was considered (Chen
et al., 2017} [Bagdasaryan & Shmatikov,|[2021). Backdoor
detection methods (Huang et al., [2019; [Kolouri et al.,|2020;
Hayase et al.| 2021; Zeng et al., |2021b)) and backdoor miti-
gation methods were proposed to defend against backdoor
attacks in (Liu et al.| 2018; Wang et al., 2019; |Zeng et al.,
2021a). Most existing backdoor attacks are mainly based
on empirical heuristics, while our attack is based on gener-
alization bounds and has certain theoretical guarantees.

3. Notation
3.1. Basic Notation

Let the data satisfy a distribution Dgs over S x [m], where
S C [0,1]™ is a set of image data and [m] = {1,...,m}
is the label set. Let Dy, = {(;, y;)}Y, be the training set
with N samples that are i.i.d. sampled from Ds. Let F :
S — R™ be a neural network with Relu as the activation
function and Softmax added to the output layer. So, we
have F : S — [0,1]™. For any network F, let F(z) =
argmax]” ; F;(z) be the classification result of F, where
Fi(z) is the {-th component of F(z). Let Hy, p be the set
of neural networks with width W and depth D. For a given
network F, define hr(z,y) = Fy(xz) € S x [m] = [0,1].
Let HW,D,l = {h}-(:v,y) || F e HW,D}-

Let Rad? (#) be the Rademacher complexity of hypothesis
space H under distribution D with k samples, that is:

k

. O’T;h €Ty
RadP () = B e B [sup =170
heH

where o = (0;)F_, is a set of random variables such that

3.2. Backdoor Attack

In a clean-label backdoor attack, let P(z) : R™ — R" be
the trigger of the sample x, [,, be the target label, a be the
poisoning rate of the target label. The exact procedure for
poisoning is as follows.

Create a clean label poisoned training set Dp. Firstly,
randomly select o percent of the samples labeled I, in
Dy to form a dataset Dyyp; then let Dy = {(x +
P(z),lp) |l (z,1p) € Dous} be the set of poisoned samples
and Dejean = Dir \ Dsup be the set of clean samples; finally,
let Dp = Dejean U Dpoi be the poisoned training set.

Let Df; be the distribution of the samples with label [,,, that
is, for any set A

P iy (5:) € 4) = Plo o, (2,9) € Aly = 1)

The goal of clean-label backdoor attack. Let F be a
network trained on the poisoned training set Dp. The goal
of clean-label backdoor attack is two fold:

(1) F should ensure high accuracy on clean samples, that is,
minimize the clean population error

E(F,Ds) = E(u s [L(F(z) # y)).

(2) For any clean sample x, F should classify « 4+ P(x) into
label [,,, that is, minimize the poison population error

Ep(F,Ds) = E(x,y)NDs[l(f(w +P(x))) # Ip)]-

To achieve the goals of the clean-label backdoor attack, we
need to give upper bounds for the clean population error and
the poison population error in terms of the empirical risk or
the empirical error over the poisoned training set:

R(fa DP) = IE(z,y)EDP [LQ\E<f(x)7y)]
E(F,Dp) = E@ e, [1(F(z) # y)]-

4. Generalization Bounds under Poison

In this section, we derive generalization bounds under clean-
label backdoor attack.

4.1. Clean Generalization Error Bound

In this subsection, we give an upper bound of the clean
population error based on the empirical error on Dp, which
implies Theorem (1.1

Theorem 4.1. Let N = |Dy,|. Then for any 6 > 0, with
probability at least 1 — 0 — O(%), the following inequality
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holds for any F(z) € Hw.p
E(F,Ds) < 422E(F,Dp)

mWw?2D?2 1n(2/6) (1)
+O N(1—a)? + \/N 1—a)

Proof idea. In the backdoor attack, only a portion of the
data is poisoned, so we can select a subset from the training
set Dp, whose elements are i.i.d. sampled from distribution
Ds. Then use the classical generalization bound in Theorem
to estimate the generalization bound under this subset.
The proof and a generalized form of Theorem[d.1]is given
in the Appendix [A]

The generalization bound (1}) implies that for fixed o, W, D,
when N is large enough, the attack has generalizability in
the sense that a small empirical error on D), leads to a small
population error. From (T)), we also see that the poison ratio
« affects the population error: a smaller « leads to a lower
population error, as expected.

Remark 4.2. Generalization bounds are usually given as
upper bounds for the generalization gap: &(F,Dg) —
E(F, Dy;). The generalization bound (TJ) cannot be written
in this form, but it can be used to establish generalizability
as just explained above.

Remark 4.3. The population error in also depends on
P(«) implicitly, because the empirical error is affected by
P(z). We will show that certain P(z) can result in a large
poison empirical error in Appendix

Remark 4.4. In Appendix [C| we show that O(ﬁ) is the
optimal bound for the generalization gap between the pop-
ulation error and the empirical error if there is no special
restriction on the distribution and hypothesis space.

4.2. Poison Generalization Error Bound

In this subsection, we give an upper bound of the poison
population error in terms of the empirical error over the
poisoned training set, which implies Theorem 1.2}
Theorem 4.5. Letr N = |Dy,|. For any F(z),G(z) €
Hw,p, if trigger P(x) meets the following three conditions
for some e > 0,7 >0,\> 1.
() Ey, ) Gy + P@)] < e

z,y)~Dd
(c2): ]P)(m,y)NDs (P(LB) € A‘y # lp) < A P(xvy)NDS
(P(x) € Aly = 1,,) for any set A,
(€3): Egnps [|(F=G)1p (P(2)) — (F —
7, where (F — G) i, (x) = Fi.(z) — G
then with probability at least 1 —§ — O(
inequality holds for F:

Ep(F, Ds) < AO(%(E(z yyepp [Lop(F(z),y)]
+Rad (’HWD1))+\/%+6+T+¥).

Q()z,,)(x”’(ﬂﬁ))l} <
i)/N) the following

@)

Proof idea. First, estimate E_., [F, (2 + P(z))] by the

S
empirical error, which is similar to Theorem 4.1 Second,

estimate Ep, [, (P(2))] by E i, [Fy (2 + P(2))] and use
S

the following method: E_i, [Fy(z + P(z))] e (1)),
S

ED? [Fi, (P(x))] use (e2), Epg[Fi, (P(x))]. Finally, use
(c3) to estimate Ep(F, Ds) by Epg[F;, (P(x))]. An intu-
itive explanation of the proof is given in Appendix [A.T] The
proof and a generalized form of Theorem 4.5]are given in
Appendix

Remark 4.6. Itis clear that making the poison generalization
error small by just adding the trigger to a small percentage
of training data can only be valid under certain conditions. A
key contribution of this paper is to find conditions (c1), (c2),
(c3) in Theorem[4.3] In the next subsection, we will explain
these conditions and show that it is possible to establish
generalizability of the poisoning attack with Theorem 4.5

Remark 4.7. Rad® N (’HW p,1) in inequality (2)) is not easy
to calculate in terms of W, D, N, but we can demonstrate
that if NV is sufficiently large, this value will approach to 0
in most cases, as shown in Appendix [D.3]

Remark 4.8. Please note that the right-hand side of inequal-
ity (@) is the empirical risk R(F, Dp) but not the empirical
error £(F,Dp). This is due to some scaling techniques
used in the proof, which is reasonable. In order to achieve

“victim network classifies  + P (z) as class {,,”, the victim

network must learn the poisoned data Dp very well, just
classifying the poison data correct is not enough.

4.3. Explaining the Conditions in Theorem [4.5|

In order to make the bound 2] small, the value of € and T
need to be small and )\ need to close to 1. In this section,
we show that how these values in the conditions (c1) to (c3)
could be small.

How ¢ could be small? By condition (c1), since G, (x)
represents the probability that the network G classifies x as
y, to make € small, we only need to take the trigger P(z)
as adversarial noise of the network G trained on the clean
dataset. In other words, if P(z) is adversary of x of a
network trained on clean data, then ¢ is small.

How ) could close to 1? By condition (c2), the upper bound
is proportional to A, so we hope to have a small \. When
P(z) is the same for all 2, we have A = 1. So, to make A
close to 1, P(x) need to be similar to 2 with different labels.

How 7 could be small? Condition (c3) is not intuitive.
In the rest of this section, we give a condition for 7 to be
small. We give a simplified version of the proposition and
definition for easier reading. For a formal description, please
refer to the Appendix

Intuitive speaking, if F is a network trained on Dp, then the
meaning of (c3) is that the backdoor part (i.e. F — G) gives
the similar outputs for P(z) and x + P(z). This is simi-
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lar to some conclusions in the indiscriminate poison(Zhu
et al.,[2023b; Huang et al., [2021)), and by(Yu et al., [2022]),
indiscriminate poison can be considered as shortcut. These
encourage the trigger to be shortcut. We will show that,
under some assumptions, making P(x) to be shortcut can
ensure condition (c3). First, we define the shortcut.

Definition 4.9 (Binary shortcut, Informal). P(z) is called
a shortcut of the binary linear inseparable classification
dataset D = {(z;, 1)}, U {(z;,0)}Y°,, if Dp =
{(zs, D}, U{(@i + P(24),0) )0, is linear separable.

Definition 4.9 means that shortcut is a poison which makes
the poisoned dataset to be linear separable. Finally, we will
show that, when P(x) is a suitable shortcut, there exists an
upper bound for E,ps[|(F —G)i, (P(x)) = (F = G), (x+
P(x))|], which implies that (c3) in Theorem [4.5| can be
satisfied with a small 7.

Proposition 4.10 (Informal. The exact form and proof are
given in Appendix . Following Theoremand let Dy =
{(@,0)[(%,y) € Dix \ Detean’}t U {(z, 1)|[(%,y) € Detean}-
Under certain mild conditions, if P(x) is the shortcut of the
dataset D'» and N is big enough, then with high probability,
for some F € Hw,p satisfying F,(x) > 1—eforV(x,y) €
Dp and G € Hw,p satisfying G,(z) > 1 — € for ¥(z,y) €
Dur, we have Es .o, [|(F — O, (P(2)) — (F — G, (o +
P(x))[] < O(e).

So, let P(x) be shortcut of Dy, then, by Proposition
it 7 € Hw p fits Dp well and G € Hy,p fits Dy, well, or
empirically, F(G) is well trained on dataset Dp(Dy,), then
condition (c3) holds for a small 7.

Remark 4.11. For condition (c3) in Theorem [4.3] we need
to clarify that although F = G implies (c3) for a small 7,
but 7 is small does not equivalent to 7 ~ G. Moreover,
using F =~ G instead of (c3) can also make Theorem [4.3)]
valid because it can derive (c3). But this is not a good idea,
because F ~ G makes F satisfying (c1), and then F(x +
p(x)) always does not output label [, when = ~ Dg”. So for
the poisoned data in the poisoning dataset, F cannot output
the correct labels, leading to a larger empirical error on the
right-hand side of equation (2)), and consequently leads to
a big poison generalization error upper bound. Obviously,
what we need is a small poison generalization error upper
bound but not a big one, so we cannot only consider F = G.

5. Method

In this section, we will propose a new clean-label poison
attack based on Theorems [.1] and There exists no
requirement for the trigger P(x) in Theorem SO we
only need to make the trigger approximately satisfy the
conditions of Theorem Our method thus has certain
theoretical guarantee.

From Section 4.3] in order to satisfy the three conditions
in Theorem P(z) need to be (1) adversarial noises for
the clean-trained network, (2) shortcut for a specifically
designed binary dataset, (3) similar for different samples.

Remark 5.1. The effectiveness of adversarial and shortcut
in creating backdoor has already been demonstrated em-
pirically in previous work. On the other hand, our theory
provides a more informed approach to using these methods.

Based on the above three requirements just mentioned, we
design the trigger as follows:

(M1): Obtain adversarial disturbance: For any given clean
sample z, use PGD on the network trained on Dy, to find
adversarial noise x,q4, of x.

(M2): Obtain shortcut disturbance: For any given clean
sample x, use min-min method (Huang et al.,[2021) under
the clean training set to find the shortcut s, of z. In (Zhu
et al.| |2023b)) it has been shown that the shortcuts created
by the min-min method are indeed similar for different x,
thus satisfying condition (c2) automatically.

(M3): The trigger of x is designed to be P(x) = Uz qqy +
(1 = U)zseut, where U € {0,1}™ is a mask. We combine
such two disturbances in this way because: (1) make the
trigger both adversarial and shortcut; (2) make the triggers
have a certain degree of similarity for different x, using the
fact that the part of (1 — U)x ey in trigger is similar for
different x. It is worth mentioning that making x4, similar
for different x is difficult, so creating a trigger by Az 44, +
(1 = A& scur Will not be effective to ensuring similarity.

The mask U in (M3) is constructed as follows. The upper
left corner is 0 and the other part is 1. On the basis of expe-
rience, it is necessary to disturb the key parts of the image
to create adversarial samples, so we use a large portion to
create adversaries. But the cost of the shortcut is relatively
low, so we just use a small place to create the shortcut.

Algorithm [I] provides detailed steps for creating the trigger,
where - is element-wise product.

In Algorithm[I} 7 is used to create adversarial disturbance
and F5 is used to create shortcuts. When we complete step
S3 in the algorithm, we will save F; and F>, and for any
sample (x,y), we directly generate P(x) using S4. Some
poisons obtained using Algorithm|[I]are shown in Figure[T]

6. Experiments

In this section, we empirically validate the proposed back-
door attack on benchmark datasets CIFAR10, CIFAR100
(Krizhevsky et al.;|2009), SVHN and TinyImageNet(Le &
'Yang, |2015)), and against popular defenses. We also conduct
ablation experiments to verify our main Theorems {.T]and
A.3] All experiments are repeated for 3 times and report the
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Algorithm 1 Method of Creating the Trigger:
Input:
An initialized network F; : R™ — R™;
An initialized network F» : R” — R?;
A clean dataset T' = {(z;,y;)}Y, C [0,1]" x [m];
A mask vector U € {0,1}";
The poison budget 7;
Victim dataset {(z¢, y?)}) ;.
Output:
Trigger {P(x?)})_, for all victim data {(z?,3?)}.
S1 Use T to train the network F;.
S2 Let Ty = {}, for each (x,y) € T
let 240 = x + U - argmax;.| <, L(Fi(z +¢€),y)
add (z44v,0) and (x,1) to T7.
S3 Use T} to train the network F> as follows:

L(Fo(x +e(z,9)),v)

min
2
(z,y)€T

where e(x,y) = 1(y = 0) - (1 — U) - argmin L(Fz(z +

llell<n
(1-0U)-¢),y).
S4 For any victim data (z7, y?), we calculate P(z?) as
following:
z, =z + U -argmax . <, L(F1(z] +¢€),97);
P(a}) = (zg — a})+
(1 -=U)-argmin L(F2(2? +¢- (1 —U)),0).

llell<n
Output: Trigger {P(x?)}),.

average values. Furthermore, we make our attacks invisible
by limiting the Lo, norm of trigger. Details about the ex-
periment setting can be found in Appendix Code is in
https://github.com/hong-xian/backdoor-attack.git.

6.1. Baseline Evaluation

In this subsection, we study the effectiveness of our back-
door attack. For backdoor attacks, the goal is to misclassify
the samples with trigger into a specified target class {,,. Un-
less said otherwise, we set the target label [, as 0 in this
paper. In addition to evaluating the test accuracy and attack
success rate (ASR), we also measure the accuracy of the
target class 1, to analyze the impact of the attack on the
target label.

Table [T] shows the result on CIFAR-10 when perturbing
1% of training images, with each perturbation restricted
to a radius /,,-norm 16/255. We observe that the ASR
exceeds 90%, while the poison has negligible impact on
both the test accuracy and the target class accuracy. In Table
[l we observe that the proposed attack remains remarkably
effective even when the poison budget is very small. More
experiments on different poison budgets and norm bounds

Figure 1. From top row to bottom row are respectively the clean
images, normalized triggers (original trigger has Lo, norm bound
16/255), poison images. Due to the selection of U, the upper left
corners of the poison images are similar, while the other parts are
used to generate adversaries.

can be found in Table [8] About transferability of attack
and whether the victim network has learned the feature of
trigger, please refer to the Appendix [F-3]

Table 1. Baseline evaluations on CIFAR-10. Perturbations have
loo-norm bounded above by 16/255, and poison budget is 1% of
training images. Res means ResNet18, VGG means VGG16, WR
means WRN34-10.

Model Res VGG WR

Clean model acc (%) 93 92 94
Poisoned model acc(%) 91 91 92
Clean model [,, acc(%) 94 92 95

Poisoned model [, acc(%) 93 91 93
Attack Success Rate(%) 93 91 90

Table 2. The eftect of poison budget on CIFAR-10 with ResNet18.
Perturbations have [~-norm bounded above by 16,/255.

Poison Budget 0.6% 1% 2%

Clean model acc (%) 93 93 93
Poisoned model acc(%) 93 91 93
Clean model [,, acc(%) 94 94 94

Poisoned model [, acc(%) 93 93 92
Attack Success Rate(%) 86 93 94

Attack performance during the training process: To
further validate the efficacy of our attack, we monitor the
evolution of the overall clean model accuracy, the poisoned
model accuracy, and the attack success rate throughout the
training process, as shown in Figure 2] In Figure 2] we
observe that the overall clean model accuracy and poisoned
model accuracy remain very close. The attack success rate
reaches a relatively high level from the very beginning and
gradually converges to remain stable over time. This shows
that our attack method is effective under the premise of
maintaining the accuracy of the model.

Any target label: Note that the success of backdoor attacks
also depends on the choice of target classes, to demonstrate
the general efficacy of our attack for any target label [,,, we
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change [,, from 0 to 9, the result is shown in Figure E} The
results are quite uniform.

6.2. Evaluation on More Datasets

We perform experiments on SVHN, CIFAR-100 and Tiny-
ImageNet. Table (3| summarizes the performance of our
attack on different datasets, where the attacks are tested
on ResNet18 for SVHN and CIFAR-100, and WRN34-10
for TinyImageNet. Each attacker can only perturb 0.8%
of the training images for TinyImageNet and CIFAR-100
and 2% of the training images for SVHN, all perturbations
are restricted to an /o, norm 16/255, and the target label
is I, = 0. Additional experiments on different poison bud-
gets and [o-norm bounds are presented in Table [9]in the
appendix.

Table 3. Evaluations on more datasets. Perturbations have .-
norm bounded by 16,/255, and poison budget is 0.8% for TinyIm-
ageNet and CIFAR-100 and 2% for SVHN.

Datasets Clean acc  Poison acc ASR
SVHN (%) 93 92 79
CIFAR-100 (%) 76 72 92
TinyImageNet(%) 62 60 82

6.3. Compare with Other Attacks

There are several existing clean-label hidden-trigger back-
door attacks that claim success in some settings. We con-
sider the following seven attack methods.

Clean Label: Turner et al. (2018) pioneered clean label
attacks. They first utilized adversarial perturbations or gen-
erative models to initially alter target class images and then
performed standard invisible attacks.

Reflection: |[Liu et al.| (2020) proposed adopting reflection
as the trigger for stealthiness.

Hidden Trigger: Saha et al.[(2020) proposed to inject the
information of a poisoned sample generated by a previous
visible attack into an image of the target class by minimizing
its distance in the feature space.

Invisible Poison Ning et al.|(2021) converted a regular trig-
ger to a noised trigger to achieve stealthiness, but remains
effective in the feature space for poison training data.

Image-specific: Luo et al.| (2022) used an autoencoder to
generate image-specific triggers that can promote the im-
plantation and activation phases of the backdoor.

Narcissus: Zeng et al|(2022) solved the following optimiza-
tion to obtain the trigger P: argming Y L( four(z + P, 1),
where fq,, is the surrogate network.

Sleeper Agent: Souri et al.| (2022) proposed a backdoor
attack by approximately solving the bilevel formulation with
the Gradient Matching method (Geiping et al.l 2020).

To further validate the efficacy of our attack, we compare
our method with other clean label attack methods under the
same settings. Specifically, we limit the L., norm trigger
no more than 16,/255 on both the training set and the test set.
It should be noted that, in some attack methods, the trigger
budget in their original settings may exceed 16/255, so we
also compare under each respective settings. The results are
given in Table[d More results and some details are provided

in Appendix [F3]

Table 4. Attack success rate on CIFAR-10 with ResNet18. Com-
parison of our method to popular clean-label attacks, poison budget
is 1%. The first column is the attack under Lo limitation 16,/255,
the second column is under each respective settings.

Attacks 16/255  Each setting
Clean-Label 23% 96%
Hidden-Trigger  75% 95%
Reflection 54% 90%
Invisible Poison  73% 98%
Image-specific ~ 70% 70%
Narcissus 50% 92%
Sleeper-Agent  61% 1%
Ours 93% 93%

From Table[d] we find that our attack significantly outper-
forms all other methods under the 16,/255 limitation. More-
over, our method has two key advantages: (1) Our method
does not require additional steps. Sleeper Agent and Hidden-
Trigger need a pre-existing patch and Reflection requires
a fitting image; Narcissus needs to magnify the trigger in
the reference phase. (2) Our method does not require large
networks during poison generation, whereas Invisible Poi-
son and Image-specific utilize large generative models to
achieve optimal performance, and Narcissus requires a net-
work trained on a different dataset. See Tables|10land [11]in
the appendix for more results.

Under each respective setting, all results were good, but
many of them no longer meet the 16/255 limitation. Fur-
thermore, some of them need a patch in the trigger like
Clean-label and Sleeper-Agent, and some of them need a
larger disturbance like Reflection and Narcissus.

6.4. Defenses

Many backdoor defenses have been proposed to mitigate
the effects of backdoor attacks. We test our attack and the
attack methods mentioned in section[6.3]against some major
popular defenses. We evaluate six types of defenses:

(1) AT: adversarial training with radius 8/255 (Madry et al.,
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Figure 2. Attack performance during the training process on CIFAR10 with ResNet18 and VGG16. This figure shows the trend of the
poison model accuracy (A), attack success rate (ASR) and clean model accuracy (A.).
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Figure 3. Performance of different target label [,. We show the
poison model accuracy (A), accuracy of target label (A;), attack
success rate (A,) on CIFAR-10, using VGG16 and ResNet18.

2017);

(2): Data Augmentation: (Borgnia et al.}[2021));

(3) Scale-up: contrastive learning (Guo et al.,|2023));

(4) DPSGD: differentially private SGD (Hong et al.,|2020);

(5) Frequency Filter: remove high-frequency parts of images
(Zeng et al.}2021b);

(6): Fine-Tuning: (Zhu et al.,[2023a)).

The defense results are given in Table[5] We can see that
ASR has basically decreased to around 10%, which is the
lowest level because 10% of the samples themselves have
the label 0. This is because we have imposed many restric-
tions on backdoor attacks, as said in Section [F.I} and also
because our theory and construction of trigger are mainly
based on clean training, so our method appears somewhat
fragile under defense; in fact, all attack methods mentioned
in Section appear fragile under defense methods, as
shown in Table

On the other hand, we find that there exists a robustness-
accuracy trade-off across many of these defenses. Although

these defense methods do degrade the attack success rate,
they also cause the accuracy of the model test to decrease.
For defense methods Scale-Up, this method is not stable
and sometimes detects clean samples as poison samples;
for fine-tuning, because a clean training set was used, this
defense method has a very outstanding effect.

Furthermore, we point out that if we incorporate these de-
fense methods into our attack generation to produce corre-
sponding enhanced attacks, we can effectively withstand
these defenses. For defense methods (1), (2), (4) and (5),
we enhance our attack, details are shown in Appendix [F.4]
and get the better result.

6.5. Verify Theorem 4.5

In this section, we verify Theorem[4.5] In Appendix we
verify Theorem

We verify Theoremby showing that any trigger P(x)
that makes the ¢, 7, A in conditions (c1), (c2), (c3) of
Theorem 4.5 small can achieve a high attack success
rate.

To validate our conclusions, we evaluate the following poi-
soning function P(z), refer to Appendix for more de-
tails:

RN: Random noises with L, bound and Ly norm bound;

UA: Universal adversarial perturbations (Moosavi-Dezfooli
et al.,|2017);

Adv: Adversarial perturbations (Szegedy et al., 2013));
SCut: shortcut noise(Huang et al.,[2021);
Ours: Perturbations generated by Algorithm I}

We consider two indicators to evaluate the performance of
poison on conditions (c1) and (c3) in Theorem 4.5}

» Use the validation loss on poisoned data to measure
condition (c1): Vaay = Ez y)~pL(F(z + P(z)),y),
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Table 5. Defenses: The attack success rate(%) and poison model accuracy(%, in bracket) on CIFAR-10 with ResNet18 of our attack and
other attacks against various defense methods. Poison ratio is 1% and perturbation have /..-norm bound 16/255, target label [, = 0.

AT Data Augmentaion
Clean Label(%) 13(83) 17(89)
Invisible Poison(%) 11(84) 30091)
Hidden Trigger(%)  14(83) 25(90)
Narcissu(%) 13(83) 23(90)
Image-specific(%) 10(84) 28(89)
Reflection(%) 13(85) 20(89)
Sleeper-Agent 14(83) 27(87)
Ours(%) 15(83) 40091)
Ours-stronger(%) 34(84) 66(90)

Scale-Up DPSGD Frequency Filter

Fine-Tuning

9(77) 12(78) 12(86) 11(89)
18(80)  18(76) 20(88) 12(90)
3181)  14(75) 20(87) 10(88)
11(83)  15(76) 16(86) 10(89)
22(79)  14(77) 22(87) 12(87)
16(82)  13(76) 37(85) 13(85)
27(79)  15(75) 27(84) 11(89)
32(80)  12(77) 28(88) 13(89)
- 52(80) 62(88) -

where F is ResNet18 trained on the clean dataset.

* Use the binary classification loss to measure
condition (c3) by Proposition Vee =
ming B, ,)op[L(F(@ + P(x),0)) + L(F(), 1),
where F is a two-layer network.

About condition (c2) in Theorem[4.5} for RN and UA, the
poison perturbation is the same for every sample; for SCut
and Ours, the perturbations for different samples are similar
(or at least parts of the perturbation are similar).

Table [6] shows the results. We can see that RN, UA, SCut
with a large budget can achieve good attack performance
because they satisfy conditions (c1), (c2), (c3) in Theorem
@] to certain degree, which validates the effectiveness of
conditions in Theorem[4.5] Moreover, each of V4, and Vi,
is not satisfied, because adversaries alone yield excessively
large V. since adversarial perturbations do not form short-
cuts. Shortcuts alone produce an undesirably small Vg4,
since the shortcuts do not become adversaries. However, by
combining Adv and SCut via our algorithm, we achieve a
significantly improved outcome.

On the other hand, please note Adv attack under the 32/255
budget. Although the Adv attack’s similarity between differ-
ent samples is poor, but its V,4,, and V. is not bad, and its
ASR is about 80%, this indicating that even if the similarity
is not good enough, but the other two indicators are good,
the attack can still be achieved. Therefore, in order to pre-
vent the trigger from being detected due to being too similar,
we can achieve attack effectiveness by reducing similarity
and improving other two metrics.

7. Conclusion

In this paper, we give generalization bounds for the clean-
label backdoor attack. Precisely, we provide upper bounds
for the clean and poison population error based on empirical
error on the poisoned training set and some other quantities.
These bounds give the theoretical foundation for the clean-

Table 6. Values of V,q, and V.; poison model accuracy (Acc);
attack success rate (ASR) on CIFAR-10 test set with ResNet18.
Poison budget is 1%. If not specified, the norm is L.

Poison Type Vado (1) Vse(l) ASR(T) Acc
RN (16/255) 2.40 0.014 2%  91%
RN (Lyg, 200) 3.87 0.004 59%  92%
UA (16/255) 2.92 0.002 51% 91%
Adv (16/255) 8.92 1.27 22% 92%
SCut (16/255)  1.19  10~*  30%  91%
Ours (16/255) 6.53 0.001 93%  91%
RN (32/255) 6.28 10~% 99% 91%
RN (Lo, 300) 6.33 0.003 94%  91%
UA (32/255) 1545  10~%* 9% 9%
Adv (32/255) 16.38 0.35 80%  92%
SCut (32/255) 4.22 10-° 93% 90%
Ours (32/255) 14.65 1074 99% 92%

label backdoor attack in that the goal of the attack can be
achieved under certain reasonable conditions. The main
technical difficulties in establishing these bounds include
how to treat the non-i.i.d. poisoned dataset and the fact that
the triggers are both in the training and testing phases.

Based on these theoretical results, we propose a novel attack
method that uses a combination of adversarial noise and
indiscriminate poison as the trigger. Moreover, extensive
experiments show that our attack can guarantee that the
accuracy of the poisoned model on clean data and the attack
success rate are high.

Limitations and Future Work. The conditions of Theorem
are quite complicated, and it is desirable to give simpler
conditions for the poisoned population error bound in Theo-
rem[.5] The current generalization bounds do not involve
the training process, and algorithmic-dependent generaliza-
tion bounds, such as stability analysis (Hardt et al., [2016)),
should be further analyzed for backdoor attacks.
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Impact Statement

A theoretical basis for backdoor attacks is given. One po-
tential negative social impact of this work is that malicious
opponents may use these methods to generate new types
of backdoor poisons. Therefore, it is necessary to develop
more powerful models to resist backdoor attacks, which is
left for future work.
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A. Proof of Theorem 4.1]

A.1. Prelinimaries

We first give some notation that will be used in all the proofs.
Subdistribution D?;lp. Let D?lp be the distribution of samples whose label is not [, that is,
P gyt (2:9) € A) =P yyons (2, y) € Aly # 1)
for any set A.
Probability of samples to have label y,,. For a fixed p, let
P yyops(y =1p) =nand 0 <n < 1. 3)

General Hypothesis Space. In some theorems, we will consider the more general hypothesis space
H = {h(z.y) : S x [m] - [0, 1]}.

H contains the commonly used hypothesis space { L(F(z),y) : S x [m] — [0, 1]}, where F is the network and L is the
loss function.

We give a classic generalization bound below, which will be used in the proof.

Theorem A.1 (P.217 of (Mohri et al.,[2018)), Informal). Let the training set Dy, be i.i.d. sampled from the data distribution
Dg and N = |Dy,|. For the hypothesis space H = {L(F(x),y) : R" x [m] — [0, 1]} and § € R, with probability at least
1=, for any L(F(x),y) € H, we have

In(1/6
E (o) o5 [L(F(@).9)] < Eguyen, [L(F (), )] + 2Rady® (H) + 4/ 2 @
We prove Theorem [4.1]in three steps given in Sections and[A4] respectively.

A.2. Proof of Theorem [A.2]

We first prove the following theorem, which gives a generalization bound for a more general hypothesis space.

Theorem A.2. Let Dg, Dp, ngp, « be defined in Section @and D?l” be defined in Section Then for any hypothesis
1

space H = {h(z,y) : S x [m] — [0, 1]}, with probability at least 1 — § — 4n+(§n—n)N — nN+14z1nln)’f0r any h € H, it
holds

% D' plr n
B y)~ps [h(2,9)] < F22E 0 ) ep, (A, y)] + 4Rad g (H) + 2 Radyg® (H) + 24/ 35222 ®)

e’

As mentioned previously, the samples in Dp do not satisfy “i.i.d. sampled from Ds”, and we will find a subset of Dg,
whose samples are i.i.d. sampled from Ds. The core of the proof of theorem [A.2]is the following two lemmas, which show
how to select such a subset.

Lemma A.3. Use notations in Theorem Let X be the random variable of the number of samples with label # 1, in Dp.
Let k be a given number in {1,2,...,Nn}. If X > k, we randomly select k samples without label l,, in Dp and let D; be

the set of these samples; otherwise, let D; be the set of all samples without label l,, in Dp. Let Dy satisfy the distribution
Flp #lp
Ds,. Then we have Py.pg (v € A|X > k) = IE”(XkDS € A) for any set A, where XkDS means i.i.d. sampling k data

C £
from distribution Dg " .

Proof. By the Bayesian formula, we have

Poops, (v € AIX > k)
= Punpg, (1 €A X > k)/Poupg, (X > k)
= Ziik ]PzN’DSU (re A X = i)/IPmNDSO (X >k) (6)
S Panps, ( € AIX = i)P(X = i) /Panps, (X > k)
Sk Panpg, (v € AIX = )P(X =i|X > k).
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#lp
We will show that P, p, (z € A|X =) = ]P’(kas € A) for any 7 > k, and hence the lemma.
Since the poison does not change labels, X is also the number of samples without label I, in D;,. Then for any ¢ > &, when
X =i, we will traverse all possible selection methods for D, to calculate Py pg (7 € A|X = i).

Note that the IV samples in D, are i.i.d samples from Dg. We will consider the order of these samples. Let (2, ;) € D,
be the j-th element selected from the distribution Ds. If we add poison to (z;, y,), then it becomes (x; + P(x;),y;) € Dp;
if we do not add poison to (x;, y;), then (z;,y;) € Dp.

Let Dy, C [N]be the set of k such (x,yx) € Dp satisfying yr # [,. By considering all the possible situations of D, ,
we have

PwNDSO (JJ S A|X = ’L)

Prps, (v € A, X =14)/P(X =)

= ZDy;up,\D #lp|=i LNDSO T e AaIDyilp)/P(X = Z)
P(Dy¢lp)

(
= Z'Dy¢l ‘Dy¢] =1 xN’DSO (m € A|Dy¢lp) ]P(X:’L)
- Brps (¢ € Dy ) /O

Dyiy, | Dy, | =1

Thus, for all Dy, satisfying | D, | = 4, we traverse all the possibilities of the sample index {i1,i2,...,%x} selected by
D, and then have

Pynps, (x € AlDy-4,,)
IP’((zl1 Tig e :rlk)EA)

. i1, i €Dy 2y,

= oF -

_ 1 Dy *

- ck Eil;iZa“wikCDy;élp P(Xk € A)
s

— S

= P(X,° €A

where 7; are i.i.d. and C? is the combination number of selecting b samples from a samples. We thus have:

Pyops, (v € AIX = i)

Py~ zeA|D
Dy#h%lDy;ﬂp\:i * D‘SO( | y#lp)

Cx

pZlp
s
_ ZDy;ﬂpJDy#lp\:iP(Xk €A)
= o
pZlr .
= P(X,° €A).

Finally, we have
Pyps, (x € AIX > k)
= zj\’kﬁ»st (€ AX = )P(X =i|X > k)
= zka};;(X,?s € AP(X =ilX > k)
= P € 4) Zi:k P(X =i[X > k)
=P € A).

This proves the lemma. O

#lp

(X
(X D

For samples with label [,,, we have the similar conclusion.
Lemma A.4. Let X be the random variable of the number of samples with label l,, in the set Dp. Let k to be a given

number in {1,2,... [Nn|}. If X > k, we randomly select (1 — )k samples without trigger but with label l,, in Dp, and
let these samples form the set Dy,; otherwise, we select all samples without trigger but with label l,, in Dp, and make these
,DI

samples the set Dl Let Dy, obey the distribution Ds,. Then we have Py.ps (x € A|X > k) =P(X ;% . € A) for any

(1-a)k

set A, where X( )k Means i.i.d. sample (1 — a)k samples from distribution D 2.

Proof. By the Bayesian formula, we have

Pyops, (€ AIX > k) = S Poups, (v € AIX = 0)P(X =i|X > k).

15



Generalization Bound and New Algorithm for Clean-Label Backdoor Attack

The intermediate steps are similar to equation (6)) in the proof of Lemma[A.3] so we omit them.
1

Now we prove P, p (v € A|X = i) = ]P’(X(I; pa € A) for any i > k. Note that the N samples in D;, are i.i.d selected

from Dg. Now we will consider the order of these samples. Let (x;,y;) € Dy, be the j-th element selected from the

distribution Dg. If we add poison to (x;, y;), then it becomes (x; + P(x;),y;) € Dp; if we do not add poison to (z;,y;),

then (z;,y;) € Dp.

For any i > k, when X = 4, there must be |D;, | = (1 — a)k. Let D,—; C [N] be the set of j such that (z;,y;) € Dp
satisfied y; = [,. Now we consider all the possible situation of D,,—,,:

PxNDs (CC S A|X = Z)
= Puups (z€ A, X =14)/P(X =)
2Dyt | Dy |=i a:NDsl (x € A, Dy=y,)/P(X = i) 7)
= Doy P (5 € APy JBDy ) P(X =
= X, | Dy, |=i PonDs, (z € AlDy—,)/C.

Let D;"’:ilp C [N] be the set of j satisfying that z; is a poisoned sample, and D”" POl = [N] be the set of j satisfying
(z5,y;) € Dy,. Itis easy to see that D"O poi ngl C Dy—;,. Then, for any gwen Dy, such that [D,—; | = i, we
traverse all possibilities of D}~ - _and D”O poi to calculate Pypg (7 € A[Dy=y,):

Py~ps, (2 € A|Dy=y,) |
= e geyvpo-e PA IO € RDRY, = fidie,, Dpor = (i} |D, )

l
01 no poi 1—
= Z{lk}k iy mas o P(X(° 0 € AP(DYY, = (i}, Do P = (i} D,y
Dp o1 - ia no poi . (1—«
= ]P(Xu a)k € A) Z{Z iy ma-e P(Di,’:l,) = {Zk}k:DDy:lI; = {Zj}jzl )|Dy:lp)

= P(X L €A).

l
(1 @)
The z; are i.i.d. and C? is the number of combinations to select b samples from a samples. Substituting it into inequality (7),

we have
PZNDsl (ZE S AlX = Z)

= ZDy=lp,\Dy=lp|:i Pyups, (z € A|Dy=,)/Cx
plr

= ZDy:llp,\Dy:lp|:i]P)(X(lia)k € A)/Cy
D p
= P(X[%,, €A).

This is what we want. Finally, we have

Pyps, (x € AIX > k)
= szkPINDS (€ AIX = i)P(X =i|X > k)

D .
YL P(X (% € AP(X =i|X > k)

P
= P(X;%,), €4).

The lemma is proved. O
Now, we prove Theorem [A2]

Proof. By the Bayesian formula, we have
E(2.y)~ps (M2, Y)]

Ployyps (Y = B)E, o W@ 9)] + Payyns (4 # B)E(, )z [z, y)] 8)
ME ozt @]+ A =m)E a0 [, y)).
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Now we will separately estimate E(ac,y)NDzlp [h(z,y)] and ]E(x,y)ND;p [h(z,y)].
Upper bound of ]ET( D2 [h(z,y)]. We give such a bound in the following Results (c1), (c2), and (c3).
z,y)~Dg

Result (c1): Let random variable X be the number of samples with labels not equal to [,, in Dy,.. Then with probability at

least 1 — m we have X > N (1 —1n)/2.

Let Dy = { (21, 9:)}L1. Then X = 3770, 1(ys # 1) so BIX] = B[, 1(yi # 1)) = i, E[L(yi # 1)) = N(1-n),
and the variance V[X] = V[ZN Ly #1,)] = ZZ\L V1(y; # 1,)] = N(1 — n)n, because 1(y; # I,,) are independent
events. By the Cantelli inequality, we have P(X < N(1—17)/2) < VX E [X]V—[icf\]f(l—n)/ﬂ)Q = 4n+1‘tf’7_Nn, and Result (c1)
is proved.

Result (c2): We randomly select N (1 — 7)/2 samples without label [, in Dp and let D, be the set of these samples. If the
number of samples without label [,, in Dp is less than N (1 — 1) /2, then we select all samples without label [,,, and let D,
be the set of these samples.

D7
Assuming that the set D; obeys the distribution Ds,, we have P, pg (z € A|X > N(1—7)/2) = P(X N(Sl” )2 € A) for
#lp
any set A, where Xﬁ?l—n)/Z is the set of N (1 — 7)/2 data i.i.d. sampled from distribution D?; r

Following Lemma Result (c2) shows that when X > N(1 — n)/2, D, can be seen as i.i.d. sampled from D?;lp.

Result (¢3): With probability 1 — 4n+§77n—1\/n —4/2, we have

e h(z,y) DLl n(2/3).
By yyepzts (1@, 9)] < SEERETEE 4 9Rad ity o (H) + 4/ 22

D € (R™ x [m])N(=m/2 is called a bad set, if |[D| = N(1 —7n)/2, and

Ly h(z,y) D#l In(2/0
E,, oz (@, y)] > SGEET 4 2Rad gl o (H) + ) L) ®)

for some f € H. Let S, = {D||D is abad set}.

By Theorem 1} if the samples in D are i.i.d. sampled form D "> and |D| = N(1 —n)/2, then with probability 1 — §/2,

2 (@.pep M@y) In(2/4)
we have E(%y)ND?zp [h(x,y)] < (N()ff%p + 2Radn(1-r)/2(H) + 1/ w(ipy forany f € H.

DFlp
So by the definition of bad set, we have IF’(XN(1 m/2 € Sp) < /2, where XN(1 /2 is mentioned in result (c2). And by
Result (c2), we have that: when X > N(1 —n)/2, we have P(D; € Sp) < ¢/2. Then, by Result (c1), we have

P(D; ¢ Sy, X > N(1—1)/2)
P(Dy ¢5b|X>N(1— n)/2)P(X = N(1-1n)/2)

> (1-4/2)(1- zierN Nn)(by (c1))
> 1=90/2 = gan=y-
So, with probability at least 1 — 6/2 — m Dy isnotin S, and X > N(1 — n)/2. Hence,

E(z,y)tzl” [h(x? y)]

(z.y)eD, M@Y) In(2/6
< N7 T 2Rady (g 2(H) + N((lin))
2 ,y) h(z,y) In(2/5)
< N(if:;)ﬂ + 2Rady (1) /2 (H) + N(1—n)"

This is what we want.

The upper bound of ]E(m,y)NDgp [h(z,y)].

We will give such a bound in Results (d1), (d2), and (d3) below, which are similar to results (c1), (c2), (c3).
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Result (d1): Let the random variable X be the number of samples with label [, in D;,. Then with probability at least

1- %, we have X > N7 /2. The proof is similar to that of Result (c1).

Result (d2): Now we evenly select [N7)(1 — «)/2] samples with label {,, in Dp /D,,,; and make these samples to form the
set Dy,. If the number of samples with label [, in Dp/D,,; is smaller than [N7)(1 — «)/2], then we select all of these
samples and add these samples to Dy,,.

DY

Assume that the set Dy, obeys the distribution D, . Then we have P,p (v € A[X > [Nn/2]) = ]P’(X[Nn(1 )2

]e,A)

for any set A, where x7 [ o)/2) 1s the set that i.i.d. selecting [N7(1 — «)/2] samples from distribution D?l .

Nn(l
Following Lemma Result (d2) shows that when X > [N7)/2], D;, can be seen as i.i.d. samples from Dfs”.

Result (d3): With probability 1 — ﬁ — 6/2, we have

>, h(z,y) In(2/6)
E(, popie M@ 9] < =5 + 2Rady; Nit—aynya(H) + N2

This is similar to Result (c3), but using (d1) and (d2) instead.
To obtain a bound of E(, ,)p[h(7,y)].

Using the fact Rad%; (H) < %Radﬁ(H ) for any M < N, distribution D, hypothesis space H, and applying (c3), (d3) to
equation (8), we finally have

Ez,y)~ps[h(z,y)]
n]E($7y)N'D;P [h(z,y)] + (1 - U)E(m DD [h(z, y)]

(10)
) h(z, 7'r n n
< 420 Z(z,wejovp @9 | 4Ra d%s (H)+4Rad +\/1 (2/0)(1=n) +\/IN(21/63"
Then using n < 1, we prove the theorem. O

A.3. Estimate Rademacher Complexity

In this section, we will estimate the Rademacher Complexities in Theorem [A.2)when H = {1(F(z) # y)}, where F isa
network with width W and depth D. We first need a definition:

Definition A.5. Let H be a hypothesis space. Then the growth function Iz (V) of H is defined as:

HH(N)Z{m}aX {(h(z:)iLy[Ih € H}|.

For a hypothesis space H = {h : R — {—1,1}}, we can estimate its VCdim (Vapnik & Chervonenkis, 2015), and the
relationship between VCdim and growth function.

Lemma A.6 ((Bartlett et al.,[2021;2019)). Let H be the hypothesis space that satisfies: F € H if and only if F is a network
with width not more than W and depth not more than D, and the activation function of each hidden layer of F is Relu, the
output layer uses sign as activation function. Then the VCdim of H is O(D?*W?).

Lemma A.7 ((Sauer, (1972)). Let H be the hypothesis space with VCdim V. Then for any N > 1, the growth function
satisfies I (N) < (eN)V.

Lemma A.8 ((Massart, |2000; [Mohri et al., 2018))). Let H be the hypothesis space with growth function 11y, and any
h(x) € H satisfy |h(z)| < 1 for any x. Then for any distribution D, we have Rady (H) = O(y/ W)

Lemma A.9 ((Mohri et al, 2018)). Let H be the hypothesis space, ¢ € R™ — {0,1}, and H, =
{g(h1(x), ho(2), ..., hpn(x))||hs € H}. Then Iy, (N) < (I (N))™.

Now, we calculate the Rademacher complexity of H = {1(F(z) # y)||F € Hw.p}:

Lemma A.10. Let H = {1(F(z) # y) : [0,1]" x [m] — {0,1}||F € Hw,p}. Then, for any distribution D, we have

RadR (H) = O(,/ 9227,
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Proof. Let H 81/ p be defined as: F € H 8[, p if and only if F is a network with width W and depth D, and the activation
function of each hidden layer of F is Relu, the output layer does not use the activation function. And let H° = {1(f (x) #
YIIF € Hyp}-

Let H év p be defined as: F € H&V p if and only if F is a network with width W and depth D, and the activation function
of each hidden layer of F is Relu, the output layer uses the activation function sign.

Then we have that H = {1(F(z) # y)|F € Hy, p} = {1(F(z) # y)|F € Hwp} = H and My, (N) <
(eN)OP*W?) by Lemmas and|[A.6

For any F € H‘(/)V_’D, let F; ; = sign(F; — F;), where F; is the i-th weight of F. Then it is easy to see that, F; ; € H‘},’D.

Since 1(F(z) # y) = 1(— 32,4, Fy,j + (m —1) —0.1). By Lemma the growth function of H? is (eN)mO(DQWZ);

so by Lemmaand H° = H, the Rademacher complexity Rad% (H) of H is O(y/ ™2 ;,W2 ) (ignore minor items). This
proves the lemma. O

A.4. Proof for Theorem [4.1]
Now we prove Theorem {.1] by using Sections[A.2]and [A.3}

Proof. Taking H = {1(F(x) # y)||F € Hw,p} and substituting the Rademacher complexity in Section [A.3]into Theorem
[A.2] we prove Theorem [4.1] O

B. Poison Impact Empirical Errors

In this appendix, we prove a proposition to support Remark In Proposition below, we show that if the poison P(z)
is not satisfactory, then it can result in a big empirical error.

Remark B.1. Please note that the conclusion “poison implies big empirical error” only holds in some situations. In fact,
when P(x) is bounded, or the network in the hypothesis space has a strong expressive ability, then the conditions for the
proposition in this section will not hold, so the poison will not lead to big empirical error. In our experimental result in
Section @ there is no need to consider the occurrence of large empirical error, because we bound the trigger P () and use a
large network.

Let DP°! be the distribution of poisoned data with label [,,, that is,

P (117 + P(ZL') S A) =P, proi (QZ S A)

1
(mvy)NDsp

for any set A.

Proposition B.2. Use the notation introduced in Theorem[A.2]and let ) < 0.5 be defined in (3). We further assume that
h(z,y1) + h(z,y2) > 1 forany h € H, x € R"™, y; # yo, and for some T,V € Ry, it holds:
(1) P, proi(x € A) > 7P #1, (x € A) for any set A;
iy (;c,y)N'DS
(2)Rady® (H)<V.
Let Q = nV 7N ifa — §/Q > 0 and 0.5 — 26a/Q — Vo > 0. Then with probability 6, for any h € H we have
0.5 —25a/Q — Va

a—06/Q

E(m,y)eDP [h(l‘7 y)] >

First, we have the following lemma (Bertsekas & Tsitsiklisl 2008)).

Lemma B.3. [f distributions D1, Dy and function h satisfy Py.p, (h(z) € A) < APyp,(h(z) € A) for any set A, then
Eunp, [f(h(2))] < AEz~p, [f (R(2))] for any bounded and positive measurable function f(z).

Then we prove the following lemma, which directly lead to Proposition[B.2]

Lemma B.4. Use the notations in Proposition We further assume that h(z,y1) + h(x,y2) > 1 forany h € H, x € R"
and yy # Yo, and for some T,V € Ry, it holds:
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(1): Pyproi(x € A) > TIP’(x D~DE (x € A) for all sets A, where T € R, ;
Y)~NEs

(2): with probability 1 — 6, there exists an h € H such that B, ,yep, [h(z,y)] <€
Then for any K < Na, we have

pEle
Rady® (H) > 0.5 — Ne/K — 2=/
;él

RadD (H) > K(0.5— Ne/K — %)/M

Proof. In order to calculate the probability easily in the proof, we treat Dy, and Dp as ordered sets. Let (x;, y;) be the i-th
element of Dy,. Dp is obtained from Dy, as follows: Let Dp = Dy, first and if poison P(z;) is added to (z;,y;) for some i,
then replace the i-th element of Dy, by (x; + P(z;), yi)-

First, we give three notations:

(1): For the poisoned training set Dp and g € N, we take the first ¢ clean samples without [, in Dp to form a subset
Fiiean(q, Dy), that is, if we write Dy, = {(zs,y:)}Y,, then Fuean(q,Dp) = {(xzk,yzk)}k 1» where {i,}{  is the
smallest ¢ numbers in [N] that satisfy y;, # L,, (%i,, ¥i,) € Detean, and iq < 43 if a < b.

(2): For the poisoned training set Dp and ¢ € N, we take the first ¢ poisoned samples in Dp to form the subset
Fpoison(q, Dp), that is, if we write Dy, = {(4, yi) }11, then Fpoison(q, Dp) = {(zs, + P(zs,), Vi )} hoqs {ik}i—y is the
smallest ¢ numbers in [N] that satisfy y;, = L, (;, + P (24, ), Yir) € Dpoir and i < iy if a < b.

(3): For any given K samples {(z;, ;) }X, where y; # [, and a given set S C [K], let S; be the i-th minimum number in
S, in particular, Sy is the minimum number in S and S| g is the maximum number in S.

Second, we define a property of Dp:

The poisoned training set D p obtained by poisoning Dy, is said to be nice-inclusion of a new dataset D¢ if Dg = D, U Dy
such that Dy C Dy, D, C Dol and minge g IDP\ Z(I’y eDp h(z,y) < e. For convenience, we write these conditions
more explicitly as follows.

The poisoned training set Dp obtained by poisoning Dy, = {(z},y!)}}., is said to be nice-inclusion of the ordered dataset
Da = {(2i, 1) }Z, and S C [K] satsfying |[K] \ S| = | Doyl if

(el): Let Friean(|S], Dp) = {(x;k,y;k)}ﬁll such that 2 = zs, and y; = lg, forany k € [S];

(€2): Let Fpoison(|[K]\ S|, Dp) = {(z], + P(z},), ylk) * 51 There must be @, + Pz}, ) = z(x]\s), for any
ke [K —|S]]. o

(€3): mingey Z(I’y eDp IDpy\ <e.

We say that the poisoned training set Dp obtained by poisoning Dy, = {(z%, y})} X, is said to be common-nice-inclusion of
the ordered dataset Dg = {(2;,1;)} | and S C [K] satisfying |[K] \ S| = |Dpoil, if (e1) and (€2) hold.

Now, we define some functions:

Letv; € {—1,1} fori € [K] and S((v;)E ) = {i||i € [K],v; < 0}. Given K samples {(z;, ;) }}X, where y; # ,, we
define that S;({(z:,v:) }X1, S((v:)E ,)) = 1, if there is a nice-inclusion poison set Dp of {(z;, )}, and S((v;)E,);
otherwise S; ({(z4,v:) }2£1, S((vi)E£;)) = 0. Then we have the following results.

Result one: If Si((xi,yi)izl, S((vi)i£,)) = Land y; # L, then sup s 5 Diex) vil(@i, yi) = Efil 1(v; > 0) — Ne.
Let Dp be a nice-inclusion of (x;, yi)fil, S((v;)XK ). Then

€
minfen Y, eny h%’y) (by (e3))

minfeH(ZzES((m)g;ll) h‘(fcuyz))/|DP| + (ZiE[K]/S((U,i)f(Zl) h(zi,1,))/|Dp|(by (1, €2))
mlnfeH(Z@eS((uj)g; )h(xi,yi))/|Dp| + (Zie[K]/S((m)f:l) 1= h(zi, 4:))/|Dp|(by yi # Ip)
mlnfeH(H K]/S((v) )| - Yierr) Vil(@i, 4:))/|Dp|
1 1(
1 1(

(AVANAVARLY,

(Z v; > 0) = SuPsep Y ik Vib(wi, i)/ |Dp
= (Z v; > 0) — supyepy Zie[K] vih(2i,y:))/N.
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The result is proved.

Result Two: In order to give the lower bound of the Rademacher complexity Rad Kl (H), we just need to consider the upper
bound of B, [L(Si({(s, ) My S((00)1<,)) # 1) for each (o) © {~1,1}5.
z;,Y;)~Dg

Let o; be Rademacher random variables, that is P(o; = 1) = P(0; = —1) = 0.5. Then, by the definition of Rademacher
complexity, we have

Rad® (H)
DOE aih(mi,yi)“
K

E i yo~nzs [Eo:[supren

. SK  oih(xi,y;)
]E(Ii;yi)’\/Dzlp [th‘ SUPfeq 12"(K ]

By, pyopitn o, LS @y oy, S((00) ) = 1) Zmdfpz0=Xe
~1(Si ({9 Hoy, S((0))) # 1)k ]

vyt [, SEHRZONE —1(5i({ (s, y) Y, S((0)K ) # 1) 2]
= 05— NE/K E(zi,yi)N'D?l!’[Zail( ({( 27yl)}z 1 (( )‘:1))#1)2]2(;11276}'

Y

The first inequality uses Result one. So, if we want to give a lower bound of Radgl (H), we just need to give
an upper bound of ]E yi)~DLr [>-s, 1(S; ({(xi,y:)YE 1, S((0:)K,)) # 1)]. Furthermore, we just need to consider

IE( y) D2 [1(S; ({(xl,yz)}f( 1> S((m)l 1)) # 1)] for each (o)X ;. Result two is proved.
ZiyYi)~Pg

Result Three: Now, we prove E( D2 [1(S;({(wiy ) Y, S(v)E ) # 1)) < N5 = forany (v;)K, € {-1,1}¥.
z;,Y;)~Dg T

For a given (1)), € {~1,1}¥, let set C( = {{(xz,y»}f;lwsz-({(xz,y»h L S(W)E) # Lyi # 1}, then
B, opr LGS 5 Hoy S(w) %) = oneprr @ ) HE € Crope, )

For (v;)X, € {-1,1}X and {(z;,v:)} X, let Eé(r)‘;j‘/‘)}’ ! be the set of Dp, which is a common-nice-inclusion for

{(zs,y:)}E, and S((v;)E ;). It is easy to see that:

(rl): E((w“% V= ng)y i = ¢ when v; # v/ for some i € [K] or z; # z, for some i € [K].
i=1 =1

(r2): If Dp € Eg?}yl)}’*l satisfies (e3), then S; ({ (=, y:)} X, S((vi)E ) = 1.
i)i=1
So by (r2), if { (@i, y:)} | € C('Ui)Kzl’ then for any Dp € EFJL)}%)}‘ t, (€3) cannot stand. Let the set B contain all the Dp

that do not satisfy (e3). Then, if {(z;,v;)}<, € Cly,)x » there must be EE:Z{()Zl C B.

Now we prove the following two results:

{(wlﬂh)}i
Result S1: fp 1(D e U{(IL,UL K€K, (v1)7 1 HdD < 6.
. . K
By (r1) and ngj)"jg)ﬁ C Bforall {(z;,1:)}/<, € C,,yx , we have that:
t/)i=1 i=1
Ti,Yi 1K:1
1(DeB)>1(De U Egi)fi)}' )

{(wuyL)}fil EC(”i)f;I

S0 [p, 1D € Uy, iy, ec EL 0 )dD < [, 1(D € B)dD < 4, using condition (2) of the theorem here.

)i, (vi)it,

Result S2: fD 1(D e U{(I“yl L ec,, " gl Y )} 1dD > E( ) DEY [1((2s,5:) € Cvl )}T]NTK/OA

(vi)ity -

Consider the definition of Fijeqp and Fpoison in (el) and (e2). When D,, € Ez((x)”“‘)}l !, the first El 1 1(v; < 0) samples

without label [, in Dy, must be {(x;, ,y;, )}, where i, satisfies v;, = —1; and Dp,; = {(24,,¥:, )}, Where i), satisfies
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v, = 1. Let Ng = Zfil 1(v; < 0), then

Jp, 1D € U{(mi,yi)}glecm)ﬁl ]ng)}}?:)}f(zl)dD

Jozt oy nyic-o LA 1)} € Cluyie ) (g Llga] = K = No)CRn (1 =)~ 0)d(w:, 3:)
f(Dglp)NO(Dpoi)K*NO 1({(zi 1)} € Co, ;-K:l)(zévzo 1([ga] = K — No)n™)d(xs, ys)

Sz o, py-no LA @i 9)} € Ol Y™ fa)d(i, i)

f(D:lP)K 1((ws,y:) € C(vi)lel)UNTK/ad(xi,yi)

E o yn?t [1((2i,9i) € Copy N5 /e

(AVAR VARV

The first inequality uses n < 0.5 and C%; > 1. The second inequality uses at least 1/ numbers of ¢ € [N] such that
[qa) = K — Ny. The last inequality uses Lemmaand condition (1) in theorem. This proves Result S2.

Finally, by Result S1 and Result S2, we have (™7 K/Q)E(mi,yi)NDzlz’ [1({(zi,y)}i1 € Cupx )l < [p, UD €
U{(zi,yi)}leec(vv)K ngf,yi)}b 1)dD < 4, that is, IE L)~ L({(zs,y:) € O(vi){;)] < ad /(N TE).
DK, :

Prove the lemma. Use Results three and two, we have

#lp
Rad®  (H)

> 05-Ne/K—E  pein X, USi(((@i9:))i1, S((03)i1) # 1) 2577
> 05— Ne/K — E=pl,
Since Rad% (H) < %Rad][\’,(H ) for any M < N and distribution D, the lemma is proved. O

Now we use Lemma [B-4]to prove Proposition B2

0.5—20a/Q—Va

Proof. Use reduction to absurdity. Assume that with probability at least 1 — 4, there is E(, ,yep,. [2(7, y)] < P Yo

and take the right-hand size value as e.
DL'” 2-Ne/K)S
By Lemma | take ' = Na. Then RadN > (0.5 — Ne/K — (n;#)/a We substitute € in it. Then

DL'r

Rad,/®
(0.5 — Ne/K — B=Re/000y

= 1/a(05 - 22 — ¢(a - 5/Q))
« 26 %

= 1/a(0.5 26 — 5= a,ag//% a(a—(S/Q))

= 1/a(0.5 25a — (0.5 -20a/Q — Va))

= 1/a(Va)

= W

DL'P
So Rady® >V, which is contradictory to (2) in Proposition and the proposition is proved. O

C. Optimality of the Generalization Bound

In this section, we show that for the general hypothesis space and data distribution, the generalization gap between the
empirical error and the population error cannot be smaller than O(\/Lﬁ), mentioned in Remark

Proposition C.1. Let m = 2 and the data distribution Ds satisfy P yy~ps(y = 1) = Py y)~ps(y = 0) = 0.5. Let
H = {L(F(x),y)} be the hypothesis space, L(F(z),y) = 1(F(z) # y) the loss function, and Fy a neural network

classifying Fo(x) = 0 for (x,y) ~ Ds. Then for any ¢ > 0, k > 0.5, and Dy, i.i.d. sampled from Dg with |Dy,| = N, we

have
c

Nk) O(CNOJ k)

P(|E(zy)~ps[L(Fo(2),y)] — E@yyep,, [L(Fo(), y)]| <
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Proof. First, we have E(, ) pg[L(Fo(7),y)] = E(zy)~ps[1(y = 1)] = 0.5. Then we have E(, ,)ep,, [L(Fo(x
E(zy)ep,, [1(y = 1)] = N1/N, where N is the number of z with label 1 in Dy,. So, P(|E(, y)~ps[L(Fo(
Bz yyepe [L(Fo(2), Yl < 57) = P(|0.5 = N1 /N| < 7).

To estimate P(|0.5 — N1 /N| < & ), we only need to calculate the probability of Ny € (0.5N — ¢cN'™F 0.5N + cN'=F).
Since Dy, is i.i.d. sampled from Dg, a sample labeled 1 is selected with probability 0.5. Thus,

)=
ay)] -

~ ~—

5]

P(N; € (0.5N — eN'=F 0.5N 4 cN1=F))
1—k .

> e ik Cx0.5Y

2eN=kCN/?0.5V.

INIA

When N — oo, using Stirling’s approximation to calculate the Cx/ ®, we have

P(N; € (0.5N — eN1=F 0.5N + cN1=F))

2eN1-RCN/20.5N

_ - V2rN(N/e)N

= 2CN1 k05N0(W)
O(ecNO5=F),

IN

The proposition is proved. O

It is easy to see that O(cN°-5~%) — 0 when N — oo, so by Proposition the generalization gap cannot be smaller than

O(\/—lﬁ) Together with Theorem we show the optimality of O(\/—lﬁ) of the generalization gap for a clean dataset.

This is also for the generalization bound under poison attacks, because the proof of Theoremd.1|need the generalization
bound Theorem [AT] for the dataset.

D. Proof of Theorem 4.3

We provide a more intuitive explanation on how to estimate the poison generalization bound in Theorem which is the
core of our theorem.

Based on research on indiscriminate poisoning, neural networks always prioritize learning simple features, i.e., shortcut. So
we try to make the trigger to be a shortcut (as said in condition (c3) in Theorem [{.5and Proposition i.10).

However, only a few samples were poisoned in the backdoor attack, which is different from the setting of indiscriminate
poisoning, so only using shortcut cannot establish the bound. Therefore, we aim to disrupt the original features of the
poisoned images, such that the classification of the poisoned images and the classification of clean images become two
independent tasks for the network (as said in condition (c1) in Theorem[4.5)). By doing so, when the network completes the
task of classifying poison data, the clean part of the data set is useless, and the network will learn the feature in the poison
part of data, so that the shortcut can be learned.

Finally, if the shortcuts are similar for different images, the shortcuts learned on a small portion of the data can be generalized
to all the data (as said in condition (c2) in Theorem [.3)).

By the above idea, we will prove a more general form of Theorem[4.5] as shown below, and Theorem[4.3]is an easy corollary
of this theorem.

Theorem D.1. Use the notation in Section Let N = |Dy,|. For any two hypothesis spaces H C Hw,p and F C Hw,p,
if P(z) satisfies the following conditions for some € > 0,7 > 0,\ > 1:
(cl): JE(I D' [fy(x +P(x))] < eforall f € F,
) s
(c2): Py yyps (P(x) € Aly # 1p) < AP yyaps (P(x) € Aly = 1) for any set A,
(c3): some h € H satisfies that: 3f € F such that Eopg[|(h — f)ip(P(x)) — (h — f)i,(x + P(x))|]] < 7, where
(h - f)lp (33) = hlP (.Z’) - flp (CC),
then with probability at least 1 — 0 — O(1/N), the following inequality holds for all h € H satisfying (¢3):

Ep(h, Ds) < AO(E(Eayyepp [Lop(h(z), y)] + Rady® (Hw.p1)) + \/ O/0) e 74 ALy, (11)
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It is easy to see that we just need to take the hypothesis spaces H, F' in Theorem tobe H = {F(z)} and F = {G(x)}
(i.e. hypothesis space just contains only one network). Then Theorem [D.I]naturally equivalent to Theorem {.5]

D.1. Proof of Theorem[D.2]

We give the following theorem, which is a generalization bound theory under more general hypothesis space.
Theorem D.2. For any two hypothesis spaces H = {h(z,y) € S x [m] = [0,1]}, F = {f(z,y) € S x [m] — [0,1]}, if
P(x) satisfies the following conditions for some ¢ > 0,7 > 0, A > 1:
(1)E m,y)NDsp[f(x—’_,P( x),y)] > 1—¢€forany f € F,
(2)P 2, (P(x) € A) < AP, 1, (P(x) € A) for any set A,
(z,y)~Dg (z,y)~DZ
(3) Some h € H satisfies that there exists an f € F such that E,.p [|(h — f)(P(x),l,) — (h — f)(x + P(x),l,)|] <7,
where (h = f)(x) = h(z) — f(x),

then with probability at least 1 — § — —2=31

m,for any h € H satisfying (3), we have:

plp

E(o.y)~ps [h(z + P(@), )] < M2E(sgyepphlz,y)/(an) + 2Radys, o (H) + /S22 4 r/p 4 &) + 7+ (A =1 (12)

We will use Theorem[D.2]to prove Theorem[D.1]in Section[D.2] Now, we prove Theorem|D.2]and give a detailed explanation
of the “proof idea” of Theorem £.5] Please note that, in the proof of Theorem [D.2] the poison generalization error is

E(-ﬁ,y)N'DS [h({E + P(CE), lp)]-
Proof. The proof is divided into two parts.

Part one, we estimate the upper bound of E
the proof idea shown under Theorem 4.5

We first give three bounds in the following Results (el), (e2), and (e3). Since (el), (e2), (e3) are similar to (d1), (d2), (d3) in
the proof of Theorem[A.2] we omitted the proof.

(2.4)~D'? [h(z + P(x),l,)]. This part corresponds to the “firstly” part in
TY)~ s

Result (el): Let the random variable X be the number of samples with label /,, in Dp. Then with probability at least

1— 22 itholds X > Nn/2.

Result (e2): Now we even randomly select Nna/2 poisoned samples in Dp. If the number of poisoned samples in Dp is
smaller than Nna /2, then we let Dy, be the set of all such samples.

lp
Let Dy, obey the distribution Ds3. Then we have P, pg, (z € A|X > [Nn/2]) = P(XII\;W/2
DY
XNf]a/Q

€ A) for any set A, where

is the set that i.i.d. sampled N7«/2 data from distribution D%, and add P(x) to each data.

Result (e3): With probability 1 — % —0/2, for any h € H, we have

> (@)eD,0; (T Y)
Nan/2

n(2/3)
Nan -~

E,, ,y-pie 1@+ P@), )] < n 2Rade7 1o (H) +

We use Dpoi = {(z + P(2),l,)||(x,l,) € Dsup}, Result (el), and Result (e2) to prove Result (e3). The concrete steps are
similar to that of Result (c3). D,0; and Dy, are defined in Section[3.2]

Part two, estimate the upper bound of E(, ) .p [h(x + P(x),1,)].

Please note that when y # I,,, h(x 4 P(z), 1,,) will not appear in the empirical error E(, yep,. [2(z +P(z), y)], so we need
to use some other methods to estimate E, ) ~pg 2 (2 + P(x),[,)].

Forany h € H and f € F,let ¢j ¢(x) = h(z,l,) — f(z,1p). Let Q be the upper bound mentioned in Result (e3) in Part
one.

The upper bound of ]E(w D2 [h(z + P(x),1,)] will be given by the following Results (f1), (f2), (f3), and (f4). Note that
YY)~ g

(f1) and (f2) correspond to the “Secondly” step in the proof idea shown under the Theorem 4.5} (f3) and (f4) correspond to
the “Finally” step in the proof idea shown under the Theorem 4.5]
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Result (f1): If f € F and h € H satisfy (3), then we have E(x )~D'? lenf(P@)] <Q+7/n—(1—¢).
) s

By condition (3), we have:

> Egpyyens llen s (P(2) = en s+ Pl) |(use (3))
> 0(E, ) pulions (P@) = o+ P)) (13
> (E, ) pielens(P() = en sz + P(a))]).

Now by condition (1) and Result (e3), with probability 1 — §, we have

B, pielcns (@ +P(@))]
E pyopr e +P@), )] =B o o (f(z+P(2) b)) (14)
< Q-(1-¢.
Combine inequalities (T3] and (T4), we have:
E, )iz [cn.s(P(2))]

(I,y)~Dgp [Ch,f(l‘ + P(l‘))] + 7'/77 (15)
-(1—-e)+7/n.

N

IN A
&=

O

Result (f1) is proved.
Result (f2): E(zjy)ND?p len,f(P(x))+1] < AE(mﬁy)NDgp [en, f(P(x)) +1].
Result (f2) can be proved by using Lemma B.3]and condition (2).

Result (f3): When h € H and f € F satisfy condition (3), we have Ep [cp, sz + P(2))] < (n+ (1 —n)A)(Q + €+
T/n—=1)+A—-14T7.

By condition (3), we have
-

E(ryNDsHChf( () = cnp(z +P(z))]]
E(zy)~ps[—Ch f(P(x)) + cn r(z + P(x))]

Then, we have Ep_[cp, r(z + P(x))] < Epglen,r(P(x))] + 7. Now, substitute Results (f1) and (f2) in it to estimate
Epg[cn,;(P(x))], and we can get

E(z y)~s [cn, £ (P(2))]
= 0B yopirlens(P@II+ A =mE psolens(P(z))]
0+ (1= N ) o len s (P + A1
(1 mA@ e sr/n—1) 4 AL
So, we prove Result (f3): Ep e s(z +P@)] < (n+ 1 —mA)(Q+e+71/n—1)+A—1+4+T.
Result (f4): E(, ,ypg[h(z +P(x),1,)] < ANQ+7/n+€) +7+ (A= 1)n.
Since ¢, ¢(x + P(x)) = h(x + P(x),l,) — f(x + P(z),l,) and f(x + P(x),l,) < 1, using Result (f3), we have

E(xy)~ps Mz + P(2), 1))

IV IV

<
<

< Ewy~pslens(@+P@), )] +1
< M+A-mNQ+e+T/n—1)+A+T
< MQ+7/n+e)+T7+(AN=1)n.
This proves Result (f4).
When h satisfies condition (3), using the value of () into the Result (f4), we see that with probability 1 — § — %, we

have:

In(2/0)
Nan

> e h(z,y)
E(z,y)~ps (@ + P (), 1p)] < A( @A)EDy +7/n+e€)+7+(A-1Dn.

< Nan/3 + 2Rade]/2(H) +
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Finally, using the facts D,,; C Dp and Result (e3) is valid for X = |D,,;| > [Nn/2], we have

2E(r,y)6’DP [h( )] (2/6)
o + 2Rade7/2(H) + Nor

E(w,p)~ps [(@ + P(2), 1p)] < A( +7/n+e)+7+(A=1)n.

The theorem is proved. O

D.2. Proof of Theorem [D.1]
Now, we use Theorem [D.2]to prove Theorem [D.1]

First, for any h : R™ — R™, we define h_1(z,y) = 1 — hy(x) : R™ x [m] — R, and for any H C Hw,p, we define the
hypothesis space: H_1 = {h(z,y) = 1 — hy(z)||h(z) € H}. Using Theorem[D.2} we have the following lemma.

Lemma D.3. For any two hypothesis spaces H, F' C Hw,p, if P(x) satisfies the following conditions for some € > 0,7 >
0,A>1:

(VE,,, polfyla+P@)] < cforany f € F;

(2) ]P (o)~ D2 L (P(x) € A) < )\P(w’y)Nng, (P(z) € A) for any set A, where A > 1;

(3) Some h € H satisfies that there exists an f € F such that B, pg||(hi, — fi,)(P(2)) — (h, — fi,)(x +P(z))|] < 7,
where (hy, — fi,)(x) = hu, (z) — fi,(z),

then with probability at least 1 — § — %,for any h € H satisfied (3), we have:

E(e,yy~ps [l — hu, (2 + P(2))] < M2E (2 yyenp [1 — hy(2)]/(an) + 2RadNi pya(H-1) + /B 7 /n 4 €) (16)
+7+ A =1)n.

Proof. We can use Theorem[D.2]to H_; and F_; to prove the lemma. We just need to verify that the three conditions in
Theorem [D.2]for H_; and F_;.
Verify condition (1) in Theorem [D.2]
We just need to show that IE( )~D'? [f-1(x +P(x),y)] > 1—eforany f_1 € F_;.
TY)~Es

By condition (1) in Lemma and considering that f_; (x,y) = 1 — f,(z) for the corresponding f € F, we get the result.
Verify condition (2) in Theorem

This is obvious because condition (2) in Theorem[D.2]and Lemma[D.3] are the same.

Verify condition (3) in Theorem [D.2]

We just need to show that: Some h_; € H_; satisfies the requirement that there exists an f_; € F_; such that
Bonpsl(h-1 = f-1)(P(2),1p) — (h—1 — f-1)(z + P(2),1p)[] < 7, where (h—y — f-1)(z,y) = h—1(z,y) — f-1(2,y).

Since (h—1 — f-1)(x,1p) = fi,(x) — by, (x) for the corresponding h € H and f € F, by condition (3) in Lemma|D.3} we
get the result.

Since the three conditions in Theorem@ stand for H_; and F_1, the lemma is proved. O

Second, we give three lemmas.

Lemma D.4. For any h € Hw,p, we have E(, ) pg [l(ﬁ(x +P(x)) # lp)] < 2E gz y)~ps[1 — hy, (x + P(x))].

Proof. When h(z + P(z)) # lp, we have hy (z + P(z)) < 0.5, which implies that 0.5 * 1(h(z + P(z)) # l,) <
1 — Iy, (x + P(x)). Then, E¢, )~pg[0.5 * 1(2( P(x)) # 1p)] < Eyy~psll — hi, (x + P(x))], this is what we
want. O

Lemma D.5 (Mohri et al.| (2018)). For any hypothesis space F' = {f : R™ — [0, 1]} and distribution D, N > 0. Let
Fy = {1 — f||f € F}. ThenRady(F_,) = RadX(F).

Lemma D.6. Forany z € (0,1], we have 1 — z < —In .
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Proof. Let f(z) =1 —x + Inz, then f'(x) = 1/x —1 > 0 when = € [0, 1]. Because f(1) = 0, we have f(x) < 0 for all
x € (0,1] O

Finally, we use Lemmas [D.4][D.5] and [D.6]to prove Theorem

Proof. Firstly, it is easy to see that, conditions (1), (2), (3) in Lemma are the same as (c1), (c2), (c3) in Theorem
So by Lemma|D.3] we have

In(2/4)

E(r,y)NDs [1_hlp (l’—f—P(l’))] < )‘(2E(I,y)E'DP[1 - h ( )]/(0‘77)+2RadNan/2(H 1)+ NO&

———+7/nt+e)+T+(A—1)n.

Then, by Lemma|D.4] we further have

E(e,y)~ps [1(h, (x + P(2)) # 1p)] <
2A(2E (4,y)epp [1 — hy(2)]/(an) + 2Rad]\r /Q(H—l) + 4/ 1%20/3) +7/n4+¢€)+21+2(A—1)n.

We have Hy,p 1 = {Fy,(z)||F € Hw,p} and H C Hw,p- Then, by Lemmam D.5|and considering that under distribution
DS , all samples have label [,,, so we have RadNa /2(H 1) < RadNan/g(HWD 1)

Finally, using Lemmaand the fact: Rad?; (H) < %Radﬁ (H) for any M < N, distribution D, and hypothesis space
H, we obtain

E(a.y)~s LT, (z +P(2)) # 1p)] <

l

2)\(21%5 y)erLiCE(f(r) )] 1 4R d (HW,DJ)/(OH?) n h;\(fi/v;” +7/n4€) 421 +2(A—1)n.

The theorem is proved. O

D.3. Estimate the Rademacher Complexity

lp
In this section, we estimate Radf,i . /2(HW, p,1). Since all samples have label [, in distribution DlSp, without loss of
generality, we let [, = 1. In this section, we only need to consider the Radmacher complexity of the following hypothesis
space Hw.p.o = {F1(x) : F(z) € Hw.p}
We show that, if we bound the norm of the network parameters in Hyy. p o, then we can calculate Rad (Hyw. p o) for any
distribution D. Please note that the condition of bounded network parameters is reasonable.

Some definitions and a lemma are required.

Definition D.7. Let F = {f : R" — [0, 1]} be a hypothesis space, and {x;}Y; be N samples in R™. Then the empirical
Rademacher Complexity of 7 under {z;} ; is defined as

Rad (5 (F) = olsup — Y o f(a;
(F) up Z (@)
where o = (0;)Y, is a set of random variables such that P(o; = 1) = P(0; = —1) = 0.5.

It is easy to see that Rad% (F) < max (&} ~D Rad{®}i% (F), so we can try to calculate the empirical Rademacher
Complexity to bound Rad¥ (F).

Definition D.8 (Covering Number,(Wainwright, 2019)). Let (7', L) be a metric space, T be a space, and L be the distance
in T. We say that a ' C T is an € cover of T', if for any « € T, there is a y € K, such that L(z,y) < e. The minimum | K|
is defined as C'(K, L, €), that is C(K, L, €) = min | K| where K’ C T is an € cover of 7.

Lemma D.9 ((Wainwright, 2019)). Let F = {f : R" — [0, 1]} be a hypothesis space, and {x;}Y_, be N samples in R™.
Define L(f, g) \/1/N Zl 1(f(zs) — g(z4))? forany f,g € F. Then

N ' /mC(F,L
Rad (5 (F) < O(/ wdﬂ'
0
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When network parameters are bounded, Lemma[D.9]is often used to calculate the Rademacher complexity. A classical result
is given below.

Lemma D.10. Let T be a ball with radius r in RP. Then for any t, we have C(T, Lo, t) < (22)P, where L, is the Euclid
distance.

Now, we will try to calculate the covering number of Hyy, p 0. First, we give a definition of the bound of the network
parameters and the relationship between the bound of the network parameters and the network output.

Definition D.11. Let F;(i = 1,2) be two networks, the j-th transition matrix and bias vector are W; and b; Then let
B(F) = ZJD;I(HW;HQ + [[b%]|2), where D; is the depth of F;. If Dy = Dy = D and the widths of F; are the same, then
we can define B(F; — Fa) = Z?zl(HVVj1 — W22 + 1|0} — b3][2).

Then, we have the following existing result.

Lemma D.12 (Tsai et al.|(2021). For networks F1 and F» with depth D, with Relu activation function, and output layers
do not have activation function. If B(F1) < C, B(Fa) < C, and B(Fy — F2) < €, then || F1(z) — F2(z)||2 < DeCP||z||2
for any x.

It is easy to show that the Softamx function is a Liptschitz function:

Lemma D.13. Ifa,b € R™, then |Softmax(a); — Softmax(b);| < v/m||a — b|
Softmax(a).

So using Lemmas and[D.T3] we have
Lemma D.14. For networks F1,F2 € Hw.p and F; € R" — R™ If B(F1) < C, B(F2) < Cand B(Fy, — F3) < ¢,
then || Fi(z) — Fa()||]2 < /mnDeCP for any x € [0,1]".

o, where Softmax(a); is the first weight of

Now, we calculate the covering number of Hyy,p 0.
Lemma D.15. L(f,g) is defined in LemmallZQl Let H{;‘V,Dﬂ ={F:F € Hwp,o, B(F) < A}. Then for anyt > 0, we
have C(H{y, po, L,t) < (3APHLD ./ /£)OW* D),

Proof. By Lemma , when Fi, Fy € Hiy p . if B(F1 — F2) < m,
which implies that L(F;, F5) < t. So we just need to minimize the number of the DA+ = cover of the parameter space.

Using Lemma|D.10] we get the result. O

then we have ||Fi(z) — Fa(x)||2 < ¢,

Finally, using Lemmas[D.9)and [D.15] we can calculate the Rademacher Complexity.
Lemma D.16. Let 7-[{;1[,7,370 ={F:FeHwp,, B(F) <A} and ADmn > e. Then Radﬁ(?—[{;‘mao) < w
for any distribution D, which implies that Rad% (’Hév D,O) approaches to 0 when N is big enough.

O(WDIn(ADmn))

Proof. We just need to prove that, for any N points {z;})¥, in [0, 1]V, we have Rad!®}i=1 (Hiy.p.o) < o

Using Lemmas and [D.15| we have Rad{zi}ﬁ\rzl(’}‘lév,p,o) < O(fo1 \/O(WzDzlr;\(,ADm”/t))dt) <

1 n mn n mn
O(Jo OWDI \(/AND /t))dt) = O(WDI\/(NfD ) Here, we use VIn(g/t) <lIng/tforall¢g > eandt € (0,1). O

E. Proof of Proposition 4.10|
E.1. Strict

We first give a precise version of the proposition and definition in Section

Definition E.1 (Binary Shortcut). P(z) is called a binary shortcut of the binary linear inseparable classification dataset
D = {(z, D}, U{(@3, 00}, if Dy = {(24, )}, U{(2: +P(Z:),0)} N, is linear separable. Moreover, if there exists
a linear function h with a unit normal vector and 0 < 7y < 0.5 such that h(z) > 1 —n; for any (z,0) € Dy and h(z) <y
for any (z,1) € D;. Then we say that P(z) is a binary shortcut of D with bound 7.
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The strict version of the definition for the Simple Feature Recognition Space: It is generally believed that networks
learn simple features, and based on this characteristic, adding shortcut to dataset affects network training, so we use the
following definition to describe this property:

Definition E.2 (Simple Features Recognition Space). We say that H is a simple feature recognition space with a constant
¢, if for any binary linear inseparable classification dataset D and a binary shortcut P(x) of D with bound 1, H satisfies
the following properties: Let & = max(,.0),(z,00ep{|/P (%) — P(2)||2}. Then for any h € H that satisfies h(z + P(x)) >
1—mn1,¥(x,0) € Dand h(z) < n1,V¥(x,1) € D, it holds h(z1 + P(xo)) — h(x1) > ¢(1 — 21 — k) and h(P(xg)) >
¢(1 — 2 — k) for any (x0,0) € D and (x1,y1) € D.

As mentioned above, indiscriminate poison can be considered as a shortcut, and we have two important conclusions that have
been proved in the study of indiscriminate poison (Zhu et al.|[2023b): (1) The network trained on dataset with indiscriminate
poison will classify shortcut and (2) Adding shortcut to samples will affect the output of network. The above definition
mainly uses mathematical methods to describe these two conclusions: we express that “network will classify shortcut”
by giving a lower bound to h(P(zo)); we express “shortcut effects the classification results” by giving lower bound to
h(x14+P(xo)) — h(x1). Moreover, we have considered the impact of differences in P(z) for different x (i.e., k in definition)
on the output: the larger the difference, the smaller the impact. Thus, our definition is valid for some spaces, as shown below.

Proposition E.3. Let L be the set of linear functions with a normal unit vector and without bias. Then L is a simple feature
recognition space with constant 1. Furthermore, if f : R — R is an increasing differentiable function with derivatives in
[a,1] and f(0) = O, then the hypothesis space H = { f(I(x))|l € L} is a simple feature recognition space with constant a.

The strict version of Proposition[d.10} Using the above definitions, we can show how condition (¢3) in Theorem [A.5|stands
for a small 7, the strict version of Proposition[4.10]is given below.

Proposition E.4. Use notation introduced in Theorem{d. 1| For any distribution D, let D(P) be the distribution of P(x)
when © ~ D, and D(P + x) be the distribution of v + P(x) when © ~ D. Hw,p,1 is defined in Section |3} Define
RadQ(HW,D) as:

Rad?(’HW,D) =

DL (P) DL (a+P) D2 (P)

D (z4+P (17)
O(RadN(lfn) (Hw.p,1) +RadN(17n) (Hw.p,1) +RadNna (Hw.p,1) +Rade]Of * )(H

W,D,l))

Let D's = {(,0)|(z,y) € Dix \ Detean} U {(x,D)|(x,y) € Deiean}- Assume that with probability 1 — &1, D' is linear
inseparable. Let the hypothesis spaces H,F C Hw,p satisfy that hy(z) and f,(x) have Lipschitz constant L for any
h € H, f € F and any x, y. Assume that trigger P(x) satisfies the following three conditions for some ¢, k > 0:

(t1) For any f € F, we have f,(z+ P(z)) < €,Y(z,y) ~ Ds;

(£2) ||P(x1) — P(z2)||2 < k forall x1,x2;

(t3) P(x) is the shortcut of the dataset D'y, with bound 2e.

When the hypothesis space H —F = {h; (x)— f (r) € R™ — R|f € F,h € H} is a simple feature recognition space with
constant ¢ where c satisfies 1 —2e > c¢(1—4¢€)+k(c+4L) > 2e. Then with probability 1 — 61 —§ — 4(149751)1% — 477“37(11_”),
forany h € {h € H|hy(z) >1—¢€,VY(z,y) € Dp}tandany f € {f € F|fy,(z) >1—¢,V(z,y) € D}, we have

Eenps[[(f = R, (P(2)) = (f = h)i, (z + P(2))]] (s)
< 2(1 = ¢(1 — 4e) + k(c+4L)) + 2¢) + Rad2(Hw,p) + 161/ 22
It is easy to see that, when c close to 1 and k is small, such value is close to 6(6)

Remark E.5. Notice that (t1) is similar to (c1) in Theorem@ which means the trigger is adversarial; (t2) is similar to (c2)
in Theorem 4.5 which means trigger should be similar for different samples. And when & tends to 0, c tends to 1, and N is
big enough, it holds that E,ps[|(f — )i, (P(z)) — (f — h), (x + P(z))|] tends to O(e). Generally, we can consider that
the hypothesis space F' only contains the network that performs well on distribution Ds. Then, based on the transferability
of adversarial examples, condition (t1) can be established.

E.2. Prove Proposition [E.4]

We first prove the following more general proposition, where the hypothesis spaces are replaced with more general hypothesis
spaces, which will imply Proposition
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Proposition E.6. Use notation introduced in Theorem[A.2] Let D, = {(,0)|(z,y) € Dy \ Detean} U {(z,1)|(z,y) €
Deiean}. Assume that with probability 1 — 61, D'y is linear inseparable. Let the hypothesis spaces H = {h(z,y) :
R™ x [m] — [0,1]} and F = {f(z,y) : R™ x [m] — [0, 1]} satisfy h(z,y1) + h(z,y2) > 1, h(z,y1) + h(z,y2) > 1,
h(xz,y1) and f(x,y1) have Lipschitz constant L about x forany h € H, f € F, x € R™ and y, # y2. Assume that trigger
P(x) satisfies the following three conditions for some €, k > 0:

(1) For any f € F, we have f(x 4+ P(x),y) > 1 —¢,Y(x,y) ~ Ds;

(2)||P(z1) — P(x2)||2 < k forall x1,22 € R";

(t3) P(x) is the shortcut of the dataset D'y, with bound 2e.

When the hypothesis space F — H = {g¢n(x) = f(z,l,) — h(z,l,) € R™ = R|f € F,h € H} is a simple feature
recognition space with constant ¢ where c satisfies 1 — 2e > ¢(1 — 4e) — (¢ + 4L)k > 2e. Then with probability

1—61—-6— I 177)1)1\777 417_‘_137(’1_77),forany h e {h e H|h(z,y) < e,¥(x,y) € Dp}andany f € {f € F|f(z,y) <

6,V(z,y) € Dy}, we have

Eonns[|(f = 1) (P(2), ) — (f — h)(z + P(z), lp)]]
< 2(1—c(1 — 4€) + (c+ 4L)k + 2¢) + Rad(H, F) + 16

/111(1/5) (19)

Here Rad(H, F) is a value depending on the Rademacher complexity of H and F, and the specific value of it is explained
in the following proof.

Proof. Let D(P) be the distribution of P(z) where x ~ D, and D(P + x) be the distribution of = + P(z) where z ~ D.
We define g5 5 (z) = f(x,1,) — h(z,1p).

4A-n) 4n
4(1-n)+Nn  4n+N(1-n)’

Next, under “D’, is linear inseparable”, we will prove the inequality (T9) with probability 1 — § —
which will directly lead to the conclusion of the proposition.

To prove this, we just used the following three results:

)*gfh(’P( ) +

Result one: If h(x,y) < efor any x € Dp and f(z,y) < e for any = € D;,, then we have |g; (P (z)
| <142 —c(1-

)] <1—¢(l —4e)+ (c+4L)k for any (x,y) € Dir \ Detean and |g5 1 (P(2)) — g5.0(P(x) + )
de) + (¢ + 4L)k for any (z,y) € Dejean-

It is easy to see that when h(z,y) < e for any € Dp and f(z,y) < ¢ for any x € Dy,, we have |f(z,1,) — h(z, )] <
2¢,Y(x,y) € Dejean, Where we use h(xz,y1) + h(x,y2) > 1 and f(z,y1) + f(z,y2) > 1 for any y; # yo. Since
flx +P(x),y) > 1 —eforany x € Dy, so —h(z,l,) + f(z,lp) > 1 —2¢,¥(x,y) € Dpoi. Then we get gy p(z) >
1 —2¢,Y(z,y) € Dpos and |gf 1 ()| < 2¢,V(2,y) € Detean-

Because F'— H is a Simple Features recognition space, with conditions (t2) and (t3), we know that g, (P(x)) > c(1—4e—k)
and g7 p(z + P(x)) — gfn(x) > (1 — 4e — k) for all & € Dy \ Detean-

Considering that h(z,l,,) and f(z,l,) have Lipschitz constant L, and by condition (t2), we have ||P(z1) — P(z2)||2 < k
for all (z1,41), (z2,y2) € D). Then we have gs (P (z)) > ¢(1 — 4€) — (¢ +4L)k and gy p(x + P(x)) — gpn(z) >
c(l1 —4e) — (c+4L)k for all z € Dy,.

Using the above result, when © € Dy \Dejeqn, Wehave 1 > gy p (x+P(x)) > 1—2eand g7, (P(x)) > c(1—4e)—(c+4L)E,
and considering that |a — b| < max{|1 — a|,|1 — b|} when a,b € [—1,1], we have |g; (P (z)) — gr.n(P(z) + z)| <
max{l — ¢(1 —4e) + (c+4L)k,2¢} =1 —c(1 —4e) + (c+ 4L)k, by 1 — ¢(1 — 4e) + (¢ +4L)k — 2¢ > 0.

Then, when « € Dgjeqn, wehave 1 > gp p(x+P(z)) > gpn(x)+c(l1—4e)—(c+4L)k > ¢(1—4e)— (c+4L)k—2¢ > 0,
so considering that g7 (P (z)) > ¢(1—4¢e)—(c+4L)k, wehave | 1 (P(z))—gfn(P(z)+x)| < max{l—gsn(P(x)),1-
grn(@x+P(x))} <1—c(1—4e)+ (c+4L)k + 2. So we get result one.

Result Two: With probability 1 — 2575~ — 25, we have E, _polarn(P(@)) = gpn(P(a) + )] < 2(1 — (1 -

de) + (¢ +4L)k) + R (H, F) + 84/ ln(l/‘s) , where Rad; (H, F) is a value of the Rademacher complexity of / and F.

By Result one, we can use Z(%y)epn\pclmn |97 (P(2))—gs.n(P(x)+x)| to estimate ExNng’ lgrn(P(x)—gsn(P(z)+
z)]].
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First, use Theorem and similar to the proof of Theorem with probability 1 — % — §, we have

E, b l914(P(@) = gpn(P() + @) < 1= e(1 = de) + (e + AL+

D7 (p) D'? (p) D'? (z4P) D' (z4+P) In(1/s
2(Radys ) (H) + Radys {7 (F) + Radyys 77 () + Radgs 057 () + 4y /B2,

Notice that, we use Rad” (H,) + Rad? (H,) > Rad? (H, — H>) for any hypothesis space H,, Hy and k > 0, distribution
D here.

4(1—n)

Second, similar as before, with probability 1 — T—n)+ Ny d, we have
E, pi[=9rn(P(@) + grn(P(a) + 2)] < 1 —¢(1 —de) + (c + 4L)k+
pir(p P D'P (z4P D (z+P n(1/s
2(Ra de(/;(H) + Ra dNW(/Q)(F) +Radys U7 (H) + Radys 537 (F)) + 4,/ 2000

Adding these two equations, we get the result, where

P P T+ P D'P (z4+P
Rad; (H, F) = 4(RadNn P)(H) +R dNnof/; (F)+R def/Q '(H) + Radys 5.7 (7).

Result Three: With probability 1 — 2% 26, we have £ D lg(P(x)) — g(P(x) + x)| <2(1 —c(1 —4e) +

(¢c+4L)k +2¢) +Rady(H, F) + 8 ]1\?((11 / i)) , where Rad,(H, F) is a value of the Rademacher complexity of H and F'.

By Result one, we canuse 3, vep,,
Y)E€Deiean

z)|].
First, using Theorem and similar as in proof of Theorem with probability 1 —

95.n(P(2)) = g¢.n(P(2) + @) to estimate B, [l95,n(P(2)) = g7n(P() +

_ 4n
TEN (=) 0, we have

E, p#0l95n(P(2)) = grn(P(a) + )] < 1+ 26 — (c(1 —4e) — (c+4L)k)+

D#l P) DL (P) ' (z4P)

DL'7 (2 +P) In(1/5)
N(1-n)/2 N(1-n)/2 N(1—n)/2 i (F) + 4/ 555

2(Rad 7 (H) + Rad (F) +Ra d (H) +Radyf, o N(i-n)

and then, similar as above, with probability 1 — — 60, we have

4n
An+N(1-7)

E,. o3 [—gf n(P(x)) +gf h(P( )+z)] < 1+ 2e — (c(1 — 4e) — (¢ +4L)k)+
(P

" (P) 7 (a+P) DL (a+P) In(1/0
2(Rady;, /Q(H)-i-RadN(l " /2(F)+RadN(1 e (H) +Rady?, 07 (F)) + 4y 20
. DL (P DL (P DL'P (a4 P
Addlnj them, we get the result, and Rads(H, F') = 4(Rade1_(n))/2(H) + RadN?I_(n))/Q(F) + Radel_(n)/2 )(H) +
DL P (z+P)
Rad i f, s (F)).
Summarize: Finally, considering that
Eenps[|(f = h)(P(2), lp) = (f = h)(x + P(z), 1)l
= A=mE_ o2 [[(f = h)(P(2),lp) = (f = h) (@ + P(z), b)]] 2
+1E, _pio[I(F = )(P(@),1,) = ( = ) (@ + P(a), 1,)]] G0

lp
(A =mE,_pzellgrn(P(@)) = grn(z + P@))] +1E,_piollgrn(P(@)) = gr.n(z + P(2))]

by using Result two and three in equation (20), defining Rad(H, F') = Rad; (H, F') + Rads(H, F') and using < 1, we get
the result. O

Now, we use Proposition [E.6]to prove the Proposition [E.4}

Proof. For H in Proposition[E-4] we define a new hypothesis space Hy = {h1(z,y) = 1 — hy(z)||h € H}. Similarly, we
define F.
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We show that H; and F; satisfy the conditions in Proposition [E.6}

(1): Tt is easy to see that for any hy € Hy, we have by (z,y1) + hi (2, y2) = 2 — (hy, () + hy, (z)) > 1, and similar for F}.
1 — hy(z) and hy(x) have the same Lipschitz constant.

(2): Condition (1) in Proposition stands for F;. By condition (t1) in Propositionand Fi(z,y) =1— fy(x), we can
prove this.

(3): Condition (2) in Proposition|[E.6|and condition (t2) in[E.4]are the same; condition (3) in Proposition [E.6]and condition
(t3) in[E.4] are the same.

So, hy and F3 satisfy the conditions in Proposition We now use the proposition for i1 and F;. Considering that
hi(,y) — Fi(x,y) = f,(x) — hy(x). s0 we have

Eonpsl|(f = By, (P(x)) = (f = h)i, (z + P(x))]]
< 2(1—¢(1 — 4€) + k(c + 4L)) + 2¢) + Rad(Hy, Fy) 4 164/ 229

Rad(H,, F) is the value of Radermacher complexity of H; and F';, mentioned in Proposition For such a Rademacher
complexity, using Lemmaand Rad} (H) < N RadX (H) for any M < N, distribution D and hypothesis space H, we

have
Eennsl|(f = 1)1, (P(2)) = (f = h)1, (x + P(x))l]
< 2(1— (1 — 4€) + (¢ + 4L)k + 2¢) + Rad2(Hyw,p) + 16,/ 2L
= 2(1 —c+ (c+4L)k + (2 +4c)e) + Rad2(Hw,p) + 164/ —x5
Rad2 is defined in Definition [E.4] and the proposition is proved. O

E.3. Proof of Proposition [E.J|
Proof. We first show that L is a simple feature recognition space with constant 1.

If w satisfies w(x + P(z)) > 1 —ny for V(x,0) € D and wa < n; for V(z, 1) € D, then we consider the linear function
wx — 71. Because we have wx < n; for V(z,1) € D, sowz —n; < 0forV(x,1) € D. Because D is linearly inseparable,
and there must be a (29, 0) € D such that wxzg — 11 < 0, but w(zg + P(x0)) > 1 — ny. Thus, we have wP(xg) > 1 — 2.

Considering that ||P(x) — P(xo)||2 < k for all (z,0) € D, we have wP(x) > 1 — 211 — ||w]||2|[(P(z) — P(x0))||2 >
1—2n—k. Moreover, w(x1 +P(x)) —wz1 = wP(x), so as said above, when (z,0) € D we have w(z, +P(z)) —wx; >
1 — 2n — k, which is what we want.

Second, we show that H is a simple feature recognition space with constant a.

Because f is an increasing function, similar as before, if h(I(x + P(z))) > 1 — ny for V(x,0) € D and h(l(x)) < n; for
Y(z,1) € D, then we have h(l(xg)) —n1 < 0 for some (x0,0) € D. As a consequence, we have 1 — 2n; < h(l(zg +
P(x0))) — h(l(z0)) < Uz + P(x0)) — I(x0) bY f/'(2) < 1. Because I(z) € L, let l(z) = wz, so wP(zg) > (1 — 2m),
and considering that h(0) = 0, we have h(wP(zp)) > a(l — 2m).

Then, similar to Step one, we can get wP(x) > 1 — 21 — k. As a consequence, h(l(x)) = h(wP(z)) > a(l — 2, — k),
and h(I(z1 + P(z0))) — h(l(x1)) > a(w(z1 + P(x0)) — w(x1)) = awP (o) > a(l — 21 — k), so we get the result.

O

F. More Details on the Experiments
F.1. The Experiment Setting
We want to perform experiments in more practical settings:

1: The attacker only accesses part of the training set, so we only use a portion of the training set data in the process of
generating triggers.

2: The attacker cannot control the training process of the victim network, so we use standard training models for the victim
network.
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3: The attacker does not know the structure of the victim network and does not have great computing power, so we only use
smaller networks independent of the victim network in the process of generating triggers.

In previous backdoor attacks, some of these conditions have not been assumed. For example, attackers are assumed to be
able to access the entire network training set (Gao et al., [2023)); attackers know the structure of the network (Zeng et al.,
2022); attackers can control the training process (Gu et al.,|2017); and attackers have some additional information (Ning
et al.,[2021).

We use networks VGG16 (Simonyan & Zisserman, 2014), ResNet18, WRN34-10 (He et al.,|2016) and datasets CIFAR-10,
CIFAR-100 (Krizhevsky et al.,[2009), SVHN, and TinyImagenet with 100 classes (Le & Yang, |2015)). When we train victim
network, we use SGD, we have 150 epochs in the training, the learning rate is 0.01, and reduce to 80% at 40-th,80-th, 120-th
epochs, use weight decay 10~4, momentum 0.9, each data in the training set will flip or randomly crop before inputting
network in the training.

We will use Algorithm [I|to find the trigger PP(x), and the basic settings of Algorithm are as follows. We randomly choose
50% samples from the original training set to be 7.

We choose F; as VGG9 for dataset CIFAR-10 (VGG16 for CIFAR100 or SVHN, Resnet34 for TinylmageNet), use
adversarial training with PGD-10 and L, norm budget 8/255 for dataset CIFAR-10 or SVHN (4/255 for CIFAR-100 and
TinyImageNet) to train F;. There are 200 epochs in the adversarial training, learning rate is 0.01, and reduce by half at
100-th and 150-th epochs; use weight decay 10~%, momentum 0.9; each data in the training set will flip or randomly crop
after doing PGD-10.

We choose F> to be a two layer network (structure is shown below). There are 40 epochs in the training of F5; learning rate
is 0.01; use weight decay 10~#, momentum 0.9; each data in the training set will flip or randomly crop before inputting F>.
The budget of poison is Lo, norm 8/255 to 32/255.

Once we obtain the trigger P(x), we will randomly select some samples with label [,, in the training set and add the trigger
to them. Then, we will train the network by using the poisoned training set and measure the accuracy and the attack success
rate on the test set.

Running Time We do our experiments on Pytorch and GPU NVIDIA GeForce RTX 3090. Under the above experimental
setup, the time required for the experiment is shown in Table[/] It can be seen that most of the time is spent on adversarial
training of the network F;.

Table 7. Training time (in minutes). Gp100 means generate poison for 100 samples by using F; and F».

dataset Fi Fo victim F  Gpl00
CIFAR-10 400 30 120 2
CIFAR-100 600 30 140 3
SVHN 1000 35 160 3
TinyImageNet 1600 48 250 4

Reasons for ;. F; is a network which is used to create adversarial noise, and is trained on a small clean dataset. We
hope to conduct the experiment under the premise “Attacker does not about victim network,” so we avoid using a network
with the same structure as victim network in the process of producing poison. On the other hand, we also hope to do the
experiment under premise “Attacker does not have great computing power,” so we try to use a smaller network to generate
the poison as much as possible.

The structure of 7.
The first layer: with Channel 64 and 3 x 3 convolution, padding=1, do Relu and Maxpooling.

The second layer: shape to 16384(= 64 * 16 * 16) dim vector (65536(= 64 * 32 x 32) for TinyImageNet), and do fully
connected layer, and output a 2-dim vector.

Reasons for F5. F> is a network that is used to create shortcuts, and such shortcuts are used to make the clean and poison
dataset linear separable, and F3 is trained by Min-Min method. Generally speaking, if the data is not too complex, the
structure of this network does not need to be particularly large, a two layer network is enough to create short cut.

We do not choose F3 to be a linear function, because we always use data enhancement in the training, consider that making
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the enhanced data linearly separable is very difficult, so we let F; to be a two-layer network.

About PGD.

PGD-N means using PGD with N steps, and 1/255 (2/255, 3/255, 4/255) attacking rate to get adversarial with budget
8/255 (16/255, 24 /255, 32/255).

F.2. More Experimental Result

Table[8]is the supplement of Tables[I]and [2] which is the result on CIFAR10 under backdoor attacks with various settings.

Table 8. Baseline evaluations on CIFAR-10. Poison model Accuracy (A), poison model target label accuracy (A;), and attack success rate
(ASR).

Poison budget: 0.6% 1% 2% 06% 1% 2%

VGG16

Bound: 8/255 16,/255
A 91% 91% 93% 92% 91% 91%
Ay 2% 2% 90% 92% 91% 90%
ASR 13% 48% 51% 82% 91% 94%

Bound: 24/255 32/255
A 91% 90% 91% 90% 9N2% 91%
Ay 2% 91% 9R2% 2% 8% 90%
ASR 97% 9% 99% 99% 99% 99%

ResNet18

Bound: 8/255 16/255
A 93%  92% 90% 93% 91% 93%
Ay 2% 92% 93% 93% 93% 2%
ASR 14% 33% 47% 86% 93% 94%

Budget: 24/255 32/255
A 92%  92% 91% 92% 9N2% 90%
Ay 92% 92% 91% 91% 9N2% 90%
ASR 9%6% 9% 99% 98% 99% 99%

Table [9]is the supplement of Table 3] which is the result on some datasets under backdoor attacks with various budgets.

Table 9. Accuracy(A) and attack success rate (AS R) on CIFAR-100, SVHN and TinyImageNet, target label O.

CIFAR-100

Budget: 8/255 16/255 32/255
poisonrate: 0.6% 0.8% 0.6% 08% 0.6% 0.8%
A 7% 73% 73% 72% 72% 71%
ASR 4% 14% 85% 9R2% 9% 9%

SVHN
Budget: 8/255 16/255 32/255
poisonrate: 1% 2% 1% 2% 1% 2%
A 93% 93% 93% 92% 93% 91%
ASR 16% 22% 63% 79% 90% 99%
TinyImageNet

Budget: 8/255 16/255 32/255
poisonrate: 0.6% 0.8% 0.6% 0.8% 0.6% 0.8%
A 61% 62% 60% 60% 59% 60%

ASR 2% 9%  61% 82% 99% 99%

Tables [T0] and [TT] follow Tabled] and more comparison is shown in it.
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Table 10. Benchmark results of attack success rate on CIFAR-10 with VGG16 and ResNet18. Comparison of our method to popular
clean-label attacks. Poison ratio is 1% and perturbation have different /o.-norm bound from 8/255 to 32/255.

Victim VGG16 ResNet18
Budget: % % % % % %
Ours 8% 91% 99% 33% 93% 99%

Clean Label 18% 44% 84% 12% 22% 80%
Invisible Poison  23% 71% 99% 24% 73% 98%
Hidden Trigger 36% 80% 99% 26% 75% 99%
Narcissu 20% 60% 92% 16% 50% 92%
Image-specific  22% 68% 94% 18% 70% 95%
Reflection 26% 68% 99% 20% 54% 99%
Sleeper-Agent  20% 61% 97% 29% 70% 99%

Table 11. Benchmark results of attack success rate on TinyImagenet with network WRN34-10. Comparison of our method to popular
clean-label attacks. Poison ratio is 0.8% and budget is lo.-norm bound 16,/255. You can see that our results are very outstanding.
Attack methods ~ASR
Ours 82%
Clean Label 4%
Invisible Poison  27%
Hidden Trigger  44%
Narcissu 2%
Image-specific 8%
Reflection 11%
Sleeper-Agent 4%

F.3. Detail of each Attack

This section shows the experiment settings of the attack methods in Section[6.3] For all attacks, we basically follow the
algorithm in the original paper for experimentation, but they have some different settings from ours in creating poison and
backdoor, which need to be slightly modified according to our experimental settings.

Ensure Invisible. These attacks design the poison added to the training set as invisible (i.e. ensure the L., norm not more
than 8/255, 16/255 or 32/255), but some attack methods will design the trigger as a patch, which has no norm limitation,
as shown in Figure[d This is unfair for the attacks that design triggers as invisible. For greater fairness, we require that
triggers must also be invisible (i.e. bound by the L., norm) for all attacks, and as compensation, triggers can be added to the
whole image rather than a patch. If the trigger of an attack method exceeds the norm limit, we use the following method to
compress its trigger within the norm of the limitation: x is a sample, ¢(x) is the trigger of  without norm constraint, € is the
norm limitation. We will compress ¢(x) to a trigger t.,,, (x) satisfying ||t (z)|| < € as:

tun () = argminy  [[F(x + ) = F(a + t(x))]]

where F is a feature extraction network which has nine convolution hidden layers.

Figure 4. When trigger is a patch without norm limitation, it is not invisible. This figure is from (Souri et al.,[2022).
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Cost of Attack. For the sake of fairness, we try to ensure that all attack methods use networks with similar scale in the
process of generating poison and trigger(VGG9 for Cifar10 and ResNet34 for TinyImagenet). Details about these attack
methods are as follows.

(Clean Label): Use PGD-40 to find adversarial of a VGG9, which is trained on the clean training set.

(Invisible Poison): The auto-encoder architecture has the structure described in paper (Ning et al., [2021)). The original
trigger is a disturbance with Ly norm 100 to the lower left part of the image.

(Hidden Trigger): The original trigger is a patch that disturbs 100 pixels to the lower left part of the image. Use a VGG9 to
be a feature extractor in creating the poison of the training set.

(Narcissu): Use a VGG9 as the surrogate network.
(Image-specific): A U-net with depth 18 has been taken as Trigger Generator.
(Reflection): Select an image and use its reflection as a trigger, adding the reflection to image through convolution.

(Sleeper-agent): The original trigger is a patch that disturbs 100 pixels to the lower left part of the image. Use a VGG to
be the proxy network in creating poison.

F.4. Strengthen Attack
We try to strengthen our attack method to bypass the defense by using the following methods.

Bypass (AT): Use the method (Fu et al., [2020)(min-min-max method, which can create the shortcut for adversarial learning)
to train F», and F5 expands to VGGI.

Bypass (Data Augmentation): Use strong data enhancement in the training process F; and F» in algorithm[I| and F>
expands to VGGY.

Bypass (DPSGD): Use DPSGD in the training process F; and F» in Algorithm I}

Bypass (Frequency Filter): Using the method in (Dabouei et al., | 2020) to control frequency domain of poison, making
poison low frequency.

F.5. Some Others Attacks
The transferability of attacks.

Please note that we do experiment under the setting ‘the attacker does not know the structure of the victim network’ as said
in the experimental setup in Appendix [F1] So, all surrogate networks we used during creating trigger will not change based
on the victim network, only change based on the dataset. What is mentioned above is reflected in the experimental setup in
Appendix [F] So the triggers which we used in table[I] for ResNet18, VGG16 and WRN are the same, then table | naturally
implies the transferability of our trigger between different networks are good.

But the drawback of our trigger is that it cannot be transferred between different datasets, for example, the trigger created
for CIFAR-10 can not be used on CIFAR-100.

Weather Victim Network learns the trigger feature? We will continue the experiment in Table [1| and consider two
special sets: Do, = {(P(z),0)|(z,y) € Diest} and Dop1 = {(0.5 + P(2),0)|(z,y) € Diest }» Where Dy, is the test set
of CIFAR-10, and 0.5 + P(x) represents each weight of P(x) plus 0.5. These are the sets of poisons. We tested the accuracy
of the victim network on them to measure whether the network has learned noise features, and the result is given in Table @

Table 12. Accuracies on D, and D1 for ResNetl8 (R) and VGG16 (V). PN is the number of poisoned samples.
Budget: 8/255 16/255
PN: 0.6% 1% 2% 0.6% 1% 2%
V, Doy 84% 95% 98% 100% 100% 100%
R, D, 80% 92% 98% 99% 100% 100%
V, Dop1 94% 98% 99% 100% 100% 100%
R, Dyp1 93% 98% 98% 99% 100% 100%
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The victim network has a very high accuracy for the poisoned sets D, and D,,, even with the budget 8/255, which means
the victim network has learned the trigger feature. However, the data in Table[T]are not as good as those in Table[I2] because
when the input contains both original features and poison features, each of them will affect the output of the network and the
final result is decided by them together. Therefore, when the network learns the original features well, it is also necessary to
increase the scale of poison, and this is why under the premise of budget 8/255, the effect does not appear to be good in
Table([l] So, we can reach the result: Victim network is very sensitive to poison features and uses them for classification.
But the victim network still focuses on original image features, and it will make a choice on the stronger side of these two
features.

F.6. More Detail for Section
The construction details of the poison in Section[6.5]are as follows.

(RN(L o budget)): P(x) is random noise with L., budget 16/255 or 32/255. The method for random selection of noise is:
each pixel of noise is i.i.d. obeying the Bernoulli distribution in {—16/255,16/255} or {—32/255,32/255}. Please note
that a noise vector is selected as trigger for all samples, but not each sample selects a noise as trigger.

(RN(Lg budget)) P(x) is random noise with L budget 200 or 300. The method for generating noise is: Randomly select
200 or 300 pixels and change their values to 0. Please note that the position of each pixels that becomes 0 in each image is
the same, but not each sample random selects some pixel to become 0.

(UA) P(x) is universal adversarial disturbance with L, budget 16/255 and 32/255, we use the method (Moosavi-Dezfooli
et al.,2017) to find universal adversarial disturbance of a trained VGG9 (training method is as same as F; as mentioned in
Section[ET).

(Adv) P(x) is adversarial disturbance with L, budgets 16/255 and 32/255. We use PGD-40 to find adversarial disturbance
of a trained VGGY (training method is as same as F; as mentioned in Section [F.T).

(SCut) P(x) is shortcut noise with L., budgets 16/255 and 32/255. The method for generating shortcut noise is Min-Min
method (Huang et al., [2021])), using a 2-depth neural network to find shortcut.

(Ours): Following Algorithm [T]and Section [F.1]
The result on VGG is in the following table[I3]

Table 13. The supplement of Tabel[§] The value of Vaa, and Vi, and Accuracy (A) and attack success rate (ASR) on the test set. Use 12
different triggers.

Poison Type Vaao(1)  Vsel)  ASR(1) A
RN L., 16/255 272 0.014 16%  91%
RN L, 32/255  6.31 1074 98%  90%

RN Ljg, 200 464 0004  76%  91%
RN L, 300 6.20  0.003 2%  90%
UA 16/255 319 0002  63%  91%
UA 32/255 1792 10~* 93%  90%
Adv 16/255 9.77 1.27 44%  90%
Adv 32/255 18.63 035 84%  90%
SCut 16/255 1.21 1074 3%  91%
SCut 32/255 4.02 10-° 91%  90%
Ours 16/255 721 0.001 9%  90%
Ours 32/255 1595 1074 9%  92%

F.7. Verify Theorem 4.1]
In this section, we use experiments to verify Theorem4.1]
We will show that: when P(z) is fixed, the poison rate will affect accuracy.

We use dataset CIFAR-10, network ResNetl8, target label 0, and poison 1000, 2000, 3000 or 4000 randomly selected
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images with label 0. We use the follow trigger P(z) to test our conclusion.

(PN): P(x) is random noise with L., budget 8/255, 16/255 and 32/255. The method for random select noise is: each pixel
of noise is i.i.d. obeying the Bernoulli distribution in {—8/255,8/255} or {—16/255,16/255} or {—32/255,32/255}.

(MI): Mixed image poisoning method. x + P(x) is calculated as: randomly find an x; without label 0, and make
x+P(z) = (1 — Nz + Az, where A = 0.05,0.15,0.25.

(Ours): P(z) is generated by Algorithm [1] with budgets 8 /255, 16/255 or 32/255.

The following table shows the accuracy and accuracy of the image with label 0.

Table 14. Accuracy (A) and accuracy of image with label 0(A;) on the test set. The ones in parentheses are A;. Use nine different
triggers.

1000 2000 3000 4000
PN, 8/255: 9201D)%  929D%  91(90)%  90(88)%
PN, 16/255:  91(92)% 9191)% 90(90)% 90(88)%
PN, 32/255:  91(92)% 90(8N% 89(8N% 89(87)%
MLA =0.05 9209D)% 919D)% 92(90)% 90(89)%
MLA =0.15 91(92)% 90091)% 90(90)% 89(89)%
MLA =025  92(90)% 91(90)% 89(8N% 88(87)%
Ours, 8/255  92(93)% 9192)% 9191)% 90(89)%
Ours, 16/255 92(92)% 9091)% 90(89)%  89(88)%
Ours, 32/255 90(90)% 91(90)% 90(89)% 90(88)%

We can see that the higher the poison rate, the greater the impact on accuracy. However, the degree of decline is not
significant: for more than 3,000 poisoned samples, the accuacy just decreases 4%. This is because the poison budget is
controlled to be small.
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