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Abstract

Multiword expressions (MWEs) refer to id-001
iomatic sequences of multiple words. MWE002
identification, i.e., detecting MWEs in text, can003
play a key role in downstream tasks such as004
machine translation, but existing datasets for005
the task are inconsistently annotated, limited to006
a single type of MWE, or limited in size.007

To enable reliable and comprehensive evalua-008
tion, we created CoAM: Corpus of All-Type009
Multiword Expressions, a dataset of 1.3K sen-010
tences constructed through a multi-step process011
to enhance data quality consisting of human012
annotation, human review, and automated con-013
sistency checking. Additionally, for the first014
time in a dataset of this kind, CoAM’s MWEs015
are tagged with MWE types, such as NOUN016
and VERB, enabling fine-grained error analysis.017
Annotations for CoAM were collected using a018
new interface created with our interface gener-019
ator, which allows easy and flexible annotation020
of MWEs in any form, including discontinuous021
ones.1 Through experiments using CoAM, we022
find that a fine-tuned large language model out-023
performs the current state-of-the-art approach024
for MWE identification. Furthermore, analysis025
using our MWE type tagged data reveals that026
VERB MWEs are easier than NOUN MWEs to027
identify across approaches.028

1 Introduction029

Vocabulary plays a critical role in the comprehen-030

sion of natural language. While often simplified031

as a collection of single words, vocabulary also032

includes idiomatic sequences known as multiword033

expressions (MWEs) (Baldwin and Kim, 2010),034

which form an important part of language knowl-035

edge (Jackendoff, 1995). We focus specifically on036

sequences whose meaning or grammatical structure037

cannot be derived from their constituent words, as038

they can impede text analysis or comprehension;039

1The CoAM dataset and source code of the interface gen-
erator will be publicly accessible upon acceptance.

that is, we exclude transparent collocations. For ex- 040

ample, the bold sequences below constitute MWEs. 041

(a) ACL stands for Association for Computa- 042

tional Linguistics. 043

(b) He has been under the weather lately. 044

MWE identification (MWEI), the process of au- 045

tomatically tagging MWEs in text (Constant et al., 046

2017), is valuable for tasks where word-by-word 047

text processing is insufficient, such as machine 048

translation (Li et al., 2024) and lexical complex- 049

ity assessment (Kochmar et al., 2020). Briakou 050

et al. (2024) investigated step-by-step translation 051

using a large language model (LLM) and demon- 052

strated that identifying MWEs in the initial step im- 053

proves the translation quality. Furthermore, MWEI 054

enables applications, such as reading assistance 055

systems, to perform automatic glossing, for exam- 056

ple, by combining MWEI with definition modeling 057

(Bevilacqua et al., 2020). For example, Huang et al. 058

(2022) discusses how definition modeling for jar- 059

gon, which largely consists of MWEs, can help 060

laypeople comprehend specialized terminology. 061

Despite the importance of MWEI, existing 062

datasets for the task are inconsistently annotated, 063

limited to a single type of MWE, or limited in size, 064

as described in Section 2. This hinders reliable and 065

comprehensive evaluations of MWEI systems. 066

In this paper, we introduce the Corpus of All- 067

type Multiword expressions (CoAM), a dataset of 068

1.3K sentences for MWEI. “Types” refer to MWE 069

categories assigned based on the part of speech of 070

the MWE, with “all-type” signifying the inclusion 071

of all such categories of MWE. To ensure anno- 072

tation quality, we assigned two annotators and a 073

reviewer to each sentence and checked all annota- 074

tions for consistency. Additionally, MWEs in the 075

CoAM test set are tagged with their types, such 076

as NOUN and VERB, facilitating fine-grained er- 077

ror analysis of MWEI systems. This enables us to 078

address questions such as: “Are verbal MWEs— 079

the focus of the long-running PARSEME project 080
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(Savary et al., 2017)—more difficult to identify081

compared to other categories of MWEs?”082

Annotations for CoAM were collected using a083

checkbox-based annotation interface created using084

our new interface generator, CAIGen: Checkbox-085

based Annotation Interface Generator. It allows086

easy and flexible annotation of MWEs in any form,087

including discontinuous MWEs such as pick . . . up088

in pick me up at the station, which are common in089

English and have historically been a challenge for090

MWEI systems (Rohanian et al., 2019).091

Using CoAM, we evaluate two distinct MWEI092

approaches. The first approach, MWEasWSD093

(MaW, Tanner and Hoffman, 2023), combines094

a rule-based pipeline and a trainable bi-encoder095

model, achieving state-of-the-art performance on096

the DiMSUM dataset (Schneider et al., 2016). The097

second is LLM fine-tuning for MWEI, inspired098

by the effectiveness of similar approaches in tasks099

such as named entity recognition (NER, Zhou et al.,100

2024). We use CoAM to train and evaluate LLMs101

from the Llama (Dubey et al., 2024) and Qwen102

(Qwen Team, 2024) model families.103

The results reveal that a fine-tuned Qwen model104

with 72B parameters greatly outperforms MaW,105

demonstrating the effectiveness of LLM fine-106

tuning. On the other hand, all approaches suffer107

from low recall (e.g., 50.7% for Qwen-72B). Fur-108

ther analysis shows that fine-tuned LLMs struggle109

more with detecting NOUN and CLAUSE MWEs110

than detecting VERB MWEs. MWEs not contained111

in WordNet (Miller, 1995), e.g., real estate, were112

found particularly difficult to identify, presumably113

because they are less widely recognized as MWEs.114

2 Related Work115

Datasets Previous studies have presented several116

datasets for MWEI and idiom2 identification. The117

DiMSUM (Schneider et al., 2016) dataset consists118

of 5,799 sentences annotated with MWEs, includ-119

ing, but not limited to, verbal MWEs, noun MWEs,120

phatics, and multi-word (MW) proper nouns. Al-121

though DiMSUM has been used in multiple MWEI122

studies, e.g., Kirilin et al. (2016) and Liu et al.123

(2021), there exist inconsistencies in the annota-124

tion, which hinders proper evaluation. Tanner and125

Hoffman (2023) found that over 80% of the false126

positives of their system were actually caused by127

DiMSUM’s inconsistent annotation. Next, the128

2According to Tedeschi et al. (2022), idioms are a subset
of MWEs.

PARSEME corpus (Savary et al., 2017; Walsh 129

et al., 2018) is a high-quality dataset for the iden- 130

tification of verbal MWEs. It has been continu- 131

ously updated, and the latest version (1.3) contains 132

over 455,000 sentences across 26 languages. How- 133

ever, their focus is limited to verbal MWEs. Lastly, 134

ID10M (Tedeschi et al., 2022) is an idiom detection 135

dataset consisting of automatically created training 136

data in 10 languages and a manually curated evalua- 137

tion benchmark of four languages. Their evaluation 138

dataset was created with the help of professional 139

annotators, but it contains only 200 sentences per 140

language. They used Wiktionary as the source of 141

idioms, and MWEs not in Wiktionary were skipped 142

in the annotation. Additionally, they did not anno- 143

tate discontinuous idioms. 144

Tagging Schemes ID10M uses the BIO scheme. 145

DiMSUM uses the more flexible 6-tag scheme, 146

which allows discontinuous MWEs, but cannot han- 147

dle overlapping MWEs (see Appendix E.2 for an 148

example of overlapping MWEs). In contrast, the 149

parseme-tsv format (Savary et al., 2017) accepts 150

MWEs in any form, which leads us to adopt an 151

equivalent data format. 152

Other Tasks Whereas these studies addressed 153

MWE/idiom identification as a sequence tagging 154

task, others worked on a related but different task, 155

idiom usage recognition. It is a binary classifica- 156

tion of word sequences in context as idiomatic/ 157

figurative or literal. The detection task in Muzny 158

and Zettlemoyer (2013), SemEval-2013 Task 5b 159

(Korkontzelos et al., 2013), SemEval-2022 Task 2 160

Subtask A (Tayyar Madabushi et al., 2022), and 161

the MAGPIE corpus (Haagsma et al., 2020) are set 162

up for this task. Our task setting is more realistic 163

and challenging than these, requiring systems to 164

identify all MWEs within a given sentence. 165

3 Task Formulation 166

We formulate the MWEI task as token-level se- 167

quence tagging, where the inputs are tokenized 168

sentences and each token can belong to multiple 169

MWEs. Given the token sequence of each sen- 170

tence, x1, . . . , xn, the task is to output a list of 171

MWEs where each MWE is represented as a list 172

of token indices. The i-th MWE in the sentence 173

is represented with [idx(ti,1), idx(ti,2), . . . ] where 174

ti,j is the j-th token of the MWE and idx(t) is t’s 175

index. Our annotation interface allows annotations 176

in this scheme, as illustrated in Figure 1. 177
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4 Construction of CoAM178

4.1 Data Selection and Preprocessing179

In selecting the sources of our dataset, we priori-180

tized sources aimed at general audiences so that181

they are in standard English and mostly free of182

grammatical errors. We also included both written183

and transcripted spoken texts. Consequently, we184

utilized the following four data sources (see Ap-185

pendix A.1 for their details). News is news text186

written by professional writers sourced from EMM187

NewsBrief, which was introduced by Glavaš and188

Štajner (2013).3 Commentary is commentaries on189

news from the WMT23 Shared Task monolingual190

training data (Kocmi et al., 2023). TED is a collec-191

tion of TED talk transcriptions from two sources.192

(1) NAIST is the dataset by Neubig et al. (2014);193

(2) IWSLT is the subset of IWSLT 2017 Shared194

Task (Cettolo et al., 2017). UD is a collection of195

single sentences sourced from weblogs, reviews,196

question-answers, newsgroups, and emails in the197

English Web Treebank. It is part of the Universal198

Dependencies (Zeman et al., 2018) and the English199

PARSEME corpus (Walsh et al., 2018). We did200

not include any sentences from UD in the test set,201

because UD contains user-generated content with202

frequent grammatical errors. All the other sources203

were used both for training and test splits.204

For all sources, we took the first 10 (or all, when205

there are less than 10) sentences from the article or206

talk and presented them in original order. Each sen-207

tence was tokenized using spaCy (we use version208

3.7.1 and the en_core_web_lg model throughout209

this paper), with the exception of the UD sentences,210

which were already tokenized. Note that what we211

call words are tokens given in this manner.212

4.2 Annotation Guidelines213

The construction of a reliable dataset requires clear214

guidelines for annotators in order to minimize mis-215

annotation. However, we found no such guidelines216

for all-type MWE annotation, which led us to cre-217

ate new guidelines.218

We define MWEs as idiomatic sequences that219

satisfy the following three conditions, based on220

the definition by the often-cited Baldwin and Kim221

(2010) and the PARSEME annotation guidelines.4222

3The dataset also contains data from WikiNews and
Wikipedia, but we preferred EMM NewsBrief, which con-
tains more MWEs according to our preliminary analysis based
on the annotation by Kochmar et al. (2020).

4https://parsemefr.lis-lab.fr/
parseme-st-guidelines/1.3/

(a) It consists of at least two words that are 223

always realized by the same lexemes. This con- 224

dition means that his in put yourself in his shoes is 225

not part of the MWE, as other words like Michael’s 226

can replace it. 227

(b) It displays semantic, lexical, or syntactic 228

idiomaticity. Semantic idiomaticity occurs when 229

the meaning of an expression cannot be derived 230

from its constituent words. It is the most important 231

type of idiomaticity because it accounts for the ma- 232

jority of MWEs being classified as idiomatic. See 233

additional discussion on semantic idiomaticity in 234

relation to non-compositionality in Appendix A.2. 235

Note that transparent collocations such as stuck 236

at are not an MWE in our definition because they 237

are not semantically, lexically, or syntactically id- 238

iomatic. The meaning or grammatical structure 239

of transparent collocations can be understood by 240

their constituents, and thus they can be processed 241

word-by-word. 242

(c) It is not a proper noun, i.e., a specific 243

name of a person, facility, and so on. Previous 244

MWE studies either classified MW proper nouns as 245

MWEs (Schneider et al., 2016) or excluded them as 246

non-idiomatic (Tayyar Madabushi et al., 2022). We 247

opted for the latter, as proper nouns are linked to 248

encyclopedic knowledge rather than lexicographic 249

knowledge (Navigli and Ponzetto, 2012), to which 250

typical MWEs belong to. 251

The full MWE definition is given in Appendix E. 252

The guidelines were updated whenever an issue 253

was found, e.g., an ambiguous description. 254

4.3 Annotation Interface 255

For flexible and efficient annotation, we developed 256

a novel annotation interface generator, CAIGen. 257

CAIGen builds a checkbox-based interface in 258

Google Sheets5, allowing annotators to perform 259

annotations of MWEs and other kinds of spans 260

simply by checking checkboxes as shown in Fig- 261

ure 1. In the interface generation process, for each 262

sentence, CAIGen first writes the sentence ID, the 263

sentence itself, and a bordered box to show the re- 264

sult of annotations. Then, it arranges each token 265

from left to right, wrapping the line when its length 266

hits a pre-set limit. 267

Its main advantages over other comparable an- 268

notation tools are summarized in Table 1. The 269

first tool, brat6 (Stenetorp et al., 2012), has been 270

5https://developers.google.com/sheets
6https://github.com/nlplab/brat
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Figure 1: An example sentence presented in our interface by CAIGen. Checks in the checkboxes are instantly
reflected in the bordered zone at the upper right, showing which MWEs are currently marked. The number of rows
is reduced here for brevity; the actual interfaces we used have nine rows.

Flexible
annota-

tion

Simple
interface

Easy
collabora-

tion

Customiz-
able

interface

brat ✗ ✓ ✗ ✗
FLAT ✓ ✗ ✗ ✗
Ours ✓ ✓ ✓ ✓

Table 1: Comparison of annotation tools.

used for annotation of a wide range of tasks such271

as sentiment analysis (Pontiki et al., 2016) and272

NER (Tabassum et al., 2020). FLAT7 was used for273

the annotation of the PARSEME corpus (Savary274

et al., 2017). The advantages of CAIGen over275

these are as follows. First, the generated inter-276

face accepts annotations of spans of any form, in-277

cluding discontinuous or overlapping spans (see278

Appendix E.2 for examples), making it more flexi-279

ble than the previous tools. Second, CAIGen pro-280

vides a simple spreadsheet-based interface, which281

is familiar and accessible for technical and non-282

technical annotators alike. Third, CAIGen alle-283

viates researchers’ overhead of managing servers284

and annotator accounts by delegating to Google,285

while the other tools require either (1) distribut-286

ing data slices to each annotator and having them287

run applications locally or (2) running and manag-288

ing the application on a remote server. Lastly, our289

interface is highly customizable because CAIGen290

builds it using Google Apps Script, a programming291

language based on JavaScript; for example, simple292

customization would allow you to collect additional293

annotations about span types.294

4.4 Annotation295

The annotation was done by two annotators hired296

through a company and five authors. The hired297

annotators comprise one native and one non-native298

English speaker, both with at least six years of ex-299

7https://github.com/proycon/flat

perience as translators. They received feedback 300

from the authors after annotating the first 50 or so 301

sentences to correct misunderstandings about the 302

guidelines. We paid roughly 1 USD per sentence 303

as a reward. Meanwhile, the author annotators con- 304

sist of three native and two non-native speakers, 305

all with a language-related degree and sufficient 306

English proficiency to perform the task. For reli- 307

able annotation, we assigned each sentence to two 308

annotators (one hired annotator and one author), en- 309

suring that at least one was a native English speaker, 310

as the task requires a rich English vocabulary. 311

All annotators were instructed to carefully read 312

the guidelines and perform annotation using the 313

checkbox-based interface. In the authors’ annota- 314

tion, we marked unclear sentences to remove them 315

later because it is hard to determine whether a span 316

is an MWE in such sentences. 317

4.5 Inter-Annotator Agreement 318

With two annotators being assigned to each sen- 319

tence, we measured the inter-annotator agreement 320

(IAA) by the MWE-based (exact-match) F1 score. 321

The IAA was found to be only 37.3%, which could 322

be attributed to annotators failing to annotate valid 323

MWEs. We thus suggest that MWE datasets should 324

be constructed with at least two independent anno- 325

tators to reduce missed MWEs. Nonetheless, the 326

IAA of CoAM is comparable with other MWEI 327

datasets (see Section 8 for a detailed discussion). 328

4.6 Review 329

To solve the disagreement between the two anno- 330

tators and correct any other problematic annota- 331

tions, two authors—both native English speakers— 332

reviewed all the annotations. We presented them 333

with the annotations in a special interface for re- 334

viewing, where the tags given by only one an- 335

notator were highlighted, and we asked them to 336

mark inappropriate tags to be deleted and newly 337
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Type PoS of Head Description Example

NOUN
NOUN, PRON,
PROPN

Noun MWEs or compounds. the middle of nowhere, red tape

VERB VERB Verbal MWEs. stand for, pick up, break a leg

MOD/
CONN

ADJ, ADV, ADP,
CCONJ, SCONJ

Adjectival, adverbial, or connective MWEs. under the weather, of course, in
spite of

CLAUSE
VERB, AUX MWEs containing (1) a verb or auxiliary verb and (2)

its nominal subject, such as phatics and proverbs.
you’re welcome, the early bird
gets the worm, when it comes to

OTHER
Any MWEs whose head is not contained in them or whose

PoS is none of the PoS above.
and so on

Table 2: MWE types in CoAM. The PoS are denoted with UPOS tags. Underlines denote the head of an MWE.

Sentence Marked

Having never booked train tickets online
before thought I would give it a try and
was very surprised at how much I saved.

✓

Would recomend giving this a a try. ✗

Table 3: Inconsistent annotation of give_try. Note
that the second sentence is reproduced as in DiMSUM,
including apparent typos.

found MWEs to be added. When the review was338

complete, we updated our dataset according to the339

marks added by reviewers.340

4.7 Consistency Check341

One of the primary issues with the annotations in342

the DiMSUM dataset is their inconsistency—that343

is, a number of MWEs are annotated in one location344

and not another, despite equivalent constituents345

and semantics being present in both places. For346

example, see how give_try is labeled in only one347

of the sentences in Table 3.348

In order to quantify this issue in both DiMSUM349

and CoAM—and to eliminate it from CoAM—we350

used a partially automated approach to find incon-351

sistencies in both the entirety of CoAM and 1.3K352

sentences (the size of CoAM) randomly sampled353

from DiMSUM. We started by initializing an empty354

set M , then iterated through all given sentences and355

added all labeled MWEs from them to M . Next,356

we used a simple rule-based MWEI pipeline, re-357

purposed from Tanner and Hoffman (2023), to find358

constituent groups in other sentences that could359

correspond to an MWE in M but were not already360

labeled. Finally, an author and native speaker of En-361

glish reviewed each of these candidate constituent362

groups to see if they are semantically equivalent to363

already labeled instances of this MWE—that is, to364

see if they represent an inconsistency.365

We found 118 instances of inconsistencies like 366

this in the random sample of DiMSUM and 147 367

in CoAM,8 reaffirming the difficulty involved in 368

producing consistent MWE annotations. However, 369

we then added the missing labels to all MWEs 370

found in this way, eliminating these inconsistencies 371

from the final CoAM data. 372

4.8 MWE Type Tagging 373

To enable fine-grained error analysis using CoAM, 374

we automatically tagged all test-set MWEs, and 375

training-set MWEs except those from UD, with 376

MWE types. Inspired by the classification by 377

Schneider et al. (2014b), we group MWEs into 378

five types: NOUN, VERB, MODIFIER/CONNEC- 379

TIVE (MOD/CONN), CLAUSE, and OTHER. The 380

details are described in Table 2. We tag MWEs 381

in each sentence through the following automatic 382

operations after dependency parsing using spaCy. 383

For each MWE m = (w1, . . . , w|m|), we look for 384

its syntactic head, namely, try to find w∗ that has 385

all the other words in m as its descendants. If m 386

has such w∗, we determine its type based on the 387

PoS of w∗; for example, we tag m as VERB when 388

w∗ is a verb. If m does not have such w∗, we tag 389

m as OTHER. For the details, see the algorithm in 390

Appendix A.3. We did not tag the sentences in UD 391

because none of them are contained in the test set. 392

In order to measure the accuracy of our type tag- 393

ging approach, we perform manual evaluation. The 394

resulting accuracy was 89.3% (see Appendix A.4 395

for the details), which is sufficient for our purposes 396

of performance analysis. 397

4.9 Statistics 398

Table 4 shows dataset statistics. CoAM has more 399

than 1.3K sentences. The MWE density is 6–7% 400

8When counting inconsistencies, we always consider posi-
tive labels correct, and negative labels inconsistent.
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MWE Type Proportion (%)

Sentences Words MWEs MWE
Density (%) NOUN VERB MOD/CONN CLAUSE OTHER

News 360 9,328 230 5.5 33.5 47.8 16.5 0.0 2.2
Commentary 357 9,310 272 7.0 29.8 30.5 29.4 1.1 9.2
TED 299 6,592 212 7.2 33.0 37.3 21.2 3.8 4.7
UD 285 5,001 160 7.2 - - - - -

Train 780 16,817 489 6.7 33.4 35.9 22.8 1.5 6.4
Test 521 13,414 385 6.5 30.6 40.0 22.9 1.6 4.9

Total 1,301 30,231 874 6.6 31.9 38.1 22.8 1.5 5.6

Table 4: Statistics of CoAM. MWE density is the percentage of words in MWEs. The test set comprises part of
News, Commentary, and TED, while the training set comprises the rest of the data.

in both training and test sets. This proportion401

is much lower than that of DiMSUM (Schneider402

et al., 2016)—13% overall—most likely because403

DiMSUM includes proper noun phrases in MWEs.404

Among the five MWE types, VERB and NOUN are405

the most frequent ones across data sources. Our406

type tagging approach successfully assigned a spe-407

cific (non-OTHER) MWE type to almost 95% of the408

MWEs. See Appendix A.5 for additional analysis409

regarding MWE continuity.410

5 MWEI Approaches411

We use CoAM to evaluate the following MWEI412

approaches.413

5.1 MWEasWSD414

MWEasWSD (MaW) is an approach that uses (1)415

an MWE lexicon—WordNet (Miller, 1995)—and416

a rule-based pipeline to identify MWE candidates417

and (2) a trainable model to filter MWE candidates418

(Tanner and Hoffman, 2023). It achieved state-419

of-the-art performance on the DiMSUM dataset.420

They published four of their filtering models,421

among which we use the bi-encoder (BiEnc)422

and DCA poly-encoder (DCA). Both models are423

based on BERT (Devlin et al., 2019), specifically424

bert-base-uncased. They have been trained with425

SemCor (Miller et al., 1993), and we further fine-426

tune each model with the CoAM training set. We427

also run MaW with the rule-based pipeline only,428

i.e., without a filtering model.429

5.2 LLM Fine-Tuning430

Recent studies have shown the effectiveness of431

LLM fine-tuning for a wide range of tasks, such as432

NER (Zhou et al., 2024) and grammatical error cor-433

rection (Kaneko and Okazaki, 2023). Framing their434

task as sequence transduction, they achieved high435

performance by providing LLMs with prompts that 436

included instructions on the task. 437

Inspired by their success, we perform LLM fine- 438

tuning, where the inputs to LLMs are instructions 439

for MWEI (a summary of the annotation guide- 440

lines) followed by formatted tokens in a sentence. 441

6 Experiments 442

6.1 Setup 443

LLM Fine-Tuning We use four instruction- 444

tuned LLMs that are available on Hugging Face 445

Hub: Llama-3.1-8B-Instruct, Llama-3.1-70B- 446

Instruct (Dubey et al., 2024), Qwen-2.5-7B- 447

Instruct, and Qwen-2.5-72B-Instruct (Qwen 448

Team, 2024). We abbreviate them, e.g., to Llama- 449

8B, omitting the versions. For efficient training 450

and inference, we use QLoRA (Dettmers et al., 451

2023), performing 4-bit NormalFloat quantization 452

and double quantization. Other hyperparameters 453

are described in Appendix B.1. The computational 454

budgets are in Appendix C. 455

To find a performant input-output format, we 456

conduct preliminary experiments with three for- 457

mats, adjusting the prompt for each format. These 458

experiments are detailed in Appendix B.1. We find 459

tsv_to_tsv (see Table 5) is the only format the 460

models can comply with and thus adopt it. 461

All prompts contain a placeholder for a defini- 462

tion of MWEs to clarify what sequences should 463

be marked. We report scores using what we refer 464

to as the long definition in Table 6. For scores us- 465

ing a shorter definition, see the ablation study in 466

Appendix B.1. 467

Evaluation Metrics We use MWE-based preci- 468

sion, recall, and F1 score (Savary et al., 2023). See 469

Appendix B.2 for their exact definitions. 470
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Role Message

System You are a helpful system to identify
multiple-word expressions (MWEs).

User

Identify all the MWEs in the given
sentence, and output their surface
forms and the indices of their
components.\n
\n
[MWE_DEFINITION]\n
\n
Each sentence is given as a string of
words delimited by '\n'. Respond in
TSV format, where the first and second
columns contain words and MWE tags,
respectively. The MWE tag should be a
string of MWE identifiers. When a word
belongs to multiple MWEs, the tag
should be a concatenation of their
numbers delimited by semicolons.\n
\n
Sentence:\n
ACL\n
stands\n
...

Table 5: Example prompt for fine-tuning, based on the
tsv_to_tsv format. In our main experiments, [MWE_
DEFINITION] will be filled with the long MWE defini-
tion described in Appendix B.1.

6.2 Results and Analysis471

In Table 6a, the left three columns show the overall472

scores. Fine-tuned Qwen-72B achieves the best F1,473

surpassing the highest F1 by Rule+DCA of MaW.474

Moreover, fine-tuned Qwen-72B outperforms all475

MaW systems in precision and recall. This in-476

dicates the effectiveness of fine-tuning LLMs for477

MWEI—particularly LLMs with a large number478

of parameters. One explanation for this could479

be that knowledge about MWEs was acquired by480

LLMs through pre-training, and we can harness481

this knowledge for MWEI by fine-tuning.482

Meanwhile, all systems except for the rule-based483

pipeline suffer from low recall. Even the best484

system, fine-tuned Qwen-72B, achieves a recall485

of only 50.7%, missing almost half of the gold486

MWEs.487

Analysis of Recall Given the low recall across all488

systems, we conduct further analysis to determine489

which MWEs the models struggle to identify.490

The right columns in Table 6a compare recall491

by MWE type, showing that CLAUSE and NOUN492

MWEs tend to be more difficult to identify than493

MOD/CONN or VERB MWEs across models.494

In Table 6b, the left columns analyze how much495

recall changes depending on whether the MWE is496

seen or unseen, where an MWE in the test set is 497

considered unseen if the multi-set of lemmas of its 498

constituents was never annotated in the training set. 499

We find that seen MWEs are easier to identify than 500

unseen ones across models/systems. This result 501

resembles that of the PARSEME shared task 1.2 502

(Ramisch et al., 2020), demonstrating that unseen 503

MWEs remain challenging in MWEI. 504

The right columns in Table 6b reveal that MWEs 505

not contained in WordNet are much more difficult 506

to identify than those in WordNet. It is natural that 507

MaW systems cannot identify the MWEs not in 508

WordNet, as their rule-based pipeline cannot detect 509

these candidates, but interestingly we find that fine- 510

tuned LLMs also struggle to identify MWEs not in 511

WordNet. For Qwen-72B, the recall gap between 512

MWEs contained and not contained in WordNet is 513

about 22 points, much larger than the gap between 514

seen/unseen MWEs, about 12 points. We hypothe- 515

size that this is caused by MWEs in WordNet being 516

more widely recognized as MWEs or idioms and 517

that this recognition is reflected in the training data 518

of the LLMs, enhancing their ability to identify 519

these MWEs. 520

Table 7 shows examples of correctly identified 521

MWEs and missed MWEs by fine-tuned Qwen- 522

72B. VERB MWEs in WordNet like fire up are 523

relatively easy to identify, with a recall of 79.0% 524

achieved by the model. Meanwhile, the NOUN 525

MWE real estate was not identified. The aforemen- 526

tioned hypothesis could explain this, as real estate 527

is not in WordNet. Accurately identifying such 528

multi-word entities or multi-word terms (Savary 529

et al., 2019) could be a challenge for future studies. 530

Ablation Study on LLM Fine-Tuning Given 531

the high performance of fine-tuned Qwen-72B, we 532

investigate how much fine-tuning (FT) contributes 533

to the performance by comparing FT to zero-shot 534

learning (ZSL) and few-shot learning (FSL). In 535

ZSL, we provide the models with the same prompt 536

as FT. In FSL, we sample 5 pairs of input (sen- 537

tence) and output (gold MWE set) from the train- 538

ing set, convert them into the tsv_to_tsv format, 539

and include them in the prompt as examples. In the 540

sampling process, we ensure that the models have 541

a sufficient number of examples to learn the task 542

and format by repeating random sampling until at 543

least two of the example sentences contain one or 544

more MWEs. 545

Table 8 shows the results. FT greatly outper- 546

forms ZSL and FSL, demonstrating the effective- 547
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Recall by MWE Type

F1 P R NOUN VERB MOD/CONN CLAUSE
(118) (154) (88) (6)

FT

Llama-8B 29.4±2.1 82.6±1.2 17.9±1.6 5.9±0.8 26.4±1.5 24.2±3.5 0.0±0.0

Llama-70B 38.4±4.8 74.5±2.6 26.1±4.6 19.2±4.2 35.7±5.7 25.4±5.6 0.0±0.0

Qwen-7B 45.2±0.6 63.2±0.9 35.2±0.8 26.0±2.0 47.2±1.0 31.8±2.0 0.0±0.0

Qwen-72B 55.5±0.5 61.5±2.6 50.7±2.5 44.4±3.2 60.6±1.0 50.4±5.1 22.2±9.6

MaW
Rule 32.7 28.3 38.7 37.3 40.9 47.7 0.0
Rule+BiEnc 41.6±0.1 48.6±0.3 36.5±0.3 32.2±0.0 41.1±0.7 44.3±0.0 0.0±0.0

Rule+DCA 42.0±0.1 48.4±0.6 37.1±0.3 33.3±0.5 40.9±0.0 45.8±0.7 0.0±0.0

(a)

Recall by Seen/Unseen Recall by In WN or Not

Seen Unseen True False
(138) (247) (163) (222)

FT

Llama-8B 37.2±3.4 7.2±0.6 29.2±1.9 9.6±1.7

Llama-70B 35.0±7.3 21.1±3.2 46.8±6.5 10.8±3.2

Qwen-7B 44.4±0.8 30.0±0.8 50.1±1.4 24.2±0.5

Qwen-72B 58.2±5.8 46.6±0.7 63.6±3.4 41.3±1.9

MaW
Rule 47.8 33.6 91.4 0.0
Rule+BiEnc 44.2±0.0 32.1±0.5 86.1±0.7 0.0±0.0

Rule+DCA 45.4±0.8 32.4±0.0 87.5±0.7 0.0±0.0

(b)

Table 6: Results by MWEI system and metric/MWE category, as mean percentage scores of three runs with random
training seeds. The numbers in parentheses are the MWE counts. ± denotes standard deviation. The bold font
denotes the highest score. Rule stands for the rule-based baseline, and WN for WordNet.

Result MWE Context Note

TP fire up The allegations have fired up the opposition, . . . VERB MWE in WordNet
TP at least . . . since at least the 1950s. MOD/CONN MWE in WordNet
FN real estate . . . park their toxic real estate assets . . . NOUN MWE not in WordNet
FN you know You know, it’s very old . . . CLAUSE MWE not in WordNet

Table 7: Examples of true positives (TPs) and false negatives (FNs), i.e., MWEs identified/missed in all three runs,
of fine-tuned Qwen-72B.

Llama-70B Qwen-72B

FT 38.4±4.8 55.5±0.5

FSL 4.3±0.9 14.1±0.3

ZSL 6.9 2.8

Table 8: Ablation results by MWEI method and model,
as mean percentage F1 scores of three runs (for FT the
randomness arises in training, and for FSL in exemplar
selection). ± denotes standard deviation.

ness of FT on the CoAM training set.548

Comparison considering computational effi-549

ciency As shown in Table 6a, fine-tuned Qwen-550

72B outperforms the best MaW system in all of551

F1, precision, and recall. However, the LLM takes552

substantial memory and compute, and MaW has ad-553

vantages in this regard. See Appendix D for more554

details. 555

7 Conclusion 556

In this paper, we constructed CoAM, a high-quality 557

dataset of 1.3K sentences for MWEI covering all 558

types of MWEs. Using a combination of human 559

review and automated consistency checking, we 560

addressed consistency issues that have been a prob- 561

lem for previous MWE datasets, enabling more ac- 562

curate evaluation results for future work in MWEI. 563

We used CoAM to evaluate two MWEI approaches: 564

MaW and LLM fine-tuning. Our largest fine-tuned 565

LLM performed the best, outperforming the cur- 566

rent state-of-the-art, but all systems suffered from 567

low recall. Consequently, we argue that MWEI 568

overall remains a challenging task. 569
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8 Limitations570

Inter-Annotator Agreement (IAA) Our initial571

annotations on CoAM suffered from a low IAA572

of 37.3%. However, this IAA (F1 score) is com-573

puted in a strict way, which we chose for its clear574

interpretability. CoAM’s IAA is comparable with575

those of other datasets when the same, more lenient576

methods are used. PARSEME 1.1 (Ramisch et al.,577

2018) computes F1 for exact span matches as we578

do, but they only report “the highest scores among579

all possible annotator pairs” (see Table 1, ibid.).580

This highest score for English PARSEME is 52.9%,581

similar to the highest score computed in the same582

way for CoAM: 52.2%. Meanwhile, DiMSUM was583

annotated by a single annotator, and thus no actual584

agreement was reported. Although Schneider et al.585

(2016) estimate DiMSUM’s IAA to range from586

60% to 75%, this is based on a very small subset587

(66 sentences) reannotated by the first author and588

computed as a more lenient F1 score based on par-589

tial span matches. Thus, while our reported IAA590

value is low, we emphasize that our IAA is in line591

with comparable MWEI datasets. Additionally, we592

addressed the low IAA of our dataset through the593

combination of human review (Section 4.6) and594

consistency checking (Section 4.7).595

Dataset Size Because the objective of this work596

was to maximize dataset quality, we invested heav-597

ily in efforts to improve data quality, employing598

multiple annotators per sentence, manual review,599

and consistency checking. This focus on quality600

over quantity resulted in a slightly smaller dataset601

size (1.3K sentences) compared to some previous602

works like DiMSUM and PARSEME. However,603

the evaluation set of CoAM has many more sen-604

tences than the gold data of ID10M (Tedeschi et al.,605

2022), and is large enough for our purpose of reli-606

ably evaluating MWEI systems.607

CAIGen We observed a usability issue with our608

annotation interface, CAIGen. It requires annota-609

tors to use separate table rows for each annotated610

MWE. Because annotators may forget to use sepa-611

rate rows, which happened in the construction of612

CoAM, researchers should urge them to confirm613

their annotations are as intended after finishing614

each sentence.615

9 Ethical Considerations616

All sources of CoAM are permitted at minimum617

for use in research, as described in Appendix A.1.618

CoAM itself will be released under the condition 619

that the users do not publish the data on the open 620

web to prevent its leakage to the training data of 621

future models. All annotators of CoAM consented 622

to the publication of their annotations. Through- 623

out the dataset construction processes, we found 624

no contents harmful to the environment, specific 625

groups of people, or privacy. 626
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Nikola Ljubešić, Johanna Monti, Carla Parra Escartín, 842
Mehrnoush Shamsfard, Ivelina Stoyanova, Veronika 843
Vincze, and Abigail Walsh. 2023. PARSEME corpus 844
release 1.3. In Proceedings of the 19th Workshop on 845
Multiword Expressions (MWE 2023), pages 24–35, 846
Dubrovnik, Croatia. Association for Computational 847
Linguistics. 848

Agata Savary, Silvio Cordeiro, and Carlos Ramisch. 849
2019. Without lexicons, multiword expression iden- 850
tification will never fly: A position statement. In 851
Proceedings of the Joint Workshop on Multiword Ex- 852
pressions and WordNet (MWE-WN 2019), pages 79– 853
91, Florence, Italy. Association for Computational 854
Linguistics. 855

Agata Savary, Carlos Ramisch, Silvio Cordeiro, Fed- 856
erico Sangati, Veronika Vincze, Behrang Qasem- 857
iZadeh, Marie Candito, Fabienne Cap, Voula Giouli, 858
Ivelina Stoyanova, and Antoine Doucet. 2017. The 859
PARSEME shared task on automatic identification 860
of verbal multiword expressions. In Proceedings of 861
the 13th Workshop on Multiword Expressions (MWE 862
2017), pages 31–47, Valencia, Spain. Association for 863
Computational Linguistics. 864

Nathan Schneider, Emily Danchik, Chris Dyer, and 865
Noah A. Smith. 2014a. Discriminative lexical se- 866
mantic segmentation with gaps: Running the MWE 867
gamut. Transactions of the Association for Computa- 868
tional Linguistics, 2:193–206. 869

Nathan Schneider, Dirk Hovy, Anders Johannsen, and 870
Marine Carpuat. 2016. SemEval-2016 task 10: De- 871
tecting minimal semantic units and their meanings 872
(DiMSUM). In Proceedings of the 10th International 873
Workshop on Semantic Evaluation (SemEval-2016), 874
pages 546–559, San Diego, California. Association 875
for Computational Linguistics. 876

Nathan Schneider, Spencer Onuffer, Nora Kazour, 877
Emily Danchik, Michael T Mordowanec, Henrietta 878
Conrad, and Noah A Smith. 2014b. Comprehensive 879
annotation of multiword expressions in a social web 880
corpus. In Proceedings of the Ninth International 881
Conference on Language Resources and Evaluation, 882
pages 455–461. European Language Resources As- 883
sociation (ELRA). 884

Pontus Stenetorp, Sampo Pyysalo, Goran Topić, 885
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Source Paper URL License Note

News Glavaš and
Štajner (2013);
Yimam et al.
(2018)

https://takelab.fer.hr/
data/evsimplify/
https:
//sites.google.com/view/
cwisharedtask2018/
datasets

Creative Commons
Attribution-
NonCommercial-
ShareAlike 3.0

We used the News_Train data from
the CWI Shared Task 2018 datasets.

Commen-
tary

Kocmi et al.
(2023)

https://data.statmt.org/
news-commentary/v18.1/
training-monolingual/

Can be freely used
for research
purposes.

We used the English part of v18.1.

TED
(NAIST-
NTT)

Neubig et al.
(2014)

https:
//ahcweb01.naist.jp/old/
resource/tedtreebank/

Creative Commons
ShareAlike-
Attribution-
NonCommercial

TED
(IWSLT)

Cettolo et al.
(2012, 2017)

https:
//wit3.fbk.eu/2017-01
https:
//wit3.fbk.eu/2017-01-b

Creative Commons
Attribution-
NonCommercial-
NoDerivs 3.0

UD Bies et al.
(2012); Walsh
et al. (2018)

https:
//gitlab.com/parseme/
parseme_corpus_en

Creative Commons
ShareAlike 4.0

We used the portion of PARSEME
corpus from the English Web
Treebank.

Table 9: Data sources of CoAM.

A Construction of CoAM952

A.1 Data Sources953

See Table 9.954

A.2 Notes on Idiomaticity and955

(Non-)Compositionality956

To judge whether a sequence is an MWE, we957

focus on (semantic) idiomaticity instead of non-958

compositionality, although non-compositionality959

has been considered an inherent property of MWEs960

in previous studies, such as Tedeschi et al. (2022).961

To discuss the difference between the two notions,962

let us consider the expression spill the beans. It is963

deemed compositional because it can be analyzed964

as being made up of spill in a “reveal” sense and the965

beans in a “secret(s)” sense, resulting in the over-966

all compositional reading of “reveal the secret(s)”967

(Sag et al., 2002). Meanwhile, the “secret(s)” sense968

is unique to the expression and cannot be derived969

from the word beans, making the whole expres-970

sion semantically idiomatic. We argue that spill971

the beans should be identified as an MWE because972

the meaning of beans depends on the whole expres-973

sion and that any idiomatic sequences should be974

identified even if they are compositional.975

A.3 Algorithm for MWE Type Tagging976

We tag MWEs in CoAM by the algorithm shown977

in Algorithm 1.978

A.4 Evaluation of MWE Type Tagging 979

The automated type tagging we employ (see Sec- 980

tion 4.8) is based on the PoS of the syntactic head of 981

the MWE. Both PoS tagging and syntactic parsing 982

are performed using spaCy. As all three steps (PoS 983

tagging, parsing, and the type assignment based on 984

them) are potential sources of errors, we evaluated 985

the accuracy of the tags. 986

We took a random sample of 30 instances per 987

type (all 11 instances of the CLAUSE type), split 988

15:15 between the training set and the test sets, 989

for a total sample size of 131 instances and man- 990

ually verified the type of each MWE. The result- 991

ing accuracy was 89.3%, which is sufficient for 992

the purposes of performance analysis (presented 993

in Section 6.2). Some of the inaccuracies resulted 994

from the whole expression having a different PoS 995

than the head (e.g., “so-called” was assigned to 996

VERB instead of MOD/CONN), some resulted from 997

errors in the automated PoS tagging and parsing 998

(e.g., “duck and cover” was assigned to NOUN in- 999

stead of VERB). The inaccuracies were spread 1000

across NOUN, VERB, and OTHER. The corre- 1001

sponding incorrect types were spread across VERB, 1002

MOD/CONN, and OTHER, and they did not dispro- 1003

portionately affect any particular type. 1004

A.5 Statistics Regarding MWE Continuity 1005

Discontinuous MWEs are common in English and 1006

previous work has stressed the importance of iden- 1007
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Algorithm 1 Algorithm of MWE Type Tagging

Input: MWE m
Output: Type t
1: for all wi ∈m do
2: if wi = w∗ then
3: if PoS of wi ∈ {NOUN, PRON, PROPN} then
4: if children of wi include a relative clause modifier that is verb then
5: t← VERB ▷ E.g., . . . the price he pays . . .
6: end if
7: t← NOUN ▷ E.g., . . . born in the middle of nowhere . . .
8: else if PoS of wi ∈ {VERB,AUX} then
9: if nominal subject of wi ∈m then

10: t← CLAUSE ▷ E.g., . . . when it comes to climate change . . .
11: else if PoS of wi = VERB then
12: t← VERB ▷ E.g., . . . the expression stands for . . .
13: else if PoS of wi = AUX then
14: t← OTHER (other PoS) ▷ E.g., . . . is off to an early start . . .
15: end if
16: else if PoS of wi ∈ {ADP,ADJ,ADV,CCONJ, SCONJ} then
17: t← MOD/CONN ▷ E.g., . . . for at least two decades . . .
18: else
19: t← OTHER (other PoS)
20: end if
21: else
22: t← OTHER (head not in MWE) ▷ E.g., . . . , and so on . . .
23: end if
24: end for
25: return t

MWE Type Discontinuous (%) Example

Noun 4.4 . . . a suicide car bomber and Taliban militants . . .
Verb 19.1 . . . turned four aircraft into cruise missiles . . .
Mod/Conn 6.1 . . . concentration of power in his own hands.
Clause 0.0
Other 17.5 . . . which side of these we’d like to be on.

Table 10: Ratio of discontinuous MWEs in CoAM by MWE type.

tifying them (Schneider et al., 2014a; Rohanian1008

et al., 2019). Table 10 shows the ratio of discontin-1009

uous MWEs by MWE type. VERB MWEs have the1010

highest proportion of discontinuous expressions,1011

while MOD/CONN, NOUN, and OTHER MWEs1012

reach lower values.1013

1014
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LoRA

r 64
α 16
Dropout 0.05
Target modules All linear layers

Training

Epoch 3
Effective batch size 32
Learning rate 2e-4
Learning rate scheduler constant
Optimizer paged_adamw_8bit (β2 = 0.999)
Max grad norm 0.3

Table 11: Hyperparameters for fine-tuning. The epoch was determined based on preliminary experiments, while
other parameters are based on Dettmers et al. (2023).

Name Example (Input→ Output)

dict_to_dict_list {1: 'ACL', 2: 'stands',
3: 'for', ...}

→ [{'surface': 'stands for',
'indices': [2, 3]}]

str_to_str_
number_span

ACL stands for Association
for Computational Linguists .

→ ACL <1>stands for</1> Association
for Computational Linguists .

tsv_to_tsv

ACL\n
stands\n
for\n

...

→

ACL\t\n
stands\t1\n
for\t1\n

...

Table 12: Input-output formats for fine-tuning. Bold fonts denote the format employed for the main experiments.
Suppose the sentence given as the example is ACL stands for Association for Computational Linguistics.

B Experimental Setup1015

B.1 LLM fine-tuning1016

Hyperparameters Table 11 shows hyperparame-1017

ters used for training and evaluation. At inference,1018

we perform greedy decoding.1019

Input-Output Format To investigate the opti-1020

mal input-output format, we perform preliminary1021

experiments. We prepare three input-output for-1022

mats described in Table 12. All the output formats1023

allow us to represent MWEs in any form, includ-1024

ing discontinuous or overlapping MWEs. We train1025

and evaluate Llama-8B and Qwen-7B with CoAM,1026

using each input-output format. We use the hy-1027

perparameters described in Table 11 and the long1028

MWE definition (same as the main experiments).1029

As a result, tsv_to_tsv turned out to be the1030

only format the models can comply with. Em-1031

ploying other formats results in the violation1032

of the format despite carefully written instruc-1033

tions. With dict_to_dict_list, the models1034

produce wrong indices in the outputs. With1035

str_to_str_number_span, the models delete1036

spaces before punctuations.1037

MWE Definition To validate the efficacy of the1038

long MWE definition, we perform an ablation study1039

comparing the long definition to the short defini- 1040

tion. They are both a summary of the full definition 1041

described in Appendix E. As shown in Table 13, 1042

the long definition has 162 words while the short 1043

is further contracted to 57 words. We perform 1044

experiments with Llama-8B and Qwen-7B, using 1045

the tsv_to_tsv format and the hyperparameters 1046

described in Table 11 (same as the main experi- 1047

ments). 1048

Table 14 presents the result. For both models, 1049

the long definition achieves higher F1 scores than 1050

the short by more than 12 points, indicating the 1051

effectiveness of a detailed definition. 1052

B.2 Evaluation Metrics 1053

We use MWE-based (exact-match) precision, re- 1054

call, and F1 score (Savary et al., 2023). Let G be 1055

the set of gold MWEs and H the set of predicted 1056

MWEs (hypothesis), 1057

Recall = |G ∩H|/|G| (1) 1058

Precision = |G ∩H|/|H| (2) 1059

where each MWE is represented with the ID of the 1060

sentence and the IDs of its constituent tokens. F1 1061

is the harmonic mean of precision and recall. 1062
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Name Content

Long

Here, an MWE is defined as a sequence that satisfies the following three conditions.\n
1. It consists of multiple words that are always realized by the same lexemes. Such words
cannot be replaced without distorting the meaning of the expression or violating language
conventions.\n
2. It displays semantic, lexical, or syntactic idiomaticity. Semantic idiomaticity occurs
when the meaning of an expression cannot be explicitly derived from its components. In
other words, a semantically idiomatic takes on a meaning that is unique to that combination
of words. Lexical idiomaticity occurs when one or more components of an expression are not
used as stand-alone words in standard English. Syntactic idiomaticity occurs when the
grammar of an expression cannot be derived directly from that of its components. For
example, semantically idiomatic MWEs include "break up", the lexically idiomatic include
"to and fro", and the syntactically idiomatic include "long time no see".\n
3. It is not a multi-word named entity, i.e., a specific name of a person, facility, etc.

Short

Here, an MWE is defined as a sequence that satisfies the following three conditions.\n
1. It consists of multiple words that are always realized by the same lexemes.\n
2. It is idiomatic, that is, its meaning cannot be explicitly derived from its
components.\n
3. It is not a multi-word named entity, i.e., a specific name of a person, facility, etc.

Table 13: MWE definitions to be included in prompts for fine-tuning.

Recall by MWE Type

F1 P R Noun Verb Mod/Conn Clause
(118) (154) (88) (6)

Long Llama-8B 29.4±2.1 82.6±1.2 17.9±1.6 5.9±0.8 26.4±1.5 24.2±3.5 0.0±0.0

Qwen-7B 45.2±0.6 63.2±0.9 35.2±0.8 26.0±2.0 47.2±1.0 31.8±2.0 0.0±0.0

Short Llama-8B 8.6±14.8 28.9±50.0 5.0±8.7 1.4±2.4 7.1±12.4 7.2±12.5 0.0±0.0

Qwen-7B 32.8±0.2 70.8±1.6 21.4±0.1 12.1±0.5 30.5±0.6 22.3±0.7 0.0±0.0

Table 14: Ablation results, as mean percentage scores of three runs with random seeds. The numbers in parentheses
are the MWE counts. ± denotes standard deviation.

C Computational Budgets1063

For experiments for MaW (Rule+BiEnc and1064

Rule+DCA), we use a single NVIDIA RTX 2080Ti1065

GPU with 11GB RAM. Each run of training and1066

testing takes around 8 minutes. Consequently, the1067

total GPU hours for MaW are estimated to be 0.81068

hours.1069

For LLM fine-tuning, we use NVIDIA RTX1070

6000 GPU with 48GB RAM for smaller models1071

(Llama-8B and Qwen-7B) and NVIDIA A100 PCIe1072

with 80GB RAM for larger models (Llama-70B1073

and Qwen-72B). Each run of training and testing1074

takes around 66 minutes for the smaller models and1075

588 minutes for the larger models. Thus, the total1076

GPU hours for fine-tuning experiments of smaller1077

and larger models are estimated to be 6.6 hours and1078

58.8 hours, respectively.1079

D Analysis on Computational Costs1080

MaW’s encoder model (bert-base-uncased) has1081

only 110M parameters, taking approximately 2×1082

110M × 4 = 880M bytes in total (2 is the num-1083

ber of encoders). 4-bit quantized Qwen-72B takes 1084

72, 000M × 0.5 = 36, 000M bytes, taking roughly 1085

40 times more space than MaW. On the other 1086

hand, the performance of 4-bit quantized Qwen- 1087

7B, which takes roughly 4 times more space, is 1088

comparable with Rule+DCA, suggesting that MaW 1089

is more memory-efficient. 1090
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E Excerpt of Annotation Guidelines 1091

E.1 Definition of MWEs 1092

In our definition, MWEs are idiomatic sequences that (a) consist of multiple words, (b) display semantic, 1093

lexical, or syntactic idiomaticity, and (c) are not proper nouns. 1094

a. An MWE consists of at least two words that are always realized by the same lexemes.10 For 1095

example, the MWE "break up" is always realized by (1) "break" or its conjugated form such as "broke" 1096

and (2) "up". Such words cannot be replaced without distorting the meaning of the expression or 1097

violating the language conventions. 1098

b. An MWE displays semantic, lexical, or syntactic idiomaticity. The semantically idiomatic MWEs 1099

include "break up", the lexically idiomatic include "to and fro", and the syntactically idiomatic include 1100

"long time no see". 1101

• Semantic idiomaticity occurs when the meaning of an expression cannot be derived from its 1102

components. That is, you cannot necessarily infer the meaning of the expression even if you 1103

know all the senses of its components. In other words, a semantically idiomatic expression takes 1104

on a meaning that is unique to that combination of words. 1105

The inferability differs from one expression to another. The meaning of idiomatic MWEs such as 1106

"kick the bucket" cannot be inferred from its components at all. The meaning of institutionalized 1107

phrases like "traffic light" is inferable to some degree. Yet "traffic light" is semantically idiomatic 1108

because it does not mean any type of light related to traffic but a specific type of light. 1109

• Lexical idiomaticity occurs when one or more components of an expression are not used as 1110

stand-alone words in standard English. Examples include "bide one’s time"; "bide" rarely 1111

appears by itself in today’s standard English. 1112

• Syntactic idiomaticity occurs when the grammatical structure of an expression cannot be 1113

derived directly from that of its components. It constitutes expressions whose grammar seems 1114

to go against standard English grammatical conventions. This includes expressions such as "all of 1115

a sudden," where "sudden" appears in its archaic noun form. 1116

c. An MWE is not a proper noun, such as the name of a specific person, organization, and so forth. 1117

In this project, do not annotate proper nouns unless they are part of an MWE (like Pavlov in "Pavlov’s 1118

dog"). Proper nouns usually start with a capital letter, while exceptions like "iPhone 15" exist. Below 1119

is the full list of proper nouns in our definition.11 1120

Type Example

People’s names Shohei Ohtani
Nationalities or religious or political groups African American, Sunni Muslims
Facilities Narita International Airport, Taipei 101
Organizations Procter & Gamble, Kyoto University
Geopolitical entities (GPE) Los Angeles, the United Kingdom
Non-GPE locations Mount Fuji, Amazon River
Products Toyota Prius, Samsung Galaxy
Named events World War II, Olympic Games Tokyo 2020
Works of art Norwegian Wood, Bohemian Rhapsody
Named legal documents The Magna Carta
Named languages Middle English, American Sign Language

E.2 Notes 1121

MWEs containing replaceable words 1122

MWEs are not necessarily made of continuous words. Some MWEs contain open slots, that is, words 1123

that may be replaced with a large or open class of words. In annotation, we do not include open slots in 1124

MWEs, as illustrated by the following examples: 1125

10Lexeme is a set of words related through inflection. Words belonging to the same lexeme share a common lemma.
11The 11 types derive from the named entity types of OntoNotes Release 5.0 (Weischedel et al., 2013).
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• You took me by surprise!1126

• Pick me up at the station.1127

1128

Note that if a word is replaceable with only a very small number of alternatives, we consider it as part of1129

the MWE. For example, we count the following as different MWEs:1130

• Their food leaves a lot to be desired.1131

• The work leaves much to be desired.1132

1133

Overlapping MWEs1134

There is a chance that multiple MWEs share the same word. For example, letting in the following sentence1135

belongs to both letting in and letting out.1136

1137

Rearranged MWEs1138

There is a chance that the order of component words in an MWE is different from its canonical form, but1139

we still count such rearranged sequences as MWEs. In the following example, rearrangement happens in1140

the MWE break <one’s> heart. As a side note, my here is not annotated because it is replaceable.1141

1142
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